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GLOSSARY

Betatron Circular induction accelerator for electrons.
The magnetic guide field rises during acceleration to
keep particles on a circle of constant radius.

Circular accelerator Cyclic accelerator in which parti-
cles are bent by magnetic fields around closed paths,
passing many times through the same accelerating
system.

Colliding beams System in which the fixed target is
replaced by a second beam of accelerated parti-
cles moving in the opposite direction. The collisions
of moving particles produce very high-energy phen-
omena.

Cyclic accelerator Particle accelerator in which each
particle passes many times through a small potential
drop to be accelerated to high energy.

Cyclotron Circular accelerator in which protons or heavy
ions spiral outward from the center as they are accel-
erated by a radio-frequency voltage.

Electron volt (eV) Unit used to describe the energy of
particles in an accelerator.

Emittance Area in the transverse phase space (in units of
millimeter–milliradians) occupied by the distribution
of particles in a beam.

Fixed target Target fixed in location that the beam
strikes after acceleration to produce physical changes
of interest.
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Focusing system System for confining divergent parti-
cles in a beam close to the ideal orbit during the course
of acceleration and storage.

High-voltage accelerator Particle accelerator in which
each particle passes once through a high potential.
Examples are Cockcroft–Walton accelerators, Van de
Graaff generators, and Marx generators.

Induction accelerator Accelerator in which particles are
accelerated by electric fields that are generated from a
changing magnetic field by Faraday’s law of induction.

Linear accelerator Cyclic accelerator in which acceler-
ation takes place along a straight line as particles pass
sequentially through repeated accelerating units in syn-
chronism with an electromagnetic wave.

Microtron Circular accelerator in which electrons move
in circles that are all tangent at one point where a radio-
frequency voltage accelerates them.

Radio-frequency system System where particles are ac-
celerated in cyclic accelerators. Accelerating field is
provided by an electromagnetic wave at a microwave
frequency. The oscillating field must synchronize with
the time of arrival of the particles to be accelerated.

Storage ring Circular accelerator with magnetic field
fixed in time so that one or more beams of particles
can circulate continuously for a long period of time.

Strong-focusing system System of alternating focusing
and defocusing lenses which produce a strong net fo-
cusing effect.

Synchrotron Circular accelerator in which particles are
kept in a circle of constant radius by a magnetic guide
field that rises in time as they are accelerated by a radio-
frequency system.

Wake field Electromagnetic microwave fields excited in
the vacuum chamber by a passing beam.

A PARTICLE BEAM is an ensemble of particles that
move together in close proximity. A beam is characterized
by a few basic parameters such as the particle species and
the average energy of the particles. The beam of particles
must be well collimated so that all particles stay in close
proximity throughout its motion. Deviation of the motion
of individual particles from the average motion of the beam
must be kept sufficiently small.

The species of particles in the beam is most commonly
electrically charged. Most common examples of particle
species are electrons and protons. Less common particles
include charged particles such as muons, pions, or neutral
particles such as some specific atoms or molecules. The
physics of accelerators also significantly overlaps with the
physics of light optics and lasers, as light can be treated
as a beam of photon particles.

A particle accelerator is a device that manipulates the
motion of charged particle beams. The most common ma-
nipulation is to increase the energy of the particles, thus
the term “accelerators.” In modern times, however, other
variations which do not accelerate or for which acceler-
ation plays only a minor role have been introduced. All
these devices are also customarily considered as particle
accelerators.

There are also devices that manipulate neutral particles.
The physics of these devices sometimes is considered as
part of accelerator physics because they can be described
by very similar physical principles. Atomic beam devices
and particle traps are examples of this category.

I. INTRODUCTION

A. Parameters Characterizing the Beam

Other than the particle species, the final energy of the
accelerated particles is the most important parameter of
a particle accelerator. The particles have electric charge
equal to the electron charge e or a multiple of it, and they
are accelerated by potentials measured in volts (V). There-
fore, a natural unit of energy is the electron volt (eV), the
energy acquired by one electron charge in passing through
a potential difference of 1 V.

The electron volt is a very small unit of energy (1 eV
= 1.6 × 10−19 Joule), more directly applicable to energy
levels in atoms than to accelerators. There are therefore
multiples of the electron volt that are used to describe
accelerators.

1 keV = 103 eV

1 MeV = 106 eV

1 GeV = 109 eV

1 TeV = 1012 eV

The energies of particle accelerators now being operated
range from a few hundred keV to 1 TeV. The sizes of par-
ticle accelerators range from table-top devices to devices
stretching over several miles. One of the largest, the Fermi
National Accelerator Laboratory near Chicago, is shown
in an aerial view in Fig. 1.

A second important parameter used to characterize an
accelerator is its intensity, usually the number of particles
moving together in a bunch, or, in the case of a continuous
flow of particles, the number of particles accelerated per
second.

Other parameters characterizing a particle beam in-
clude parameters that specify the degree of collimation
of the beam. In particular, the spread of particle energies



P1: ZCK Revised Pages

Encyclopedia of Physical Science and Technology EN001G-02 May 8, 2001 14:51

Accelerator Physics and Engineering 29

FIGURE 1 Aerial view of the world’s highest energy accelerator,
the Fermi National Accelerator Laboratory. The accelerator is in an
underground tunnel. The accelerated beam is extracted for use in
experiments in the areas stretching toward the top left of the pho-
tograph. [Courtesy of Fermilab National Accelerator Laboratory;
Batavia, IL.]

around its average value is one such parameter. This energy
spread, or momentum spread, which is related, is denoted
by �E/E , and typically ranges from 10−2 to 10−4. Two
more parameters, called transverse emittances, specify the
degree the beam is bunched into a tight bundle throughout
its motion. The emittances are denoted by εx and εy , and
are in units of millimeter–milliradians. A tightly bundled
beam will require small values of the emittances. These
three parameters, �E/E , εx , and εy , will have to meet the
requirements of the accelerator application in hand.

Still other parameters may characterize special beam
properties. One example is the beam polarization, which
characterizes the degree of alignment of all the spins of
the particles in the beam. A high degree of polarization is
a very useful tool in analyzing some of the high-energy
physics experiments.

B. Accelerator Physics Research

Accelerator physics is a branch of physics that studies
the dynamics of the beams in accelerators. Sometimes it
is also called beam physics, although, strictly speaking,
accelerator physics studies only the part of beam physics
encountered in accelerators, while beam physics may also
contain the study of neutral particle devices, particle traps,
and cosmic ray mechanisms.

Particle motion in an accelerator has a close analogy
with light optics. One branch of accelerator physics, called
beam optics, studies the motion of particles in the channel
of accelerator elements. The accelerator elements are ar-
ranged in an optimal manner to guide and focus the beam

along. For some high-performance accelerators, such as
in an electron microscope or in a storage ring, it has been
necessary to consider very clever element arrangements in
such a way that nonlinear optical aberrations are compen-
sated or minimized. In a storage ring, the beam is stored
for typically much longer than 1010 revolutions, or many
more times than the earth has circulated about the sun. Par-
ticle motion will have to be stable for this long a storage
time. This branch of accelerator physics therefore requires
a highly sophisticated knowledge of nonlinear dynamics
and chaos physics.

As the beam intensity is increased, the self electromag-
netic fields gets stronger. The beam interacts with its sur-
roundings to create a perturbing wake field, which in turn
may cause the beam to become unstable. A large number
of various types of collective beam instabilities occur due
to the high beam intensity. Understanding and analysis of
this branch of beam physics is closely related to plasma
physics.

Some high-performance accelerators require colli-
mated beams with very small energy spreads and emit-
tances. Still another branch of accelerator physics ad-
dresses this issue by innovations of several types of beam
cooling techniques used to reduce the energy spread and
emittances.

Accelerator physics is both a fundamental research and
an applied research. The above-mentioned aspects are ex-
amples of fundamental research in accelerator physics.
Applied research in accelerator physics concentrates on
the development of accelerator technology, which con-
stitutes a research area in its own right because of the
complication and depth involved. As accelerator applica-
tions put forward increasingly demanding requirements
on the beam, research in accelerator technology becomes
increasingly specialized and sophisticated.

C. Accelerator Technology

Technology provides the means to manipulate the beams
in accelerators. Accelerator research therefore also cov-
ers areas of the physics and engineering of accelerator
technology. Notable examples include the technologies
of high-power microwave devices, room-temperature iron
magnets, superconducting magnets, large-scale ultra-high
vacuum, intense particle sources, computer control and
networking, fast electronics, high-power switches, and
materials developments.

Microwave (also referred to as radio-frequency wave)
technology is the main way to accelerate particles in ac-
celerators. The microwave involved typically has a fre-
quency ranging from a few hundred mega-Hertz (MHz) to
a few tens of giga-Hertz (GHz), where Hertz is a frequency
unit of one cycle per second. Developing high-power
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microwave sources is one of the major technology re-
search activities.

Superconducting magnets provide high magnetic fields
for the purpose of guiding and focusing particle motion
in accelerators. The higher the magnetic field can reach,
the more compact the accelerator can be made. In addi-
tion, superconducting magnets also save operating power
compared with room-temperature iron and copper coun-
terparts. Developing high-field superconducting magnets
is one important technology issue in accelerator physics.

Superconductivity also benefits radio-frequency de-
vices. In particular, by replacing the room-temperature
copper radio-frequency cavities by superconducting cavi-
ties, one can reach high accelerating fields and save oper-
ating power. The development of superconducting radio-
frequency cavities has made substantial progress in the
past two decades.

There are also accelerator applications using high-
temperature superconductors. Research in this direction
has also made progress in recent years.

II. HISTORY

During the nineteenth century, physicists experimented
with Crookes tubes, evacuated glass systems containing
internal electrodes. A current of electrons will flow when a
voltage is applied between these electrodes. J. J. Thomson
used a Crookes tube in his discovery of the electron in
1890. Röntgen discovered X-rays using a Crookes tube
in 1896. The X-ray tube was later made into a practical
device for use in medicine by Coolidge.

Rutherford spurred the development of particle acceler-
ators for use in nuclear physics research in a famous lecture
in 1920. He pointed out the need for higher energy parti-
cles for the further understanding of the atomic nucleus.
During the next decade, both high-voltage and cyclic ac-
celerators were invented. Many different methods of pro-
ducing high voltage were demonstrated, but there was al-
ways great difficulty in avoiding sparks at high voltage.
Cockcroft and Walton, in Rutherford’s Cavendish Lab-
oratory, developed a successful accelerating tube. They
used an existing voltage-multiplying circuit and built a
300-keV proton accelerator, which they used in 1932 to
do the first nuclear physics experiment with accelerated
particles.

Ising was the first to conceive (in 1925) a cyclic accel-
erator, a drift-tube linear accelerator. Wideröe expanded
the idea and built a working accelerator in 1928, and ac-
celerated mercury ions.

Perhaps the most important consequence of Wideröe’s
work was to stimulate Lawrence to conceive the cyclotron.
Lawrence and Livingston built the first operating cyclotron

FIGURE 2 The vacuum chamber of the first Lawrence cyclotron.
[Courtesy of LBNL.]

(at 1.2 MeV) in 1932. A succession of cyclotrons was built
in Lawrence’s laboratory through the 1930s and reached
5 to 10 MeV. Their original cyclotron is shown in Fig. 2.

Lawrence’s cyclotrons and electrostatic generators,
which had been conceived and demonstrated by Van de
Graaff in 1931, were used for nuclear physics research
throughout the 1930s. Both were limited to energies of
15 MeV or less, and reaching energies beyond this limit
was a major topic of research in the 1930s. Thomas
proposed the azimuthally varying-field (AVF) cyclotron
in 1938, but his work was not understood until much
later. Kerst, with the help from an orbit dynamist, Ser-
ber, built the first successful betatron in 1941 and built a
second 20-MeV machine before World War II intervened.
A 100-MeV betatron was built in 1945, and a 300-MeV
betatron a few years later. This model of betatron was built
in large quantities for use in X-ray testing of large castings,
particularly for the armor of military tanks.

The next great step in energy began in 1944 and 1945
when Veksler in the U.S.S.R. and McMillan in the U.S.
independently conceived the principle of phase stability,
permitting frequency modulation of the accelerating volt-
age in a cyclotron to overcome effects of relativity and
making the synchrotron possible. In 1946, the first syn-
chrocyclotron was operated and a number of 300-MeV
electron synchrotrons came into operation in the next few
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years. The research done with these accelerators was im-
portant in studying the properties of the pion.

World War II radar work had stimulated the develop-
ment of radio-frequency power sources and these were
used in linear accelerators. Traveling-wave electron linear
accelerators, at frequencies of approximately 3 GHz, were
extensively developed by Hansen, Ginzton, Panofsky, and
their collaborators. This effort led over the years to the
50-GeV Stanford Linear Accelerator of today. Alvarez ex-
tended the concept of the drift-tube accelerator for heavier
particles and built the first of many drift-tube accelerators
used in physics and chemistry research and as injectors
for synchrotrons.

Work also began in the late 1940s to build proton syn-
chrotrons. The first proton synchrotron, the 3-GeV cos-
motron at Brookhaven, NY, came into operation in 1952,
and the 6-GeV Bevatron at Berkeley, CA, came into op-
eration in 1954. An interesting precursor, a 1-GeV proton
synchrotron, conceived in 1943 independently of the prin-
ciple of phase stability, was built in Birmingham, U.K.
However, the project was too ambitious for the resources
available at the time, and the machine did not come into
operation until July 1953. The proton synchrotrons were
used for research in heavier mesons, the “strange” parti-
cles that had been observed in cosmic-ray experiments,
and in antiprotons.

Speculative discussions aimed toward increasing the
highest accelerator energy led to the conception of the
strong-focusing principle by Courant, Livingston, and
Snyder in 1952. It was later found that Christofilos had
developed the principle independently in 1950. Strong or
alternating-gradient focusing keeps the oscillations of par-
ticles about the ideal orbit small and makes possible com-
pact and economical magnets.

The discovery of strong focusing led to an explo-
sion of ideas. In 1953, Kitigaki and White independently
conceived the separated function strong-focusing syn-
chrotron, which made possible higher guide fields and
more economical designs. In 1958, Collins conceived the
long straight section, which made possible economical
configurations with space for injection, acceleration, ex-
traction, and detection equipment. As well as making it
possible to go to a higher energy with proton synchrotrons,
the strong-focusing principle gave impetus to new thinking
in many other directions. Linear accelerators were greatly
improved in performance by the addition of strong focus-
ing along the orbit, first conceived by Blewett. The AVF
principle was rediscovered by a number of people, among
them Kolomensky, Ohkawa, Snyder, and Symon. It was
extended to spiral-sector focusing by Kerst in 1954. Kerst
then proposed that successively accelerated beams could
be “stacked” in circulating orbits in a fixed-field alter-
nating gradient (FFAG) accelerator, a variant of the AVF

configuration. The intense stacked beam can then be used
in colliding-beam experiments. The concept of colliding
beams had been known for many years (it was patented
in 1943 by Wideröe), but beam stacking is essential to
achieve useful rates of collisions. Shortly afterwards, a
number of people (Newton, Lichtenberg, Ross, and, inde-
pendently, ONeill) proposed the concept of a storage ring
separate from the accelerating device. The storage ring is
a better colliding-beam system than the FFAG accelerator
because it is less costly and because it provides more free
space for detectors.

Experimental confirmation of these ideas did not lag
far behind. The first strong-focusing electron synchrotron
was a 1-GeV synchrotron operated by Wilson and his col-
laborators in 1955 at Cornell University, followed by sev-
eral other electron synchrotrons. The FFAG principle and
beam stacking were demonstrated by Kerst and his col-
laborators in the 1950s. Traveling-wave electron linear
accelerators reached 1 GeV in this same era, and a series
of important experiments on electron-proton scattering
was done that elucidated the structure of the proton. The
first electron storage rings were built and operated in the
early 1960s at Stanford, CA; Frascati, Italy; Novosibirsk,
then-U.S.S.R.; and at Cambridge, MA. Two large pro-
ton synchrotrons of 28- and 33-GeV energy were built
by CERN, a new international laboratory in Europe, and
by the Brookhaven Laboratory. These became the foun-
dation of major advances in high-energy physics, with the
discovery of many new particles and the beginning of a
conceptual ordering among them and understanding of
them. The electron synchrotrons and the Stanford Linear
Accelerator, which reached 20 GeV in 1966, added to this
understanding.

In the late 1960s, the first major proton storage ring,
the ISR, was built at CERN. It stored and collided two
proton beams of 28 GeV each. Colliding these two beams
is equivalent to a fixed-target accelerator of over 1500 GeV
energy.

The second generation of strong-focusing synchrotrons
also began to be built in the late 1960s. These incorporated
the more efficient separated-function magnet system and
long straight sections. A proton synchrotron that reached
400 GeV was completed at the new Fermilab in Illinois
in 1972. A similar synchrotron was later built at CERN.
These workhorses incorporated new beam-sharing meth-
ods and each could provide beams simultaneously to sev-
eral targets and a dozen major experiments. An important
feature that has made this multiple use possible is the very
high degree of precision in beam handling and manipu-
lation. The data from these and ISR experiments led to
the development of quantum chromodynamics and elec-
troweak theory, large advances in our understanding of the
basic building blocks of nature.
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Important experimental evidence also came from the
second generation of electron storage rings, now always
with positrons as the second beam, the first of which
reached 3 GeV in each beam at Stanford in 1972. Electron-
positron storage rings have now reached 100 GeV per
beam. As in the case of proton synchrotrons, electron–
positron storage rings have been developed to a high art.
Radio-frequency systems to replace the energy lost in syn-
chrotron radiation are a major factor in the design and cost
of these rings, but at the same time the synchrotron radia-
tion also provides a beam cooling mechanism that makes
the beam very small in size, making precise manipulations
possible and increasing the colliding-beam interaction
rate. In fact, synchrotron radiation has become a valu-
able experimental tool in its own right for use in atomic
physics and materials science research, and a number of
single-beam electron (or positron) storage rings have been
built as dedicated synchrotron radiation facilities, provid-
ing in particular X-ray beams many orders of magnitude
stronger than can be obtained from a laboratory X-ray
tube.

The two large proton synchrotrons were developed fur-
ther in quite different directions. At Fermilab, supercon-
ducting magnets underwent long, arduous development,
and a superconducting magnet ring was built and in-
stalled in the tunnel of the 400-GeV accelerator. It reached
800 GeV in 1983. The CERN synchrotron was converted
to a proton-antiproton storage ring by the addition of a
small ring to accumulate antiprotons, making use of the
new technique of stochastic beam cooling invented by van
der Meer. Colliding-beam experiments have been carried
out there, culminating in the discovery of the W and Z
particles in 1983.

The spectacular successes of these accelerators and stor-
age rings have led to a number of new initiatives. A large
electron–positron (LEP) ring to initially reach energies of
50 GeV, and later upgraded to reach over 100 GeV, has
been built at CERN. An electron–proton ring (HERA) has
been built in Germany. A single-pass, colliding-beam sys-
tem SLC has been built at Stanford. Here, the two 50-GeV
beams collide only once in a linear system, not a circulat-
ing configuration. A useable event rate is achieved by very
small beam sizes (thus increasing the density). Construc-
tion is in progress at CERN on a proton–proton collider,
a large hadron collider, with 7 TeV in each beam.

In parallel with the above efforts based on more tradi-
tional approaches, research work has been carried out for
many years on new methods of particle acceleration, mak-
ing use of plasmas and lasers, with the goal of achieving
substantially higher accelerating fields.

The historical development of the energy of particle
accelerators is plotted in Fig. 3, the famous Livingston
chart. One can see from the chart that the development
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FIGURE 3 Livingston chart.

of each new type of accelerator gave an energy increase.
Each accelerator type is eventually replaced by another as
it reaches its limit for producing higher energy beams. It
is evident from the chart that the field of accelerator re-
search has been active and productive over the last several
decades.

III. APPLICATIONS OF ACCELERATORS

Many types of accelerators are being used today. Exam-
ples range from daily appliances such as television sets and
microwave ovens to medium-sized accelerators for med-
ical and industrial uses to gigantic devices such as those
used in high-energy physics and nuclear physics research.

A. Household Appliances

Some household appliances are miniature accelerators.
Most notable examples are vacuum tubes, television sets,
and microwave ovens.

The recent electronic revolution has been based on
semiconductors. However, the first electronic revolution
was made possible by the invention of the vacuum tubes. A
vacuum tube is a miniature accelerator consisting basically
of a electric heater, an electron-emitter called the cathode,



P1: ZCK Revised Pages

Encyclopedia of Physical Science and Technology EN001G-02 May 8, 2001 14:51

Accelerator Physics and Engineering 33

Cathode

Heater

Voltage

Vacuum Tube

ScreenAnode

Deflection
Plates

10-2000
8575A1

FIGURE 4 Schematic of a cathode ray tube. Actual devices, es-
pecially at the anode, are typically more complex with additional
consideration of collimation and providing accurate focusing of the
beam image on the screen.

and an electron-collector called the anode which is main-
tained at a positive potential relative to the cathode. Such
a vacuum tube can be useful in rectifying oscillating cur-
rents into a dc current, but by adding an additional control
grid between the cathode and the anode, the vacuum tube
becomes an amplifier, a wide application of which trig-
gered the first electronic revolution. Most functions of the
vacuum tubes have been replaced by semiconductor de-
vices. However, important applications remain in areas
where high beam power is involved.

A cathode ray tube consists of a heater, a cathode, and
an anode, just like a vacuum tube, but the anode here serves
only to provide the accelerating voltage for the electrons
and not as the electron collector. Electrons are made to pass
the anode through the passage hole, and strike a fluorecent
screen downstream to produce an image on the screen.
The direction of motion of the electrons is controlled by
a set of deflecting plates. Cathode ray tubes are the basic
device for scientific instruments such as the oscilloscope
and the streak camera, but most commonly they are used
in the television set. Figure 4 illustrates the schematic of
a cathode ray tube.

The miniature accelerator used in a microwave oven is
a magnetron, which consists of a cylindrical vacuum tube
surrounded by a magnetic solenoid. A cylindrical vacuum
tube has a cathode at the center of the cylinder and the
anode at the outer cylindrical surface of the cylinder. By
imposing on the tube with an oscillating solenoidal mag-
netic field, the cathode electrons will move in an oscilla-
tory pattern, which in turn generates microwaves. High-
power microwaves are used in radars, but more common
household use is in the microwave oven. In a microwave
oven, the microwave from the magnetron is directed into
the oven from the anode.

B. High-Energy and Nuclear Physics

Particle accelerators are essential tools of high-energy,
or elementary-particle, physics, as it is also called. In a

high-energy physics experiment, particles with very high
energies are directed to bombard a target. In the interac-
tion between a projectile particle and the target particle it
strikes, new kinds of particles can be produced that pro-
vide clues to the nature of matter. Systematic study of
these interactions requires controlled, copious production
using accelerators. A similar requirement holds for the
research of nuclear physics. Compared with accelerators
of the household, these accelerators for high-energy and
nuclear physics research are much larger in size as well as
in complexity.

When an accelerated particle strikes a stationary particle
in a target in a fixed target experiment, a large fraction of
the energy so laboriously put into the particle goes to move
all the products forward in the direction of motion of the
beam, because momentum is conserved in all collisions.
Thus, a 100-GeV proton accelerator has available only
approximately 27 GeV for making new particles. When
the proton energy is increased to 1000 GeV, the available
energy increases to only 43 GeV.

A way to make all the energy useful is to utilize a sec-
ond accelerated beam as a target. If the two beams are
moving in opposite directions, the total momentum of the
system is zero and none of either beam’s energy need
be used in moving products downstream. This colliding
beams method is a more economical method of creating
new, higher energy interactions and new particles, as de-
picted schematically in Fig. 5.

The difficulty of a colliding beam configuration is that
the collision rate in colliding beams is much lower than in a
fixed target because the particle density in a beam is much
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FIGURE 5 Schematic diagram of fixed-target and colliding-beam
experimental methods.
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less than in a solid target; therefore, there are many fewer
particles to interact with in a beam. This difficulty can
be partially overcome by storing two circulating beams
of particles in a storage ring. There they pass many times
through one another to increase the effective collision rate.

In all these experiments, higher energies are needed to
probe to smaller distances within the atomic nucleus. As
a result, there has been a constant drive toward higher
energy.

The highest energies now used for physics experiments
are approaching 1 TeV in fixed-target research and two
beams each of 1-TeV energy in colliding-beam research.
At this time, a collider, the large hadron collider (LHC),
with beams up 7 TeV each is being constructed at CERN.

Reaching higher and higher beam energies is not the
only frontier in high-energy physics accelerators. One
modern class of storage-ring colliders aims for extremely
high rate of events, even at moderate energies. These col-
liders, called factories, demand a deeper understanding
of the accelerator physics involved. Examples include the
φ-meson factory at Frascati, and the B-meson factories
at Tsukuba, Japan, and Stanford, CA. Both B-factories
started operation in 1999.

A large nuclear physics accelerator, the relativistic
heavy ion collider (RHIC), is newly commissioned at
BNL. By colliding two beams of heavy ions, such as gold
ions, at 100 GeV/nucleon per beam, the RHIC is intended
to create a new type of matter, the quark–gluon plasma,
by the violent collision. Figure 6 shows a glimpse of the
RHIC as seen in its tunnel.

The development of particle accelerators for high-
energy and nuclear physics research is continuing ac-
tively. The above-mentioned LHC, the electron–positron
linear collider research in several laboratories, and the ex-

FIGURE 6 Inside the tunnel of the relativistic heavy ion collider
(RHIC) during installation work. [Courtesy of BNL.)

FIGURE 7 Spectrometer at End Station A of SLAC. [Courtesy of
Stanford Linear Accelerator Center.]

ploratory design research of a muon collider are examples
of current efforts being carried out around the world.

C. Spectrometer

Spectrometers are devices for the precise measurement of
energies or masses of the particles in a beam. These de-
vices are used, for example, in the secondary beams to
sort out the products of high-energy or nuclear reactions.
Charged particles produced in these reactions are guided
through a spectrometer to analyzing stations. Although
no acceleration is performed on these particles, acceler-
ator physics is needed to manipulate them. The working
principle is similar to that of the prisms in light optics. In
order to be able to detect rare events, of particular concern
are issues of high resolution, large angular and energy
acceptance, and being able to handle a wide variety of
beams and targets. For short-lived products, it is also nec-
essary to make the spectrometer path as short as possible.
A spectrometer, used in the fixed-target experiment at the
Stanford Linear Accelerator Center, is shown in Fig. 7.

D. Medical Accelerators

Accelerators have been extensively used in medicine. For
example, a common X-ray machine is a particle accelera-
tor (typically a 5- to 30-MeV electron linear accelerator).
In it, electrons are accelerated and made to strike a heavy-
metal target to produce X-rays.

Recently, charged particle beams from accelerators
have been used to treat cancers directly instead of being
used to produce X-rays first. The main limitation of the
use of X-rays to treat cancers is that they deposit most of
their energy where they originally enter the body and, in
order not to damage healthy tissue, the overall dose has to
be rather limited. On the other hand, particle beams offer
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the advantage of depositing most of the energy in a rather
narrow region just before they are stopped in the tissue.

Particle accelerators are also used in medicine to pro-
duce radioactive isotopes, which are then used to trace the
movement of chemicals through the human system as an
aid in diagnosis.

E. Electron Microscope

Electron microscopes are small accelerators of high op-
tical precision and mechanical stability. The wave nature
of the electrons allows them to be used in a microscope
to replace optical light. The very short wave length of
the elctrons makes it possible to achieve resolutions not
achievable with the optical microscopes. With close at-
tention paid to its beam optics, including compensation of
their high-order aberrations, modern electron microscopes
now achieve unprecedented resolutions in the Angstrom
range, permitting views of single atoms.

F. Synchrotron Radiation and Free
Electron Lasers

Another scientific application of accelerators that has wide
use is in the production of synchrotron radiation in the
form of intense ultraviolet light or X-rays. This syn-
chrotron radiation is produced by an electron (or positron)
beam stored in a storage ring. The radiation has the prop-
erty of high intensity and excellent collimation. The X-ray
intensity from a synchrotron radiation facility, for exam-
ple, is typically several orders of magnitude higher than
common X-ray sources. Availability of this intense source
has opened up many new areas of research, including
atomic and molecular physics, biology, chemistry, surface
and material sciences, and micromachining.

A potentially even more intense light source is provided
by free electron lasers (FELs). Infrared and ultraviolet
FELs are being developed all over the world. X-ray FELs
based on electron linear accelerators are being designed
at Stanford and Deutsches Elecktronen Synchrotron in
Germany. These high-performance accelerators are be-
coming the radiation sources of the future.

G. Microwave Sources

Accelerators are used to generate microwaves, which
are electromagnetic radiation whose wavelength is in
the range between one millimeter to many meters. Mi-
crowaves are useful for radar and for long-distance
communication purposes. They are also used as the ac-
celeration mechanism in all cyclic accelerators. As men-
tioned earlier, magnetrons are a microwave-generating ac-
celerator. There are many variation of accelerators that

generate microwaves useful under a variety of circum-
stances. One notable example of such accelerators is the
klystron. Compared with the magnetron, a klystron has
a linear architecture instead of a cylindrical one, and it
typically is capable of generating microwave power in
the multiple tens of megawatt range in a pulsed operation
mode.

H. Industry, Material Science

The use of accelerators in industry has some similarity to
their use in medicine. The particle energies are usually
low, hundreds of keV to 10 MeV in most cases. A major
industrial use is in diagnosis and testing. Pressure ves-
sels, boilers, and other large metal castings are routinely
X-rayed to search for internal flaws and cracks. Particle
energies of 20 MeV or more are often used for greater
penetration of thick castings. Such accelerator devices are
also used to detect contraband at air- and seaports.

Particle accelerators are also used in materials treat-
ment. Precise concentrations of impurity ions are im-
planted in metal surfaces for solid-state electronics manu-
facture. Particle beams are used to etch microchips in the
production of integrated circuits.

Many manufactured objects are sterilized by accelera-
tors. Such sterilization is the preferred method for ban-
dages and surgical instruments because it damages them
less than heat sterilization. The accelerator energies used
for sterilization are low enough that no radioactivity is
induced in the object being sterilized.

Materials are also changed chemically by accelerator
radiation. A notable application is in the polymerization
of plastics. Transparent shrink wrapping is treated by ac-
celerators to produce the desired shrinkability with the
application of heat. Cables are radiated to increase their
durability.

Food preservation by accelerator radiation is also being
carried out, mostly on a trial basis at this time, but with
some large-scale application by the military services.

A recent accelerator application is the destruction of
harmful bacteria in sewage by accelerator beams so the
treated sewage can then be used as fertilizer.

Some military uses of accelerators have been suggested
but none has as yet been put into actual practice.

I. Chemistry

In addition to industrial chemical applications, accelera-
tors are also used for research in chemistry. Typically this
involves low-energy (keV or lower) cold beams of neu-
tral or charged molecules of specific species. Interactions
between the molecules in the beam with a gas target or an-
other beam gives information of the interaction potential,
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the dynamics, and the rotation or excitation electronic en-
ergy level structures of the molecules.

J. Neutron Source, Fusion Driver

An intense beam of protons or heavy ions, led to bombard
a target, can serve as an intense source of neutrons, which
are useful for material research of industrial or military ap-
plications. Such a device is an alternative or complemen-
tary to research reactors. An accelerator that is capable of
producing such intense proton beams is technically very
demanding. A project called Spallation Neutron Source
(SNS), at Oakridge National Laboratory, TN, with the de-
sign goal of 1 MW beam power, is under construction.

Research and development is being carried out to
test the applicability of accelerators to confined fusion
as energy source. In the systems envisaged, beams of
high-energy particles would be used to bombard a small
deuterium–tritium pellet. The inertia of the beams im-
plodes the pellet, and in the process, the pellet is heated to
the point at which deuterium and tritium in the pellet would
fuse. A very large accelerator system would be needed to
produce fusion energy economically. Ideas have also been
proposed to use such a system to dispose of nuclear waste
while producing energy.

IV. TYPES OF ACCELERATORS

Accelerators can be divided into two classes, those in
which acceleration is carried out by use of a high dc volt-
age, and those in which acceleration is carried out by a
lower but oscillating voltage, which are called cyclic ac-
celerators. Cyclic accelerators are further divided into lin-
ear accelerators and circular accelerators.

A. High-voltage Accelerators

In a high-voltage accelerator, a terminal or electrode is
charged to high dc voltage and particles are accelerated
from it to ground potential. If the terminal is charged to
a voltage V , a singly charged ion will gain energy eV in
the accelerator. The maximum possible voltage is limited
by sparking to ground. It is also limited by less dramatic
corona discharge. With ample space to ground and scrupu-
lous attention to detail in design, terminals have been built
that hold 25 MV.

The simplest way to produce high voltage is with an
ac electrical step-up transformer system. X-ray machines
produce voltages up to 1 MV by this method. The beam
is only accelerated on one-half the ac cycle and varies in
energy throughout the pulse.

In order to avoid scattering of beam particles by resid-
ual gas, there must be an accelerating tube that is evacu-
ated to low pressure. The voltage drop must be distributed
somewhat uniformly along this tube to avoid sparking.
For voltages above approximately 1 MV, the accelerating
tube is almost always insulated outside the vacuum by a
pressurized gas of high dielectric strength, often sulfur
hexafluoride.

To produce a dc voltage, electric charge is brought to
the terminal. Charge may be brought electronically by
voltage-multiplying circuits (e.g., the Cockcroft–Walton
set and the Marx generator), or mechanically by a moving
belt (e.g., the Van de Graaff accelerator).

1. Voltage Multiplying Devices

The first successful high-voltage accelerator, the
Cockcroft–Walton accelerator, made use of a voltage-
doubling circuit, the Greinacher circuit, shown in Fig. 8.
Two rectifiers act on opposite sides of the ac sine wave to
charge a capacitance to twice the voltage. The principle
can be extended to many stages. Cockcroft and Walton
accelerated protons to 300 keV and in 1932 demonstrated
the first nuclear reaction with artificially accelerated par-
ticles. Modern Cockcroft–Walton generators are available
commercially with voltages up to approximately 1 MV.
Special pressurized systems have been built to 3 MV.
Cockcroft–Walton generators are used often as the first
stage of higher energy accelerator systems because they
produce beams with very good energy regulation. This
application however has nowadays been replaced by the
radio-frequency quadrupoles.

The Marx generator is similar in principle. The recti-
fier system is external to the capacitor stack. In essence,
the capacitors are charged in parallel, then discharged in
series through spark gaps. Marx generators were origi-
nally used in the 1920s to produce surges of high voltage

FIGURE 8 Schematic diagram of a voltage-multiplying circuit.
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to test electrical generating and transmitting equipment.
They are used today to produce very intense (1 to 10 kA),
short (10 to 50 nsec) pulses of 1 to 10 MeV particles. The
particle energy is poorly regulated during the pulse.

2. Charge Carrying Devices

The most prominent of the accelerators in which charge
is carried mechanically to the terminal is the electrostatic
generator or Van de Graaff accelerator. In this device,
depicted schematically in Fig. 9, clharge is carried by a
moving belt to the high-voltage terminal. In most modern
accelerators, the belt is made of a series of insulated metal
links, looking a little like a bicycle chain. Van de Graaff
accelerators played an important role in nuclear physics
development during the 1930s and are still in use in that
field. They are now frequently used in industrial appli-
cations. Because of their inherent outstanding regulation,
these machines can be used as sensitive isotope separator
for geological age determinations.

The Van de Graaff can be expanded to the tandem Van
de Graaff, in which negative ions are accelerated to high
voltage, then stripped of electrons so that they become
positive ions and are accelerated back to ground, thus
receiving twice the kinetic energy corresponding to the
terminal potential. Cockroft–Walton and Marx generators
can reach approximately 1 MV. Van de Graaff generators
have reached 25 MV and tandems have accelerated par-
ticles to 50 MeV. This tandem Van de Graaff produces a
higher energy, but with lower intensity because the pro-
cess of stripping cannot be made perfectly efficient. The
dc beam current in a single electrostatic generator can be

FIGURE 9 Schematic diagram of an electrostatic generator, or
Van de Graaff accelerator.
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FIGURE 10 Schematics of a 1-MV tandem pelletron electrostatic
accelerator built by National Electrostatics Corporation. Voltage is
charged by pellet chain. (Figure courtesy of World Scientific Pub.)
[Courtesy of World Scientific, Singapore.]

as large as 10 to 20 µA, but in a tandem is of the order
of 1 µA. An electrostatic generator installation, a tandem
pelletron, is shown in Fig. 10.

B. Linear Accelerators

There are two kinds of cyclic accelerators: linear acceler-
ators (linacs), in which each particle passes once through
a sequence of accelerating structures, and circular accel-
erators, in which each particle traverses a closed path (not
necessarily exactly a circle) and passes repeatedly through
the same accelerating structure. In a cyclic accelerator, the
accelerating forces must vary with time, in contrast with
the dc forces in high-voltage accelerators.

In a linac, the particles being accelerated follow paths
that are approximately straight. These particles are accel-
erated in the desired direction by the action of electric
fields. In the transverse directions, the particles are con-
fined or focused into a beam by the action of lenses em-
ploying static electric or magnetic fields, or in some cases
by time-varying harmonic fields, as in the radio-frequency
quadrupole (RFQ) focusing system.

The high-voltage dc accelerators discussed earlier, the
most elementary form of linac, are limited by the max-
imum electric potential that can be supported by an ar-
ray of conductors. In practical cases this is a few million
volts. On the other hand, if the accelerating electric field
is time varying, continuous acceleration can be achieved,
and there is no physical limit to the maximum particle
kinetic energy that can be achieved. In the time-varying
field linac, a substantial fraction of the accelerating field
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energy is contained in its accelerating wave. Particles trav-
eling with the crest of the wave gain energy from it much
as a surfer gains energy from a traveling water wave near
a beach.

Preaccelerators for linacs are often high-voltage dc or
pulsed-dc accelerators, operating at energies from a few
hundred keV to a few MeV. Protons and heavier ions
have rest energies (masses) of one to many GeV so that
they emerge from the preaccelerator with velocities only
a small fraction of the velocity of light. Electrons have
a mass of 511 keV so that even a preaccelerator of only
80 keV boosts their velocity to one half the velocity of
light. The arrangements needed for efficient generation of
accelerating waves depend markedly on the desired wave
velocity, and the designs of linacs for proton or heavier
ions and for electrons differ markedly.

1. Proton and Heavy-Ion Linacs

The traveling-wave system does not work for particle
speeds very much less than that of light because the
wave cannot be efficiently slowed down enough to match
the particle speed. If the wave velocity is greater than the
particle velocity, the wave passes by each particle. As it
passes, a particle will experience decelerating forces dur-
ing the negative-field portion of the sinusoidal variation
of the wave. To accelerate these low-energy particles, in-
stead of a traveling wave a standing wave is used, and
conducting drift tubes are placed around the particle tra-
jectories in the regions of negative fields in order to shield
particles from these fields. These drift tubes are shown
schematically in Fig. 11. Acceleration then takes place in
the gaps between drift tubes and the particles drift through
the tubes unaffected by negative fields. In most standing-
wave linacs, the drift tubes contain focusing devices to
confine the transverse motion. Drift-tube linacs are used
for accelerating protons or heavy ions. They are capable
of producing high intensities of accelerated beam.

The presence of drift tubes strongly affects the choice
of frequency in a standing-wave linac. The accelerating
frequency cannot be so high that the drift tubes are too

FIGURE 11 Schematic diagram of a standing-wave drift-tube lin-
ear accelerator.

small to contain focusing elements. Proton linacs usually
utilize frequencies of approximately 200 MHz. Heavy-
ion linacs, which inject at even lower speed, often have
frequencies in the 60 to 80-MHz range.

The linac cavities that form the outer envelope of the
accelerator and contain the electromagnetic field are built
in sections for convenience in manufacture. A 200-MeV
proton linac is approximately 500 ft long. The pulse length
is short enough that the average radio-frequency power is
only a few kilowatts. The separate amplifiers for each cav-
ity are synchronized by a master oscillator. Peak currents
of 200 mA of 200-MeV protons are achieved in injectors
for proton synchrotrons. Linacs with longer pulse length
are built for applications in which very high intensity is
desired. For higher energy, a standing-wave linac can be
used to inject into a traveling-wave linac when the parti-
cle speed is comparable to that of light. The largest proton
linac is the 800-MeV accelerator at Los Alamos National
Laboratory.

The copper lining and drift tubes of a standing-wave
linac can be replaced by superconducting metals such as
a niobium or lead, and the entire system cooled down to
liquid helium temperature (2 to 4 K). Several supercon-
ducting heavy-ion linacs (e.g., ATLAS at Argonne Na-
tional Laboratory) are is in operation. The use of super-
conductivity is economically justifiable for long-pulse or
continuous wave (CW) linacs.

Particles can also be accelerated by the electric fields in-
duced by time-varying magnetic fields according to Fara-
day’s Law. In an induction linac, magnetic fields are pulsed
sequentially in synchronism with particle motion through
the accelerator. Induction linacs are particularly useful for
producing short (10 to 50-nsec) pulses of very high peak
intensity (1000 A) at energies of 10 to 50 MeV.

2. Electron Linac

In this kind of linac, the wave velocity is made constant
at light velocity over almost the entire length. An efficient
conductor arrangement that supports the needed longitudi-
nal electromagnetic accelerating wave is shown in Fig. 12.
This waveguide is a cylindrical pipe periodically loaded
with diaphragms spaced between one-fourth and one-half
of the free-space wavelength of the driving field. The wave
velocity is controlled by the diameter of the pipe, about
equal to the wavelength, while the rate at which power
flows down the waveguide is controlled by the size of the
hole in the diaphragm. The operating wavelength of such
linacs is set by the simultaneous need for efficient acceler-
ation and for efficient generation of the microwave power
carried by the accelerating wave. Operating wave lengths
between 30 and 3 cm have been used, with 10 cm being
the most common today.
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FIGURE 12 Cutaway view of a traveling-wave wave guide. The
radio-frequency wavelength used is approximately 10 cm. The
beam enters from the upper left and passes through the small
hole. Radio-frequency power is brought in at the upper right, and
the wave travels with the beam. [Courtesy of Stanford Linear Ac-
celerator Center.]

Rather tight tolerances must be maintained in construc-
tion of the waveguides. At 10-cm operating wavelength,
tolerances of about 0.02 mm must be held. At shorter
wavelengths, the tolerances are correspondingly tighter.
Maintenance of the correct wave velocity also requires
regulation of the wave-guide temperature to a fraction of
a degree Centigrade. In spite of these technical difficul-
ties, very high frequency accelerating structures (e.g., at
W-band of 90 GHz) are being explored as a way to pro-
duce high-gradient acceleration for the future linacs for
high-energy physics research.

With proper synchronization by a master oscillator, a
large number of units such as those of Fig. 12 can be strung
together end to end to produce as high a beam energy as
needed. Copper accelerating wave guides available today
can dependably maintain effective accelerating fields of
20 MV per meter of length for a power expenditure of 3 to
5.4 MW per meter. Thus, the output energy of the 3000-m
Stanford Linear Accelerator will be about 50 GeV with
each of its 240 power amplifiers pulsing at 50 MW. A
view of the SLAC linac is shown in Fig. 13.

While magnetron tubes are sometimes used as power
sources for linacs of a few MeV output energy, klystron
amplifiers are the usual choice at microwave frequen-
cies. Today, accelerator klystrons capable of higher than
50 MW peak power with pulse lengths of a few microsec-

onds are being made. Tubes capable of up to 1 GW for a
fraction of a microsecond are being contemplated.

As with proton or heavy-ion linacs, it is possible to
replace the normal copper conductor with a superconduc-
tor, operating at liquid helium temperatures. The amount
of microwave power needed to establish the accelerating
fields is then reduced by a factor of 105 to 106. This benefit
is somewhat offset by the need of powerful refrigerators.
The technology has matured substantially over the past
decade or two, and has come into use more readily now
for the new generation of proton and electron linacs.

C. Circular Accelerators

Like linear accelerators, circular accelerators utilize time-
varying fields to accelerate particles. In addition, there
must be magnetic fields to bend particles around a closed
path that returns them to the accelerating structure. The
configuration of the accelerating structures and magnetic
fields can take many different forms in different circular
accelerators.

1. Cyclotron

The earliest circular accelerator was the cyclotron. In the
cyclotron, particles are injected at the center of the cy-
clotron and spiral outward as they are accelerated. A
uniform, time-independent magnetic field provides the

FIGURE 13 Tunnel of the Stanford linear accelerator. The accel-
erator structure is the white horizontal tube at the man’s eye level.
It sits on a strong girder system for alignment and stability. Radio-
frequency power is fed to the waveguide from klystron amplifiers
in separate buildings through the rectangular tubes. [Courtesy of
Stanford Linear Accelerator Center.]
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FIGURE 14 Schematic diagram of cyclotron orbits. (Figure cour-
tesy of World Scientific Pub.)

bending to make these spirals. The drift tubes in a cy-
clotron are in the form of hollow boxes called “dees” after
their shape. Acceleration takes place as a particle crosses
the gap between the two dees. Cyclotrons have been built
to operate up to 800 to 900 MeV.

Figure 14 is a sketch of cyclotron orbits. A particle
of higher energy moves faster along the orbit but has a
longer distance to go between gap crossings. The fre-
quency of gap crossings, and therefore accelerations, is
constant in the cyclotron, and it produces a steady stream
of bunches of accelerated particles. Quantitatively, as will
be explained in Eq. (6), mv = eρB, but v = ωρ, so that
mω = eB, and ω is independent of the radius ρ and the
energy.

According to the special theory of relativity, when a
particle’s velocity approaches that of light, the mass of a
particle increases as its energy is increased. As a conse-
quence, for the same increase in energy, the velocity of a
particle of higher energy does not increase as much. The
gap-crossing frequency therefore decreases, and particles
fall out of step. This effect makes a noticeable difference
at 15 MeV for protons, which limits the peak energy of
the Lawrence cyclotron. Several systems to circumvent
this problem have been invented. One of these is the syn-
chrocyclotron, in which the frequency of the accelerating
voltage is reduced to keep in step with a group of bunches
of particles as they are accelerated. The synchrocyclotron
produces bursts of a series of bunches of accelerated
particles.

Synchrocyclotrons have been built to produce protons
of 750-MeV energy. They have been largely superseded

by azimuthally varying-field (AVF) cyclotrons, which are
also called sector-focused cyclotrons. Here the magnetic
field varies periodically around the azimuth of the cy-
clotron in such a way as to keep the frequency of gap
crossings constant. Like cyclotrons, AVF cyclotrons pro-
duce a steady stream of bunches. The intensity achievable
is much larger than in a synchrocyclotron, and many are
being used for scientific research.

2. Betatron

As with linear accelerators, it is possible to accelerate par-
ticles by induction in a circular configuration. Circular in-
duction accelerators are called betatrons. They are used to
accelerate electrons. Many betatrons are used to provide
20 to 30 MeV electrons for medical or industrial work.
The energy limit is due to the effect of synchrotron radia-
tion energy loss. Charged particles radiate electromagnetic
waves when their trajectories are bent. In accelerators, this
is called synchrotron radiation. For light particles such as
electrons, the energy radiated away is large enough that it
limits the maximum achievable energy of the betatron to
300 MeV.

3. Microtron

The relativistic effects that limit cyclotrons set in at much
lower energies for electrons, and a different configura-
tion, the microtron, is more appropriate. In the simplest
microtron, electron orbits are a series of circles tangent
at the position of the accelerating radio-frequency cavity.
The periods of revolution on each of these circles differ
by an integral number of periods of the accelerating volt-
age and the electron bunches therefore stay in phase with
the accelerating voltage. These simple orbits are sketched
in Fig. 15. Microtrons can also be built in the shape of
racetracks and have been used to accelerate electrons to
energies of several GeV.

Magnet

RF Cavity RF Linac
FIGURE 15 A classical microtron and a racetrack microtron.
[Courtesy of World Scientific, Singapore.]
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FIGURE 16 Operation cycle of a synchrotron.

4. Synchrotron

Energies greater than 1 GeV require a different configura-
tion, the synchrotron. The magnetic guide fields in all the
circular accelerators discussed previously are constant in
time. In the synchrotron, the magnetic field is increased
in time as the particle energy is increased. A graph of a
synchrotron cycle is shown in Fig. 16. The radius of the
particle orbit is held constant. Synchrotron magnetic fields
need to extend over a relatively small aperture rather than
over the entire area of the circle, as in constant-field con-
figurations. The synchrotron is therefore a far more eco-
nomical design for energies in the GeV range. The largest
synchrotron, 6 km in circumference, accelerates protons
to an energy close to 1 TeV (Fig. 1).

Electron synchrotrons, although sharing the princi-
ple and magnetic-field configuration with proton syn-
chrotrons, have a separate feature, that is, the synchrotron
radiation energy loss suffered by the electron must be re-
placed if the electrons are not to spiral inward and strike
the walls. The energy loss per revolution �T by an elec-
tron of kinetic energy T following a circle of radius ρ is

�T = 88.5T 4/ρ (1)

where �T is in keV if T is in GeV and ρ is in meters. Thus,
the energy loss increases very rapidly as T is increased.
The accelerating system must make up this energy loss, as
well as provide voltage for acceleration. Radio-frequency
systems to carry out these functions become so large that
electron synchrotrons become uneconomical compared
with linear accelerators at energies beyond about 100 GeV.

5. Storage Ring

Storage rings are very similar in general configuration to
synchrotrons. The magnetic guide fields are constant in
time and a beam of particles circulates continuously. In

some designs, two storage rings are intertwined with one
another and beams of particles circulate in opposite di-
rections, colliding at the intersection points, one example
of which is shown in Fig. 17. In other designs, beams of
particles and antiparticles (electrons and positrons or pro-
tons and antiprotons) circulate in opposite directions on
the same path in the same magnetic field, often with small
auxiliary fields to keep them from colliding except at the
designated collision points. Like electron synchrotrons,
electron storage rings are limited in energy by synchrotron
radiation. Present-day technology utilizing superconduct-
ing radio-frequency cavities has allowed the electron–
positron collider LEP to reach beyond 100 GeV per beam.
Beyond that point, all designs of electron–positron collid-
ers are of the type of linear colliders. Electron or positron
storage rings are also widely used as synchrotron radiation
facilities.

As another approach to circumvent the limit of syn-
chrotron radiation energy loss on electron-positron collid-
ers, it has been suggested that similar high-energy physics
goals can be reached by colliding positive and negative
muons in a muon collider. Synchrotron radiation would
be much reduced because the muons are about 200 times
more massive than the electrons. The disadvantage is that
muons decay in a relatively short time, and experiments
must be done and collision data taken before they decay.

6. New Concepts

Although it is possible in principle to build a synchrotron
for an almost arbitrarily high energy, at least for protons,

FIGURE 17 One of the intersecting points in the intersecting stor-
age ring at CERN. The large blocks are quadrupole magnets. The
intersection of the two vacuum chambers can be clearly seen.
[Courtesy of CERN.]
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it eventually becomes impossible economically. There
are accelerator scientists looking beyond to new ways
of accelerating particles, perhaps using the intense elec-
tromagnetic fields available in lasers or in plasmas for
acceleration and guidance or focusing of particles to
very high energies. This work is still in the research
phase, with many interesting ideas being proposed and
tested.

V. PHYSICAL PRINCIPLES
OF BEAM MOTION

A. Linear Accelerators

A charged particle moving in an electric field experiences
a force in the direction of the field (or the opposite direc-
tion if it is a negative charge) and is accelerated in that
direction. Thus, its velocity and kinetic energy will in-
crease. The force F = q E , where q is the particle charge
and E the electric field. If q is measured in Coulombs and
E in volts per meter, then F is given in Newtons. This is
the basic mechanism of operation of a particle accelerator.
The electric field can be either constant in time, in which
case particles are accelerated continuously and come out
in a steady stream, or varying in time, in which case par-
ticles are accelerated only when the electric field is in the
right direction and come out in bunches.

In a traveling-wave linac, the accelerating force will
be proportional to the strength of the electric field along
the axis of the accelerator (i.e., F = q E). The traveling
accelerating field will vary with time t and with distance
z along the accelerator as:

E = E0 cos

[
ω

(
t − z

vw

)
+ φi

]
(2)

where ω is the frequency of the wave, vw is the phase
velocity of the wave, and φi is a constant that measures
the initial value of the wave strength at the beginning of
acceleration.

If the particles being accelerated have a velocity vp

along the accelerator axis, their position is given by
z = vpt . As a consequence, if the linac is designed so that
vw = vp, the particles are accelerated by a constant force
in the z direction:

F = q E0 cos φi (3)

As a consequence of the wave nature of the ac-
celeration, only particles near the wave crests (i.e.,
φi = 0, 2π, 4π, . . .) receive useful acceleration. Thus, the
beams from linacs employing time-varying fields are
bunched, the separation of the bunches being λvw/c,
where λ is the free-space wavelength of the accelerat-

ing field. As the particles are accelerated, their velocity
increases according to the relation,

vp

c
=

{
1 −

[
1

1 + (
T

/
M0c2

)]2
}1/2

(4)

where T is the kinetic energy of the particle being accel-
erated, M0c2 is its rest energy, and c is the speed of light.
For kinetic energies much less than the rest energy, T �
M0c2, this expression simplifies to vp/c ∼ (2T/M0c2)1/2,
the classical relation between velocity and kinetic energy.
For T 	 M0c2, vp/c ∼ 1.

B. Circular Accelerators

Compared with linear accelerators, a circular accelerator
has, in addition to the accelerating electric field, a mag-
netic field for bending particles to follow a circular path.
A charged particle in a static magnetic field experiences
a force in the direction perpendicular to the plane formed
by two vectors, the magnetic-field vector and the particle’s
velocity vector. A particle moving in the direction of the
magnetic field experiences no magnetic force. Because the
force on a particle in a static magnetic field is perpendic-
ular to its velocity, no work is done on the particle and its
energy does not change. The energy increase in a circu-
lar accelerator comes from the accelerating electric field,
not from the magnets. The force on a particle moving at
velocity v perpendicular to a magnetic field B is

F = qvB (5)

If B is measured in Tesla (IT = 104 Gauss) and v in meters
per second, the force F is in Newtons. When the magnetic
field provides the centripetal force that bends the particle
in a circle of radius ρ, then

mv2/ρ = qvB (6)

and there is a relation between the momentum p and the
product of radius and field,

p = mv = qρB (7)

Thus, as the momentum of a particle is increased during
acceleration, either the radius of curvature must increase,
as in a cyclotron, or the magnetic field must increase, as
in a synchrotron. This relation p = qρB is very basic for
circular accelerators. It holds for slow and fast particles,
including effects of special relativity. For practical cal-
culations, if B is in Tesla, ρ in meters, and p in MeV/c
(where c is the speed of light), then

p = 300Bρ (8)

There is a sense in which magnetic fields can increase
the energy of particles. The induction linac and betatron
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discussed above make use of a magnetic field changing in
time to induce an electric field that can be used to acceler-
ate particles. In circular accelerators, the paths of particles
during the course of acceleration are very long, sometimes
many thousands of kilometers. A particle injected at an
angle with respect to the ideal path will stray farther and
farther during this long distance and will leave the con-
fines of the magnetic field and be lost unless some means is
provided to focus the particles back toward the ideal path.
This focusing is accomplished by building in carefully de-
signed focusing magnets, or quadrupoles. Focusing is one
of the most important considerations of accelerator design.

We emphasize here the difference between a particle ac-
celerator and a nuclear reactor. In the accelerator, the par-
ticles are focused and form a beam, all moving in the same
direction with the same energy, whereas in a reactor, the
particles are heated and move with the random directions
and wide energy distribution of a hot gas. In addition, the
reactor accelerates particles by nuclear forces, whereas
the accelerator makes use of electromagnetic forces. These
electromagnetic forces cease when the electric power sup-
plied to the accelerator is interrupted. Thus, the radiation
from an accelerator stops, except for small residual effects,
when the accelerator is turned off. The situation is quite
different from that of a reactor.

The motion of particles in an accelerator is one of the
most important aspects of accelerator science. The impor-
tance of beam dynamics arises in part from the fact that in
many kinds of accelerators particles travel very large dis-
tances in the course of acceleration or storage (sometimes
many millions of miles or kilometers). Stability against
small perturbations and errors is vital if the particles are
to stay in the accelerator for such distances.

In addition, in most accelerators it is desirable to ac-
celerate as high an intensity of particles as possible. At
high intensity, the mutual electromagnetic forces among
the charged particles (e.g., space charge force), or the
forces induced by the wake fields as a result of beam–
environment interaction, can be important, thus disturbing
the stability that each particle would have by itself.

To produce a stable beam in an accelerator, particles will
have to execute only small oscillations about the ideal path
during acceleration. These oscillations will occur in both
of the two directions transversed to the ideal path and in
the longitudinal direction along that path. Although there
can be situations in which the transverse and longitudinal
motions are coupled, in most accelerator configurations
the coupling is weak, and the two kinds of motion can be
discussed separately, as we shall do.

C. Transverse Motion

Transverse oscillations are called betatron oscillations be-
cause Kerst and Serber gave the first clear discussion of

them in connection with Kerst’s betatron. The equations of
motion of transverse oscillations had, in fact, already been
given by Walton and in a form more useful for cyclotrons
by Thomas.

The overall objective is to make the transverse motion
dynamically stable, so that particles injected in the vicinity
of the ideal orbit will remain in that vicinity. In some short
accelerating systems, this can be achieved by focusing the
beam at the particle source, but in longer accelerators,
restoring forces along the orbit are required. These restor-
ing forces are supplied by external electric and magnetic
fields.

1. Weak Focusing

Let us consider the magnetic field that bends the particle
around a closed path in a circular accelerator. Here r , is
the radial direction in the plane of the closed-orbit path,
the median plane, and z is the dimension perpendicular
to the orbit plane. The distance along the orbit is s. If the
vertical magnetic field Bz varies as a function of r (that is,
if it has a gradient), then there is a radial field Br , at posi-
tions off the median plane, as follows from the Maxwel1
equation ∇ × B = 0. A particle moving in the s direction
experiences a vertical force whenever it is away from the
median plane. If the vertical field decreases with radius
(∂ Bz/∂r < 0), the force deflects the particle back toward
z = 0 for z either positive or negative. On the other hand,
the force of the particle is always in the direction away
from the median plane if ∂ Bz/∂r > 0.

Thus, if the guide field decreases with radius, motion
off the median plane is stable in the sense that a particle
starting off the median plane will not move to ever-larger z.
This vertical focusing was found experimentally in the ear-
liest cyclotrons and understood qualitatively at that time.
It was made quantitative by Kerst.

In a decreasing field, the radial force on a particle de-
creases with radius. However, the centripetal force mv2/r
needed to keep the particle of mass m and speed v in a cir-
cle radius r decreases as 1/r . Thus, if the field decreases
less rapidly than 1/r , a particle at larger radius feels a
larger force focusing it back toward the ideal orbit and the
particle has horizontal or radial focusing. Kerst expressed
these results in terms of the relative derivative, or field
index,

n = − r

B

∂ Bz

∂r
(9)

and the condition for focusing in both transverse directions
is

0 < n < 1 (10)

In this weak focusing arrangement, horizontal and verti-
cal focusings are complementary to each other in the sense
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that each decreases as the other increases, and a balance
must be struck in design between vertical and horizontal
aperture. For example, the fields in cyclotrons decrease
very little with radius, in order to keep as close as possible
to isochronous motion, and the vertical focusing is very
weak, if at all.

2. Strong Focusing

Many synchrotrons were built with weak focusing and
operated well. But the amplitudes of oscillations about
the ideal orbit are larger in a larger accelerator (approxi-
mately proportional to the radius), reaching 10 to 20 cm
in the cosmotron (3 GeV) and betatron (6 GeV) proton
accelerators. It would be extremely costly to make use of
weak focusing in a much higher energy accelerator, when
oscillation amplitudes could be as large as several meters.

Strong focusing overcomes this difficulty by using an
alternating series of gradients, thus alternating-gradient
focusing, to focus both horizontally and vertically. An al-
ternating series of gradients focuses a particle in a manner
similar to an alternating series of optical lenses. As we can
see in Fig. 18, a ray is farther from the axis in the converg-
ing (focusing) lenses than in the diverging (defocusing)
lenses and so is bent more sharply, so that the net result
is focusing. A gradient that is focusing for horizontal mo-
tion is defocusing for vertical motion, but the alternation
produces focusing in both. The complementarity that lim-
its weak focusing is avoided, and the net focusing can be
much stronger.

The gradients vary periodically around the circumfer-
ence of the accelerator, with a fixed number of periods per
revolution. Oscillation amplitudes in a large synchrotron
are a few centimeters or less, and the vacuum chambers
and magnet apertures are correspondingly small.

3. Betatron Oscillation

A particle that is not injected on the ideal orbit will ex-
ecute betatron oscillations about that orbit. These oscil-
lations are characterized by ν, the number of complete
oscillations per revolution around the accelerator. There

FIGURE 18 Focusing of rays in a series of alternating lenses.

are separate values for horizontal (νr ) and vertical (νz) os-
cillations. In a weak-focusing accelerator, the oscillations
are sinusoidal, and both ν values are less than unity. In
a strong-focusing accelerator, these oscillations are sinu-
soidal on the average, with periodic excursions around the
average sine wave, and νr and νz are usually considerably
larger than unity. Thus, in a weak-focusing accelerator,
the oscillations have the form:

r = r0 + Ar cos(νr s/R + θr )
(11)

z = Az cos(νzs/R + θz)

where 2π R is the accelerator circumference, and the am-
plitudes Ar and Az and the phases θr and θz are determined
by the initial conditions at injection.

In a strong-focusing accelerator, the oscillations have
the form

r = r0 + Ar

√
βr (s) cos[φr (s) + θr ]

z = Az

√
βz(s) cos[φz(s) + θz]

(12)

φr (s) =
∫ s

0

ds

βr (s)

φz(s) =
∫ s

0

ds

βz(s)

The periodic functions βr (s) and βz(s) are the betatron am-
plitude functions. The amplitude varies periodically with√

β(s). The phase advances as 1/β(s), so that β is the in-
stantaneous wavelength of the oscillation. The amplitude
functions and the ν values are related because the total
phase advance per revolution is

φ(2π R) = 2πν =
∫ 2π R

0

ds

β(s)
(13)

for either r or z.
A group of particles is injected with angles and posi-

tions distributed around the ideal orbit. It is instructive
to plot the motion of the group of particles in a space
whose axes are position and angle at a given point s, as in
Fig. 19. This is called a phase space. As the group moves
along the accelerator and s varies, the envelope contain-
ing the group will vary in shape, but its area will remain
constant. If instead of the angle, the product of angle and
total momentum is taken as a phase-space coordinate, the
phase-space area remains constant even during accelera-
tion. This is an example of a general dynamical rule called
Liouville’s theorem. We shall return to this theorem in the
discussions of beam stacking and cooling later.

The horizontal and vertical motions are independent
in an ideal accelerator and each has its own separate
two-dimensional phase space. In a real accelerator, non-
linear restoring forces, magnetic-field imperfections, or
magnet misalignments can introduce horizontal–vertical
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FIGURE 19 Transverse phase space. The shaded elliptical area
represents a group of particles. This ellipse will oscillate as
the group moves along the accelerator, but its area will remain
constant.

coupling, and the two motions can affect each other.
The phase spaces are then not independent, but the four-
dimensional volume of the combined phase spaces occu-
pied by particles will still remain constant.

Magnetic-field errors and magnet misalignments can
also distort the beam path by inducing forced oscillations
in the beam. The central orbit then moves in a periodic
forced oscillation, the closed orbit, and all particles oscil-
late about this closed orbit. The occupied region of phase
space then moves in this forced oscillation. If the ν value
is close to an integer, the closed-orbit oscillation becomes
very large, and the beam can rapidly leave the accelera-
tor. This integral resonance can be kept under control by
careful construction and alignment of the magnets and by
careful control of the ν value to avoid integers.

In a strong-focusing accelerator, errors in magnetic-
field gradients can make the oscillations about the closed
orbit unstable if the ν value is close to a half-integer. In
this case, the occupied region of phase space becomes
elongated, even though area is still preserved, and parti-
cles reach very large oscillation amplitudes. Half-integral
resonances are not as serious as integral resonances, but
care must be taken in construction and alignment to avoid
them, too.

Even in an ideal accelerator, not all particles will have
exactly the same momentum. Each particle’s momentum
will also vary relative to the ideal momentum during longi-
tudinal oscillations. A particle whose momentum is differ-
ent from the central momentum will undergo forced trans-
verse oscillations about the closed orbit. These will appear
in phase space as overlapping groups of particles. This
phenomenon is called dispersion in analogy to light optics.

To be focused toward one another, two particles on dif-
ferent orbits must encounter different magnetic fields, as

in a gradient magnet or quadrupole, or go through different
lengths of field. Different lengths can be achieved by build-
ing magnets whose edges are not perpendicular to particle
orbit. This edge focusing is used in AVF cyclotrons. If
an edge is slanted so that the path length increases with
radius, the edge is horizontally defocusing and vertically
focusing.

In a radial sector AVF cyclotron, both upstream and
downstream magnet edges are vertically focusing. Radial
focusing is provided by the increase of guide field with
radius. This system is called Thomas focusing. In a spiral-
sector AVF cyclotron, one edge is vertically focusing and
the other is vertically defocusing, giving alternating-edge
focusing, analogous to alternating-gradient focusing.

4. Transverse Motion in Linacs

There is no centripetal force in a linac, so there is no analog
of weak focusing. Before strong focusing was developed,
many proton linacs had wire grids installed in the drift-
tube bore opening to change the variation of the electric
field with longitudinal distance and radius to provide some
focusing. But the grids intercepted many beam particles
and were unsuitable for high-intensity beams because they
were heated and melted by the beam.

After strong focusing was developed, quadrupole mag-
nets were built into the drift-tube interiors, and linacs be-
came high-intensity accelerators. More recently, methods
of shaping the radio-frequency field to produce quadrupole
focusing, the radio-frequency quadrupoles (RFQs), have
been developed and provide even higher intensities and
smaller beam losses.

Beams extracted from an accelerator and secondary
beams produced in a target can also be steered and focused
by sequences of bending magnets and strong-focusing
lenses. These beam transport lines are used to bring beams
to the point of use in an optimally focused configuration.

5. Synchrotron Lattice

The lattice of a synchrotron refers to the periodic arrange-
ment of bending and focusing magnets around the circum-
ference. The betatron amplitude functions, the ν values,
and the dispersion all depend on the lattice. Two devel-
opments make it flexible to vary these functions and to
achieve optimal desired orbit properties.

Separated-function magnet. Particles are bent around
the accelerator by dipole fields that are independent of
radius. They are focused to stay close to the central or-
bit by quadrupole fields that vary linearly with distance
from the center. In the original conception of strong fo-
cusing, these two functions of bending and focusing were
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combined in one gradient magnet, in a combined-function
lattice. A separated-function lattice carries out these two
functions in separate magnets. This lattice is more effi-
cient because the bending field is the same throughout
the magnet and is not limited by the maximum field at-
tainable at the high-field side of the magnet. The bending
field in a separated-function conventional iron dipole can
easily be 1.8 to 2 T, while in a gradient magnet it is dif-
ficult to achieve more than 1.3 T without significant field
distortion. The difference is even more striking in super-
conducting magnets, where it is more difficult to design a
gradient magnet. The focusing is also more efficient in a
separated-function lattice, because focusing magnets are
concentrated at locations where the amplitude function β

is large and defocusing magnets are concentrated at loca-
tions where β is small. Combined-function and separated-
function magnets are shown in cross section in Fig. 20.
Separated-function lattices are now almost always used in
synchrotrons and storage rings.

Long straight section. The usual lattice has straight sec-
tions (i.e. field-free spaces between magnets) whose max-
imum length is of the order of the magnet length. For
the introduction of necessary auxiliary apparatus, such
as accelerating cavities, injection equipment, and parti-
cle detectors for experiments in storage ring colliders,
the long straight section has proven most useful. If the
normal bending arcs of the accelerator are simply inter-
rupted by field-free regions of size necessary to accomo-
date necessary auxiliary equipment, the natural divergence
of the beam will result in excessive aperture requirements.
This divergence can be avoided by use of a few sepa-
rate focusing quadrupoles to maintain the focusing prop-
erties of the lattice without significantly encumbering the
needed space. Periodic arrays, or sublattices, of concen-
trated quadrupoles permit design of straight, almost field-
free regions of arbitrary length.

6. Beam Diagnostics

It is possible to “fly blind” and operate a particle accel-
erator without measurements of the beam. Indeed, early
accelerators operated this way, with the only indication of
a beam coming from the final accelerated beam striking a
target and producing X-rays or radioactivity. However, an
accelerator can be operated much more easily and at much
higher intensity if the beam position and size are known
during operation.

The first methods of beam measurement were movable
probes to stop the beam at an adjustable radius in a cy-
clotron. In early synchrotrons, probes were replaced by
fluorescent screens which were observed through trans-
parent windows. These rudimentary devices are still some-
times used in the early stages of searching for circulating

beams, although nowadays the energy is high enough that
fluorescent screens are viewed remotely using television
cameras.

The center of mass of a circulating beam can be mea-
sured continuously by detecting the electric fields of the
beam bunch with pickup electrodes, or the magnetic fields
with pickup coils, in each case surrounding the beam. By
using these methods, it is possible to measure the trans-
verse position at given locations, as well as the phase of
the beam bunches relative to the accelerating voltage. The
transverse position as a function of azimuth is just the
closed orbit discussed above. The closed-orbit informa-
tion can be used to set currents in correction magnets to
reduce its distortion and to analyze magnet misalignments.
The closed-orbit and beam-phase information are used to-
gether as input to the radio-frequency feedback systems
for beam orbit control.

Another important practical aspect of particle bending
and focusing is scattering by the residual gas in the accel-
erator. Beams suffer significant scattering and diffusion
in even a few feet of air at normal pressure. Accordingly,
the beam must pass through an evacuated space. Usually
a vacuum-tight metal or ceramic tube surrounds the beam
and is evacuated by pumps. In most accelerators, a resid-
ual pressure of 10−8 atm is acceptable. In storage rings,
where the effective path length may be several billion kilo-
meters, a substantially better vacuum (10−11 to 10−12 atm)
is required.

It is also possible to measure the beam shape making
use of ionization of a dilute gas by the beam or by anal-
ysis of the frequency spectrum of the beam electric field,
with knowledge of the dispersion function at the location
of the pickup. In places where each beam particle passes
only once, grids of wire scanners can be used, or a single
wire can be moved rapidly through the beam. Two mea-
surements arriving at the acceleration system at different
locations can be combined to give the distribution in phase
space.

D. Longitudinal Motion

In dc high-voltage accelerators or in induction accelerators
(betatrons), particles that are accelerated at different times
experience the same acceleraring field. But, in accelerators
that utilize radio-frequency fields to accelerate particles
(linacs, microtrons, cyclotrons, and synchrotrons), parti-
cles arriving at different times will experience different
acceleraring fields and will consequently have different
motions.

1. Longitudinal Stability and Acceleration

How the longitudinal motion evolves will depend on how
the frequency of revolution depends on particle energy,
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FIGURE 20 Alternating-gradient synchrotron magnet cross sections. (a) combined-function magnet, (b) dipole mag-
net, (c) quadrupole magnet, (d) superconducting dipole magnet, and (e) superconducting quadrupole magnet.

as illustrated in Fig. 21. The ordinate is the accelerating
voltage and the abscissa is time. Thus, on this plot the
accelerating voltage is a sine wave. Consider now two
particles that cross the accelerating gap at the same time on
one revolution. The voltage is rising as they cross. Particle
1 is in step with the accelerating voltage and crosses the
gap the second time at the same phase. Particle 2 has higher
energy than particle 1 at the first crossing. Let us consider
two alternatives:

1. Revolution frequencies increases with energy (d f/
d E > 0). The revolution period is smaller for particle 2,

and it will arrive earlier, lower on the sine wave, and will
gain less energy than particle 1. The energy difference be-
tween the two particles will be decreased after the second
pass. Similarly, a particle of lower energy would arrive
later, higher on the wave, and would gain more energy,
again decreasing the energy difference. Thus, the energy
difference across the entire group of particles will not in-
crease and they will be accelerated together. The acceler-
ating longitudinal motion is stable.

2. Revolution frequency decreases with energy (d f/
d E < 0). Now, particle 2 arrives later and gains more en-
ergy than particle 1. It continues to gain more energy at
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FIGURE 21 Particles riding on a voltage wave during acceleration.

every pass and the energy difference increases continu-
ously. Thus, the longitudinal motion is unstable, and the
group of particles will break up and not be usefully accel-
erated.

Luckily, there is a saving grace in the second alterna-
tive. There is another side to the voltage wave, where the
voltage is still in the correct direction to accelerate, but
is falling. Now the arguments of less or more voltage are
just reversed and the acceleration longitudinal motion is
stable in an accelerator with d f/d E < 0.

What affects d f/d E? There are two factors: a particle
with higher energy goes faster, which always increases its
frequency, but in some accelerators, it goes on a different
orbit between gap crossings, which in almost all cases
decreases its frequency of revolution. These two factors
are in opposite directions; how they balance depends on
the kind of accelerator.

In linacs, all particles travel the same path and there is no
difference in path length, only a difference in speed, thus
d f/d E is always positive. On the other hand, in weak-
focusing synchrotrons, orbits corresponding to different
energies are relatively widely separated because the guide-
field variation with radius is small. Here the path-length
difference always overbalances the speed difference and
d f/d E is always negative. The same is true in a microtron.
In strong-focusing synchrotrons, the speed difference is
larger than the path-length difference at low energy in pro-
ton accelerators, so d f/d E > 0, but the path-length differ-
ence is constant and the speed difference decreases as par-
ticle speeds approach the speed of light, so that d f/d E < 0
at high energy. There is thus a transition energy at which
d f/d E is zero. At this energy, the radio-frequency ac-
celerating voltage must be turned off, then turned back on
within a few milliseconds at a different phase relative to the
beam particles. Acceleration then continues on the back
side of the wave. This has not been difficult in practice in
proton synchrotrons. It is not necessary at all in strong-
focusing electron synchrotrons because electrons move at

close to the speed of light at much lower energy and the
transition energy in an electron synchrotron is therefore
typically lower than the injection energy, and transition is
never crossed.

In this discussion, cyclotrons are an anomaly. In prin-
ciple, speed differences and path-length differences just
balance in cyclotrons, and they are always exactly at tran-
sition energy. In practice, there are small effects that give
enough marginal stability that particles are accelerated.

2. Phase Oscillation

The above discussion of longitudinal stability can be made
quantitative. The results can be described graphically in a
plot like that of Fig. 22, giving angular momentum of the
particle (almost the same thing as energy) against phase
of a particle relative to the radio-frequency accelerating
voltage. This phase can vary between 0 and 2π (360◦).
If the accelerating voltage is turned off and a beam of
particles is simply coasting around the ring, this beam
is represented by a band stretching horizontally across
the entire range of 2π in phase and stretching vertically
across a range in angular momentum (and energy) that
corresponds to the energy spread of the beam.

When there is an accelerating voltage, there is a region
of closed curves representing stable oscillations. These
curves surround an equilibrium phase, which appears on
the plot as a point at the center. A particle that starts at this
phase and angular momentum will remain there as the
whole plot rises vertically during acceleration. Particles
that start within the stable region will move on a closed
curve around the equilibrium phase, oscillating in momen-
tum and phase. These oscillations are called phase oscil-
lations or synchrotron oscillations. In almost all cases, the
frequency of these oscillations is very much smaller than
the frequency of revolution, so that many revolutions are
needed to complete one circuit around the diagram. Parti-
cles of different energy have different orbits in a circular
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FIGURE 22 Accelerating bucket; particles in the shaded area will
move on closed curves as the bucket moves up in energy during
acceleration, while particles outside the bucket will slip in phase
and be lost.

accelerator and there is a radial oscillation as the energy
of a particle oscillates.

The stable region is called a bucket. The edge of a bucket
is called the separatrix. Particles starting beyond the sepa-
ratrix will slip in phase relative to the accelerating voltage
and will not be accelerated continuously. During acceler-
ation, the particles form a bunch within the bucket. Even
if they fill the bucket to the separatrix, they do not occupy
the full 2π in phase; a bucket that accelerates occupies less
than 2π , because the voltage is decelerating for one-half
the range in phase.

It is also possible to have a stationary bucket, where
the equilibrium particle crosses the accelerating gap at the
moment the voltage is zero. In a stationary bucket, parti-
cles can occupy the entire 2π in phase. It is also possible to
accelerate a bunch in a stationary bucket by starting it near
the bottom and continuing through one-half a phase oscil-
lation, where it is near the top. This is how acceleration
takes place in an electron linac.

In circular accelerators, the accelerating frequency is
an integral multiple of the revolution frequency. Use of
a higher frequency will make it possible to use smaller
accelerating cavities and radio-frequency amplifiers. The
integer multiple h is the harmonic number. There are now
h buckets stretched across the range of 2π in phase. Each
of these buckets has the properties discussed above.

The operation of an accelerating system in a syn-
chrotron can be improved considerably by a beam-
feedback system. Pickup electrodes are used to measure
the phase and radius of the beam bunches. This informa-
tion is fed back electronically to correct the phase and volt-

age of the accelerating system to keep the beam centered
in the vacuum chamber and the beam and radio-frequency
accelerating system in phase with each other. External sig-
nals can be used at particular times in the cycle to move
the beam either laterally or longitudinally for purposes of
extraction, targeting, or stacking.

In Fig. 22, the area occupied by a beam of parti-
cles remains constant during acceleration. This combina-
tion constitutes a longitudinal phase space, analogous to
the phase spaces discussed in connection with transverse
motion.

Even though phase-space area is preserved, in many
cases the bunch will filament into many small threads that
wind around the bucket. The empty areas between fila-
ments are carried along with bunches in acceleration and
the effective area of the bunch can increase. It is possible
to avoid this decrease of density by turning accelerating
voltages on and off very slowly or by overfilling buckets
at the start so they stay full through acceleration, while
some particles are thrown away.

3. Beam Stacking

A batch of accelerated particles can be left to circulate in
a storage ring. Then another batch can be injected, accel-
erated, and put next to it. This stacking process can be re-
peated many times. If care is taken to avoid filamentation,
the total phase-space area occupied is the sum of the areas
of the individual batches. The particle density in physical
space can be increased greatly by beam stacking and this
makes colliding proton–antiproton beams feasible.

Synchrotron radiation in electron or positron storage
rings provides a natural means for stacking, because the
emission of radiation damps motion and increases the den-
sity in phase space and the particle density in physical
space.

E. Multi-Particle Effects

In almost every use of accelerators, higher intensity is
desirable. However, higher intensities bring with them new
phenomena arising from the electromagnetic forces either
directly between particles or through their interaction with
the vacuum chamber environment. These forces can affect
the focusing of particles and can also introduce new kinds
of instabilities.

1. Effects on Focusing

The electrostatic repulsion between particles in a beam
decreases the restoring forces that focus the beam. This
decreases the transverse oscillation frequency of the focus-
ing. As more particles are added, the frequency continues
to decrease until it reaches a resonance. Then additional
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particles will be driven to large amplitude by the resonance
and lost. The beam is space-charge limited.

Two charges moving on parallel paths repel each other
electrostatically, but they also form two parallel currents,
which are attracted to each other by magnetic forces. The
magnetic forces reduce the electrostatic repulsion and in-
crease the space-charge limit. The repulsive force is al-
ways greater, but the magnetic force increases as the par-
ticles are speeded up, so space-charge forces become small
at high energies. Both the electrostatic and magnetic forces
are modified at high energy by the presence of the con-
ducting vacuum chamber surrounding the beam walls.

In a colliding-beam arrangement, particles in one beam
are perturbed by the electric and magnetic fields of the on-
coming beam. In this case, the electric and magnetic forces
add instead of cancelling each other, and this beam–beam
interaction does not go away at high energies. Beam–beam
perturbation is one of the main limitations on the perfor-
mance of storage ring colliders as well as linear colliders.

2. Collective Instabilities

The space-charge and the beam–beam effects are exam-
ples of the phenomena that arise from the electromagnetic
fields of the beam. Another source of electromagnetic self-
fields of the beam comes from the interaction of the beam
charge and current with its metallic vacuum-chamber sur-
roundings. As the beam passes by a discountinuity on the
vacuum chamber, for example, it leaves behind a wake
field. An intense beam will generate a strong wake field,
which can drive the beam either longitudinally or trans-
versely into instability. These phenomena are called col-
lective instabilities because all the beam particles feel the
same forces and move collectively together in some trans-
verse or longitudinal pattern. Because it is collective, the
motion can be detected by a beam pickup and an oppos-
ing electromagnetic force applied to electrodes inside the
chamber. The damaging effects of collective instabilities
can be overcome to some extent by such feedback systems.
In some cases, however, the frequencies involved are too
high or the instability growth too rapid to make feedback
practical, and the instabilities must be controlled by design
changes.

F. Beam Cooling

We have emphasized in our discussion the constancy of
phase-space area, both longitudinal and transverse. There
are methods to reduce the phase-space area and thus to
increase the density of particle beams, which is advan-
tageous for applications such as colliding beams. These
methods are called beam cooling. In a sense, one has to de-
feat Liouville’s theorem in the corresponding phase spaces
of the beam.

1. Synchrotron Radiation

Synchrotron radiation is usually significant only for the
lightest charged particles, electrons, and positrons, al-
though at the multi-TeV energies now being discussed,
it is also important for protons.

As they are bent around the curved path by centripetal
acceleration in a circular accelerator or storage ring, elec-
trons and positrons emit a narrow cone of radiation, tan-
gent to their instantaneous orbits. The radiated energy is
mostly in the ultraviolet and X-ray regions. The energy ra-
diated increases rapidly as the particle energy is increased
(see Eq. (1)). Most of the acceleration voltage in a multi-
GeV electron synchrotron is needed to make up the energy
radiated away.

This synchrotron radiation decreases both longitudinal
and transverse particle oscillations about the equilibrium
orbit. Longitudinal oscillations are reduced because parti-
cles with energy exceeding the equilibrium value will radi-
ate more than equilibrium particles and thereby be damped
toward the equilibrium energy. Particles with energy less
than the equilibrium value radiate less than equilibrium
particles and are restored toward the equilibrium energy
by the accelerating system. Transverse oscillations are
damped because the synchrotron radiation is emitted along
the direction of motion, reducing both longitudinal and
transverse momentum components. The accelerating sys-
tem restores only the longitudinal momentum component.
Neither longitudinal nor transverse oscillations are re-
duced all the way to zero because the sudden random emis-
sion of the photons that make up the synchrotron radiation
excites small longitudinal and transverse oscillations. The
equilibrium beam size, typically about a millimeter, results
from the balance between the average radiation damping
effect and this stochastic quantum excitation effect.

2. Electron Cooling

A gas of protons (or heavy ions) and a gas of electrons will
interact with each other by Rutherford scattering. If the
proton gas has more thermal energy, it will give this energy
to the electrons through the scattering, thus decreasing the
phase-space area of the proton gas while increasing that
of the electron gas.

Electron cooling can reduce both the longitudinal and
transverse energy spreads of the proton beam. Electron
cooling is done in practice by arranging an electron beam
to move at the same speed as the proton beam through a
straight section of a ring. At the same speed, the electron
beam has much less momentum and is easily bent in and
out of the proton beam at the ends of the straight section.
The proton beam is repeatedly cooled by multiple traver-
sals of the straight section as it circulates around, while
the cold electrons are resupplied at each passage.
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Electron cooling is more effective at lower energy, al-
though higher energy cooling has been discussed. Its ef-
ficiency can be improved by the addition of an external
longitudinal magnetic field.

3. Stochastic Cooling

Decrease of the amplitude of a collective oscillation by
means of electronic feedback was discussed earlier. The
root mean square amplitude of a beam can also be reduced
by a feedback system using the technnique of stochastic
cooling. The basic plan of stochastic cooling is a beam
pickup that measures the average position of the beam, an
amplifier system, and a kicker that transmits the amplified
signal to the beam.

Consider a ring full of N circulating particles and break
the circulating beam up into N parcels so that each parcel
around the ring contains only one particle. If the electronic
system has enough frequency bandwidth to respond to
this small a parcel, it can give a signal to the kicker to
correct each individual particle. Thus, particles give up
their phase-space area to the electronic system.

If, as in practice, the electronic system has smaller
bandwidth, each parcel has more than one particle. Each
of the other particles in a parcel gives electronic noise in-
terfering with a given particle’s correction signal and the
system corrects more slowly. Eventually, as more parti-
cles are added, the noise masks the signal completely and
cooling ceases.

Stochastic cooling has been used as the basis for a spec-
tacularly successful effort to cool antiproton beams and to
collide them with proton beams. Important new results in
high-energy physics have been achieved with this system.

4. Laser Cooling

Intense lasers can be used for cooling an electron beam.
The beam is made to collide more or less head on with the
laser beam at its focus, inducing a large energy loss of the
elctrons. Reaccelerating the beam in the forward direction
refurbishes the beam energy, but the transverse divergence
of the beam is reduced. This cooling can be applied to an
electron linac, or in a storage ring.

Lasers can also be used to cool a neutral atomic or
ionic gas in a trap. By choosing the laser frequency to
be slightly higher than the energy difference between two
atomic energy levels, the laser cools the stored gas due to
the Doppler shift of the escaping atoms.

5. Ionization Cooling

Cooling can also be provided by passing a beam through a
dense material, causing the beam particles to lose energy,
and then accelerating the beam afterwards in the forward

direction. In this application, the beam loses energy by
multiple scattering in the material. In order for the beam
not to be lost in the material, the interaction between the
beam and the material must not be too strong. This lim-
its the applicability of ionization cooling to muon beams
which might be used for neutrino sources or muon coll-
iders.

VI. ACCELERATORS OF THE FUTURE

As discussed earlier in the history section, remarkable im-
provements in accelerator capabilities have been achieved
over the past several decades. In applications to sci-
ence, medicine, and industry, these improvements have
increased maximum energy capabilities by nine orders of
magnitude in 60 years, increased beam current capacity
by an even larger factor, increased the variety of atomic
particles that can be accelerated, and lowered the cost
of particle acceleration dramatically. These improvements
have been brought about by a combination of means: New
acceleration methods have been devised and technolog-
ical improvements to existing methods have continually
emerged.

Developments in accelerators for basic scientific re-
search have emphasized energy increase at lowered cost
per unit beam energy. Improvements in accelerators for
medicine have focused on increasing the variety of parti-
cles that can be accelerated, the precision of control over
the beams, and the compactness and cost effectiveness
of the devices. Industrial applications have continuously
broadened through a reduction in accelerator costs, in-
creases in beam current and variety of accelerated particle,
and through miniaturization and increased portability.

Even though accelerators have become very sophisti-
cated, the rate of improvement has remained steady. While
this progress has occurred across the entire range of accel-
erator applications, the most dramatic developments have
usually occurred in accelerators to be used for basic sci-
ence. It is the expected developments in this area that are
emphasized here. We may classify these developments as
improvements to existing accelerator types and as new and
improved acceleration methods.

Developments of existing methods come through deep-
ening understanding of the physics of the method and
through application of new and improved materials and
techniques both in the design and in the manufacture of the
accelerator. We can foresee significant improvements to
both circular accelerators and microwave linacs.

A. Circular Accelerators

Basic high-energy physics research with colliding pro-
ton beams of 100 TeV or more per beam can probably
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be carried out with circular accelerators based on the syn-
chrotron principle. Continuing improvement in our under-
standing of nonlinear dynamics and of collective effects
in dense beams will permit use of smaller and therefore
more economical magnet and beam-channel cross sections
while accelerating denser beams. Superconducting mate-
rials now under study in the laboratory may make possible
accelerator magnets that operate at 15 Tesla or higher. With
such magnets, an accelerator of 100 TeV with a 190-km
circumference would be possible. Expected improvements
in cryogenic technology and electronic controls will make
it possible to operate such an accelerator with only a few
people and at power demands about the same as those of
present research accelerator complexes.

Circular accelerators producing synchrotron radiation
for basic physical, biological, and chemical research will
also be markedly improved through basic understanding
of the physics of these accelerators and of the mechanisms
of coherent radiation production. The ongoing generation
of such accelerators is typically about 1 km in circumfer-
ence and is outfitted with special devices called wigglers
and undulators for enhancing the emitted radiation for par-
ticular research purposes. The wavelength of the radiation
will be adjustable and concentrated in a narrow band and
its intensity will be increased, permitting a broader range
of use. The next generation will likely concentrate on the
production of coherent X-ray radiation with long undula-
tors and electron beams from high-performance linacs.

B. Microwave Linacs

Because of the intense synchrotron radiation emitted by
electrons confined in circular accelerators, high-energy
physics research with electrons at energies above 100 GeV
will have to be carried out with colliding beams produced
by linacs. We can foresee the possibility of extending
current microwave linac technology up to perhaps a few
TeV per beam. Such a collider might employ two 10-km
linacs. Required for economic viability will be an im-
proved understanding of beam collective effects, permit-
ting acceleration of denser beams, as well as accelerating
structures capable of better energy transfer efficiency to
the beam while supporting effective accelerating fields of
more than 100 MV per meter. Such gradients have been
produced in the laboratory. An additional ingredient must
be microwave power sources capable of several hundred
megawatts peak pulse power with high efficiency. A mi-
crowave generator based on a relativistic electron beam
formed by photoemission from a pulsed laser-irradiated
photocathode gives promise of meeting these goals. Other
generators under development may also turn out to be use-
ful. Although being developed at a later stage, the super-
conducting microwave linac is playing an increasingly sig-

nificant role in research applications requiring long pulses
or continuous beams. One such accelerator, CEBAF, is
already in operation at the Jefferson Laboratory. Increas-
ingly higher accelerating gradients using superconducting
cavities are a research and development priority.

As mentioned earlier, one approach of achieving a high
acceleration gradient has been to develop the technology
of high-frequency microwaves. Research in microwave
structures and sources (e.g., in the W-band) has been car-
ried out. Further work along this line will include the use
of a laser to replace the microwave source, and a crystal
to replace the microwave structure.

C. Novel Acceleration Methods

The Livingston chart, Fig. 3, indicates an exponential
growth of effective beam energy over the past several
decades. It has been and remains a challenge to main-
tain this exponentiation. The recent trend, however, is that
the currently frontline technologies are becoming too ex-
pensive and novel concepts are needed.

The key to future accelerators beyond the multi-TeV en-
ergy range is the efficient production of high acceleration
gradients. Acceleration mechanisms can be distinguished
by how the accelerating electromagnetic wave is created
and how its velocity is controlled. In principle, these nec-
essary conditions for acceleration can be arranged in free
space far from any material body, in a space near a spe-
cially designed array of conductors or dielectrics, or in
some material medium.

In free space, only plane electromagnetic waves exist.
In these waves, electric and magnetic fields are transverse
to the wave velocity. A single-frequency plane wave is in-
capable of continuous acceleration of a charged particle.
If two waves of different frequencies are used, however,
continuous acceleration can be achieved. One wave serves
to give the particle a slightly sinuous orbit so that its ve-
locity has a component parallel to the accelerating field of
the second wave. This is the inverse free-electron laser.
Because the orbit is slightly curved, it also is limited in
its maximum energy capability by synchrotron radiation.
Although no such accelerator has yet been operated, it is
estimated that electron energies of up to 300 GeV might be
achieved. As currently conceived, it would not be a useful
accelerator for protons or heavier particles.

Various arrangements of conductors have been devised
to support longitudinal electromagnetic waves at wave ve-
locities approaching that of light. The classical microwave
linac is one such example. By operating such a device at
shorter wavelengths, it is believed that higher accelerating
fields can be supported. At wavelengths of 1 cm or less,
a free-electron laser might be used as the source of the
driving electromagnetic wave and is believed to have the
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potential for high conversion efficiency. The low-energy,
high-current beam of the free-electron laser is made to ac-
celerate a low-current, high-energy beam. This idea has
been called the two-beam accelerator. A free-electron
laser of almost 100 MW peak power at 1 cm has been
operated. In this application, the free-electron laser serves
as a replacement of the more conventional klystron.

The maximum accelerating field capability of all accel-
erators using conductor arrays to control the wave type and
velocity is limited by damage to the conducting material.
A possible way to avoid this fundamental limit is to use a
different array for each pulse so that damage is not rele-
vant. The possibility of forming a suitable periodic array
of liquid droplets made conducting by creating a plasma
on their surfaces has been suggested. To take advantage
of the enormous peak power available from lasers as an
electromagnetic wave source, the droplets would be of mi-
croscopic size. The liquid drops could also be replaced by
disposable optical grating. No such accelerator has been
constructed. Accelerating fields of several hundred MeV
per meter might be possible.

The accelerators discussed above are driven by har-
monic power sources. A wide frequency band, conductor-
controlled accelerator, the wake-field transformer accel-
erator, has been proposed. Similar in some respects to the
two-beam accelerator, it employs as an energy source a
high-current, low-energy beam consisting of a series of
rings propagating along their axis of symmetry at essen-
tially the velocity of light. The energy carried by these
rings is deposited as a pulse of electromagnetic energy
near the periphery of a conducting cylinder. This pulse of
energy propagates toward the center of the cylinder being
compressed thereby. The resulting high fields at the center
are then used to accelerate the low-current, high-energy
beam. Acceleration fields of as much as 200 MV/m are
expected. Initial experiments on wake-field acceleration
have been successful.

In a medium such as a gas, plasma, or charged-particle
beam, electromagnetic waves propagate more slowly than
in free space. One of these can be used to achieve contin-
uous acceleration in a variety of ways. One of the most

interesting is the plasma beat-wave accelerator. In this
device, two superposed laser beams of slightly different
frequency travel with and just ahead of the particle beam
to be accelerated. If the difference of the two laser fre-
quencies is just equal to the plasma frequency, the laser
pulses will resonantly drive the plasma into oscillation.
The electric fields resulting from the charge separation in
the plasma wave are calculated to be enormous, as much as
several gigavolts per meter. Such a high accelerating gra-
dient is possible because plasmas do not have breakdown
limits. The existence of beat waves has been established
experimentally, as has their ability to accelerate particles.

The two beating lasers can be replaced by a single sharp
laser pulse to generate a similar effect. In this case, the laser
pulse drives the plasma wave as a shock response instead
of a resonant driving. One can also replace the laser pulse
by a short pulse of electron beam and accomplish a similar
result.

Improvements in accelerator development will result
from all of these studies. Which, if any, of these approaches
will provide the front-line accelerators of the future re-
mains to be seen.
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GLOSSARY

Born approximation First-order estimate of the collision
cross sections.

Born–Oppenheimer approximation Separation of the
electron and nuclear motion. The latter is often treated
classically.

Charge exchange Process of transferring an electron
from one of the colliding particles to the other; usu-
ally from a neutral to an ion.

Cross section Probability of an interaction between two
colliding particles expressed as an area.

Differential cross sections Cross sections that are func-
tions of one of the collision results (e.g., angle scat-
tered; energy transfer). Summing over all possible re-
sults gives the cross section.

Elastic collision Collision involving a deflection of the
colliding particles but no change in their internal state.

Impact parameter Defines the closeness of a collision

as that component of the distance between the two col-
liding particles that is perpendicular to their relative
velocity.

Inelastic collision Collision resulting in a change in the
internal states of the colliding particles.

Interaction potentials Net change in potential energy of
the two colliding particles. A potential exists for each
set of initial states of the particles.

Scattering length Effective range of the scattering inter-
action for a very low energy collisions.

Semiclassical method Calculation of wave-mechanical
effects using classical quantities.

Resonance A long-lived, metastable, state formed in a
collision.

ATOMIC AND MOLECULAR COLLISIONS involves
the study of the effects produced by the motion of atomic
and molecular particles when they approach each other.

 721



P1: FXJ/FYD/LOW Revised Pages P2: FJD

Encyclopedia of Physical Science and Technology EN001d-40 April 28, 2001 15:6

722 Atomic and Molecular Collisions

The effects produced are generally described in terms of
the amount of energy transferred between the colliding
particles. This may be simply an elastic energy trans-
fer corresponding to a deflection or an inelastic energy
transfer producing changes in the internal states of the
particles. The study of this energy transfer is used to de-
termine the details of the forces of interaction between
atomic and molecular particles. In addition, knowledge
of these effects is used to describe phenomena in which
collisions play an important role, such as the behavior of
gases and plasmas and the modification of solids by ion
bombardment.

I. INTRODUCTION

A. Overview

The need to understand the behavior of colliding atoms and
molecules is self-evident as we live in a world constructed
from atomic building blocks. It is a dynamic construc-
tion of moving particles governed by a few fundamental
forces. The interaction between a pair of moving atoms
or molecules is thought of as a collision, and the effects
produced by these collisions are a primary concern of this
chapter. In addition, ever since Rutherford’s discovery of
the nucleus, collisions between atoms have provided a
means of determining atomic structure and the forces of
interaction. Therefore the field of atomic and molecular
collisions has been sustained both by investigations into
the nature of the interactions and by application of the
results to help understand our atomic and molecular envi-
ronment.

Collision events are correctly described via quantum
mechanics (wave mechanics), but it has become custom-
ary when discussing such events to employ classical no-
tions. In some cases this simplifies the understanding of
the physics, in which case wave-mechanical effects, such
as interference and diffraction, can be incorporated as cor-
rections. Such an approach is referred to as a semiclassical
method, of which there are a variety. Basically they all have
the same justification: that is, they are employed when the
quantum-mechanical wavelength associated with the col-
lision is small compared to the dimensions of the system.
This is the same basis for using geometric optics to ap-
proximate the passage of light through a medium. When
discussing collisions, the incident “radiation” is a beam
of particles and the medium is the field of a “target” atom
or molecule. The wavelength is then given by λ = h/p
where h is Planck’s constant and p is the momentum of
the particles. Comparing λ to an atomic radius (e.g., a0,
the Bohr radius), we establish a rough criteria for the use-
fulness of semiclassical methods: collision energies much

greater than a Rydberg (27.2 eV) for incident electrons
and much greater than hundredths of an electron-volt for
incident ions, atoms, or molecules. For the heavy parti-
cles, therefore, this criterion is satisfied for most energies
of interest. Care must be taken, however, in making such a
statement. Diffraction regions (i.e., scattering at small an-
gles) are always dominated by wave-mechanical effects,
as are regions in which transitions take place. In many
cases such regions determine the nature of the collision
process. Therefore, the above, very useful criterion must
be applied cautiously.

B. Cross Section Defined

The effect of atomic particles on each other is generally
described via an interaction cross-section. The conceptu-
ally simplest cross section, the total collision cross section,
is obtained from an experiment like that in Fig. 1. A beam
of particles is incident on a target containing atoms, and
the change in intensity of the beam is monitored. If the
target is “thin” so that an incident particle is only likely to
make a single collision, then the change in intensity, �I ,
for a small change in thickness, �x , is written

�I = −σnB�x (1)

where n is the density of target atoms and I is the measured
intensity (particles/cm2/sec). In Eq. (1) the proportionality
constant σ is the cross section, indicating, roughly, the
range of the interaction between the colliding particles.
Integrating Eq. (1), the intensity of unscattered particles
versus thickness x can be found for thick samples:

I = I0e−nBσ x (2)

Differentiating I in Eq. (2), the quantity dI/I0 =
(nBσ )e−nBσ x dx is the Poisson probability of the first col-
lision occurring between x and x + dx , and (nBσ )−1 is
called the mean free path between collisions.

One of the first results found from such measurements
is that the total cross section varies slowly with velocity

FIGURE 1 Beam experiment to obtain the scattering cross sec-
tion of A by particles B. [From Johnson, R. E. (1982). Introduction
to Atomic and Molecular Collisions. Plenum Press, New York.]
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FIGURE 2 He + He. Detector apertures: A 0.57◦, B 0.26◦,
C 0.11◦, D 0.056◦. [From W. J. Savola, Jr., F. J. Erikssen, and
E. Pollack (1973). Phys. Rev. A7, 932.]

as shown in Fig. 2. That is, atoms have diffuse boundaries
and the effective range of the interaction region changes
with velocity. This dependence is wave mechanical in na-
ture, as the cross section is determined by the amount of
scattering at small angles, which is the diffraction region
mentioned above. Total cross sections that are calculated
strictly classically from realistic potentials are always in-
finite. Hence, we see in this simplest of examples the need
for cross-section approximations that incorporate wave-
mechanical effects.

A second set of experiments for studying atomic inter-
actions requires detection of those particles that are scat-
tered rather than those not scattered. For a beam of atoms
A incident on a target containing atoms B, the angular
differential cross section

dσ = (dσ/d�)A d�

relates the number of incident particles per unit time scat-
tered into a region of solid angle d� to the incident flux.
Similarly,

dσ = (dσ/d�)B d�

relates the number of target particles per unit time ejected
into a region of solid angle to the flux of incident parti-
cles. Of course, collecting all particles A scattered into all
solid angles is equivalent to detecting all scattered parti-
cles. Hence, integrating dσ over all angles yields the total
scattering cross section σ described above. In the experi-
ment described, one might also discriminate between any
internal changes that have occurred (e.g., changes in mass,
charge, energy, etc.) The cross sections determined from
such an experiment, therefore, would indicate both the na-
ture of the interaction between A and B and the likelihood

of an internal change (transition) in either A or B. These
two aspects of the cross section will be brought out more
clearly in the subsequent discussion. When no internal
changes occur the collisions are called elastic; when such
changes occur we refer to them as inelastic.

In this chapter we first elaborate on the nature of the
cross section using a semiclassical description referred
to as the impact parameter method. We then discuss the
forces between atomic particles and subsequently use
those forces to calculate cross sections and transition prob-
abilities. Such calculations are divided into those methods
useful for transitions in fast collisions and those useful in
slow collisions. For incident ions and atoms, collisions are
fast or slow depending on whether the ratio τc/τ0 is less
than or greater than 1. Here τc is the collision time (∼d/v,
where d is a characteristic dimension associated with A
and B, e.g., d ≈ a0 for outer shell electrons, and v is the
relative speed) and τ0 is the characteristic period of the sys-
tem of particles. For ionization of outer shell electrons, the
characteristic period is τ0 ≈ 10−16–10−17 sec, whereas for
molecular processes, τ0 ≈ 10−14 sec for vibrational mo-
tion and τ0 ≈ 10−13 for rotational motion. Setting τc ≈ τ0,
such characteristic times translate into incident-particle
energies of the order 1–100 keV/amu, 0.1 eV/amu, and
0.001 eV/amu, where amu is the atomic mass unit. When
τc/τ0 ≈ 1, the collision time is about the same size as the
characteristic period so that the transition probabilities and
cross sections are large. At much larger or much smaller
collision times, the cross sections decrease.

As the interaction between even the simplest atoms and
molecules can be quite complex, many of the details of
the following discussion are treated qualitatively. The pur-
pose of the presentation following is to let the reader have
a “feel” for the complexities and yet acquire the ability
to understand the nature of the approximate expressions
and formulas used by many workers in the field of atomic
and molecular collisions. The discussion starts using the
classical impact parameter concept to formulate cross sec-
tions of various types so the reader has a clear idea of the
definitions of the quantities calculated and used later.

II. IMPACT PARAMETER CROSS
SECTIONS

A. Formulation

The trajectory of an incident particle A interacting repul-
sively with an initially stationary target particle B is shown
in Fig. 3. The quantity b in that figure indicates the close-
ness of approach and is referred to as the impact parameter.
It is the perpendicular distance between the incident ve-
locity vector v and the position R of particle A measured
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FIGURE 3 Scattering of A by B: b is impact parameter, R shows
the position of A with respect to B, vA is the initial velocity, v′

A and
v′

B are the final velocities, and θA is the scattering angle for A:
vA = v here.

from B. The impact parameter also indicates the angular
momentum of the colliding particles, (i.e., |L| = |MAR
× v| = MAvb). The impact parameter (or angular momen-
tum) and the relative velocity v (or energy) are sufficient
to characterize collisions between spherically symmetric
particles. As the impact parameter between two collid-
ing particles determines the likelihood of a deflection, we
assign a collision probability Pc(b, v) for each impact pa-
rameter. If the incident and/or target particle has a spin or
is a molecule, then initial orientations with respect to the
collision axis have to be specified, for example, Pc(b, φ,
ω, v) where φ is the azimuthal angle of approach and ω

is an orientation angle. However, if there are no prefer-
ential aligning fields (e.g., outside fields or target B in a
crystalline lattice), then the incident and target particles
are presumed to be randomly oriented and Pc(b, v) is an
average over collisions involving all possible orientations.

Based on the experimental definition in Eq. (1), the
interaction cross section between A and B can now be
written

σ (v) = 2π

∫ ∞

0
Pc(b, v)b db (3)

That is, the particles passing through the ring of area 2πb
db about a single target atom, (e.g., Fig. 3) will be scat-
tered from the beam with a probability Pc and, hence,
contribute to the observed change in intensity of the beam,
�I in Eq. (1). In classical mechanics, processes are deter-
ministic and hence, Pc is either 0 or 1. For a finite-range
interaction (e.g., collision between two spheres of radius
rA and rB), Pc = 0 for b > rA + rB and the cross section is
finite, σ = π (rA + rB)2. For interactions between atomic
or molecular particles the forces are infinite in range (i.e.,
Pc = 1 for all b) yielding a classical cross section which
is infinite. Quantum mechanics, on the other hand, gives

finite cross sections for most realistic interactions, like
the measured values in Fig. 2. That is, Pc(b, v)

→∞−→ 0
in a quantum-mechanical calculation for interactions that
decay rapidly at large separation. This deficiency in the
classical estimate of the cross section is not of practical
importance in many applications. That is, one generally
wants to know whether a particle experiences a deflec-
tion or loses an amount of energy larger than some pre-
scribed minimum size and not the likelihood of being de-
flected even at infinitesimally small angles (i.e., extremely
large b).

From Fig. 3 it is seen that if the forces between the
particles are independent of their orientations (i.e., no az-
imuthal dependence), then those particles passing through
the ring of area 2πb db will be scattered into the angular
region described by 2π sin θA dθA. Therefore

dσ = (dσ/d�)A2π sin θA dθA = 2πb db

so that the differential cross section discussed earlier is(
dσ

d�

)
A

≡ σ (θA) =
∣∣∣∣ b db

sin θA dθA

∣∣∣∣ (4a)

where the simplified notation for azimuthally symmetric
cross section, σ (θA), is often used instead of (dσ/d�)A.
Similarly, the cross section for scattering of target particles
is (

dσ

d�

)
B

≡ σ (θB) =
∣∣∣∣ b db

sin θB dθB

∣∣∣∣ (4b)

For an elastic binary collision of the type we have been
discussing, the energy and momentum of each particle af-
ter the collision can be related to the incident energy and
the scattering angle using the conservation of energy and
momentum. The scattering angle can be expressed either
in the laboratory or in the center of mass (CM) system. In
a practical problem the former is more useful, but in de-
scribing the relationship between the atomic interactions
and the resulting deflections the latter is much more conve-
nient. In Table I the relationships between laboratory and
CM quantities are summarized for the case we have been
discussing, a moving particle A incident on a stationary
particle B. We write the CM deflection angle versus b as
χ (b) (the deflection function) and, therefore, by analogy
with the above discussion, the classical differential cross
section in the CM system is

σ (χ ) =
∣∣∣∣ b db

sin χ dχ

∣∣∣∣ (5)

This can be transformed (see Table I) to give the laboratory
scattering cross sections in Eqs. (4) for the incident or
target particle.
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TABLE I Relationship between Laboratory and CM Variables

Velocity of CM Vc = (MAvA ++ MB vB)/(MA ++ MB) ≡≡ Ṙc

Relative velocity in CM v = (vA −− vB) ≡≡ Ṙ

Total laboratory
quantities CM quantities

M = MA + MB m = MA MB/(MA + MB)
EA + EB = 1

2 MV 2
c + E E = 1

2 mv2

� = MVc P = 0

� = MRc × Vc + L L = mR × v

Transformations (for vB initially zero and elastic collisions):
θB = 1

2 (π − χ )

tan θA = µ sin χ/(1 + µ cos χ ); µ = MB/MA

T = γ EA sin2(χ/2); γ = 4MB MA/(MA + MB)2

(dσ/d�)A = σ (χ )

∣∣∣∣ d cos χ

d cos θA

∣∣∣∣ = σ (χ )
(µ2 + 2µ cos χ + 1)3/2

µ2|µ + cos χ |

(dσ/d�)B = σ (χ )

∣∣∣∣ d cos χ

d cos θB

∣∣∣∣ = σ (χ )|4 sin(χ/2)|

B. Energy Loss Cross Sections

For elastic collisions the energy transfer to B is simply
related to χ when B is initially stopped (see Table I) and,
therefore, it is often useful to consider the elastic energy
transfer cross section instead of σ (χ ). Calling T the energy
transfer to particle B, one writes

dσ

dT
= 4π

γ EA
σ (χ ) (6)

where γ is given in Table I and γ EA is the maximum en-
ergy transfer. The reader will find both σ (χ ) and dσ/dT
used in the literature. In addition to transferring kinetic en-
ergy T to particle B, there is also a probability that one or
both particles will experience a change in internal energy
(a transition), which we label P0→f (b, v). The subscripts
indicate the initial (0) and final ( f ) states of the collid-
ing particles, and those collisions for which P0→f �= 0 are
inelastic. As in Eq. (3), an inelastic cross section can be
written

σ0 → f(v) = 2π

∫ ∞

0
P0 → f(b, v)b db (7)

C. Reaction Cross Sections

The classical expression for the reaction cross section is

σr → p(v) = 2π

∫ ∞

0
Pr → p(b, v)b db, (8)

where Pr → p(b, v) is the reaction probability for the re-
actants in their initial quantum state r to collide and form
products in their quantum state p. A relatively simple and

well-studied example of such a process in molecular scat-
tering is the reaction F + H2 → HF + H in which the prod-
uct HF is formed vibrationally excited.

The reaction cross section is related to reaction rate
coefficient (also referred to as the rate constant) for a bi-
molecular reaction that occurs in the gas phase at a tem-
perature T through the expression

k(T ) = 〈vσr → p(v)〉, (9)

where the brackets imply a thermal average over the dis-
tribution of relative speeds, v, and internal quantum states
of the reactant and a sum over the internal quantum state
of the products. For the simplest model of a chemical
reaction with a barrier, the “hard-sphere-line-of-centers”
model, the translational energy dependence of the reaction
cross section (summed over final states) is given by

σr (Et ) =
{

0 E < E0

πd2(1 − E0/Et ) E ≥ E0
(10)

where E0 is the threshold energy and d is the range of
chemical interaction, the corresponding rate constant is
given by

k(T ) = 〈ν〉πd2 exp(−E0/kBT ), (11)

where 〈v〉 is the average relative speed and kB is the
Boltzmann constant.
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III. ELASTIC SCATTERING

A. Classical Deflection Function

The determination of χ (b), the CM deflection function,
begins with angular momentum conservation. In the CM
system the two colliding particles follow trajectories that
are equivalent and the collision can be described as the
scattering of a particle of reduced mass m by a stationary
center of force. Using the coordinates given in Fig. 3, we
write the angular momentum as

L = mvb = m R2α̇ (12)

Rearranging Eq. (12) and integrating over time, we obtain

χ (b) = π −
∫ ∞

−∞
α̇ dt = π − vb

∫ ∞

−∞

dt

R2

Finally, assuming an interaction potential V (R) that de-
pends only on the separation R, energy conservation is
expressed as

1

2
m Ṙ2 + L2

2m R2
+ V (R) = E

Employing Eq. (12), this expression can be written as a
radial velocity,

Ṙ = ±v

[
1 − b2

R2
− V

E

]1/2

(13)

At the start of the collision the radial velocity is (−v), that
is, the atoms approach each other at a speed v. As R de-
creases, Ṙ approaches zero. R then begins to increase, as
the particles recede, until it becomes (+v) at large sepa-
rations. Using Eq. (13) the deflection function above can
be written

χ (b) = π − 2b
∫ ∞

R0

d R

R2

[
1 − b2

R2
− V

E

]−1/2

(14)

where R0 is the distance of closest approach at which
Ṙ = 0. This expression can be integrated analytically for a
few potentials of the form V (R) = Cn/Rn but otherwise is
treated by a simple numerical procedure given in Table II.

B. Impulse Approximation

For fast incident ions [ratio V/E small for all R in Eq. (14)
the deflections are small and it is useful to replace the
above expressions for χ (b) by an impulse approximation.
That is,

χ (b) = (�p)⊥
p0

≈
∫ ∞
−∞ F⊥ dt

p0

= − d

db

[
1

2E

∫ ∞

−∞
V d Z

]
(15)

TABLE II Elastic Collision Expressions

χ (b) = π − 2b
∫ ∞

R0

d R

R2

(
1 − b2

R2
− V

E

)−1/2

≈ −
(

1

2E

)
d

db

∫ ∞

−∞
V (R) d Z

ηsc(b) = p0

h


 ∫ ∞

R0

(
1 − b2

R2
− V

E

)1/2

d R

−
∫ ∞

b

(
1 − b2

R2

)1/2

d R


 ≈ −1

2hv

∫ ∞

−∞
V (R) d Z

Lχ (b) = (2hb)
∂ηsc(b)

∂b
, L = p0b = mvb

σ (χ ) = γ EA

4π

dσ

dT
(B initially stopped), Sn = γ EA

2
σd

ρ = χ sin χσ (χ ), τ = χ E, E = MB

MA + MB
EA

Quadratures (m = number of integration points)

g(x) ≡ b

R0


 1 − x2

1 − (b/R0)2x2 − V (R0/x)

E




1/2

χ (b) ≈ π

[
1 − 1

m

m∑
i=1

g(xi )

]
,

xi = cos[(2i − 1)π/4m]

ηsc(b) ≈ 2L

h


 π

(2m + 1)

m∑
j=1

sin2

(
jπ

2m + 1

)[
g(xi )

−1 − 1
]
,

x j = cos

[
jπ

2m + 1

]

Impluse estimates (V/E � 1)

for V = Cn/Rn, χ (b) ≈ an V (b)/E ,

an = π1/2�

(
n + 1

2

)/
�

(
n

2

)
n→∞−→ (πn/2)1/2

ηsc(b) ≈ −Lχ (b)

2 h(n − 1)

[�(x + 1) = x�(x), �(1) = 1, �
(

1
2

)
= π1/2;

gamma function tabulated]

ρ ≈ n−1(anCn/τ )2/n

for V =
(

ZA ZBe2
)

exp(−β R)/R

χ (b) ≈
(

ZA ZBe2
)
β

E
K1(βb)

b→∞−→
(

πβb

2

)1/2
V (b)

E

ηsc(b) ≈ −
(

ZA ZBe2
)

hv
K0(βb)

b→∞−→ −Lχ (b)

2h(βb)

(Kn are the modified Bessel functions; tabulated)
Massey–Mohr [Eq. (30)]

σ ≈ 2π (b̄)2

(
1 + 1

2n − 4

)
(n > 2)

b̄ ≈
[

2anCn

(n − 1) hv

]1/(n−1)

Continues
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Continued

Born approximation

for V =
(

ZA ZBe2
)

exp(−β R)/R

dσ

dT
≈ π�2

/
(γ E A)(T + T0)2

� =
(

2MA

MA − MB
ZA ZBe2

)

T0 = 
(hβ)2

2MB

σ ≈ π�2
/

T0(γ EA + T0)

Sn ≈
[

ln

(
γ EA

T0
+ 1

)
− γ EA

(γ EA + T0)

]

In this equation we assumed a straight line trajectory,
i.e., R2 ≈ b2 + Z2, with Z = vt . For the general class of
power-law potentials (V = Cn/Rn), χ (b) calculated from
Eq. (15) is given in Table II. It is seen, that the deflection
is determined primarily by the nature of the potential near
the distance of closest approach of the colliding particles
(Ro ≈ b). Therefore, it is not necessary to know the po-
tential accurately at all R to obtain a reasonable estimate
of the deflection function for collisions between ions and
atoms as long as V/E � 1. Since V is of the order of
electron-volts, this criterion is satisfied for a large number
of problems involving incident ions, atoms, or molecules.

Before discussing the determination of interaction po-
tentials for specific collision pairs, we examine the nature
of differential cross section for two forms of the potential,
a purely repulsive and a long-range attractive plus short-
range repulsive potential. The latter potential is character-
istic of the interaction of an ion with an atom or molecule
in its ground state. In Fig. 4 are shown the deflection func-
tions and ρ versus τ plots. Based on Table II it is clear
that the deflection function should approximately follow
the form of the potential. Therefore, for the repulsive po-
tential shown, χ is always positive, attaining a maximum
value of π for head-on collisions [b = 0, Eq. (14)]. For
the other potential, χ is negative at large b, eventually be-
comes positive, and again reaches π at b = 0. However,
χ goes through a minimum, χr, at the impact parameter
labeled br. At this minimum, dχ/db = 0, and, therefore,
the classical calculation of cross section in Eq. (5) be-
comes infinite. This large enhancement in the scattering
probability is similar to the effect that produces rainbows
in the scattering of light from water droplets; hence, χr

is called the rainbow angle. When χr < π , then for angles
greater than χr, only one impact parameter contributes to
the cross section. However, for angles less than χr, three
impact parameters contribute that have the same value of
cos χ , as seen in Fig. 4.

Using a Lennard–Jones form for the longrange attrac-
tive plus short-range repulsive potential, V = C2n/R2n −
Cn/Rn , and for the powerlaw results in Table II the rain-
bow angle (for V � E) is

χr ≈ a2
n

a2n

(
Vmin

E

)
(16)

That is, the rainbow angle is determined by the depth of
the potential minimum Vmin (which is Vmin = −C2

n/4C2n

for the Lennard–Jones potential), and the shape of the
potential via an and a2n . Because the ratio a2

n/a2n changes
slowly with n, measuring the rainbow angle can directly
give an estimate of potential well depth.

As the collision energy decreases, χr can become much
larger than π , implying that the two particles may orbit
each other before separating. In fact, for very small veloc-
ities there is a particular impact parameter for which the
particles can be trapped in orbit (i.e., R̈ = 0 at  Ṙ = 0). Us-
ing only the attractive part of potential, along with Eq. (13)
and the power-law results in Table II, the orbiting impact
parameter is

b0 ≈
[(

n

2

)
Cn

E

]1/n
/(

n − 2

n

)(n −2)/2n

(17)

Therefore, for b ≤ b0, the interaction times can be very
long and the particles approach each other closely, whereas
for b > b0 the particles simply scatter. This fact has been
used extensively in estimating ion–molecule interaction
cross sections.

Near the rainbow angle (or when orbiting occurs), a
number of impact parameters contribute to the scattered
flux at a given observation angle; hence, interference

FIGURE 4 Values of χ versus b and ρ versus τ for a repulsive
and an attractive potential, Rainbow angle and impact parameter
are χr and br. Three impact parameter’s contribution for |χ | <
|χr | are labeled. Solid line higher energy, dashed line low energy.
[From R. E. Johnson (1982). “Introduction to Atomic and Molecular
Collisions,” p. 53. Plenum Press, New York.]
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phenomena occur and classical cross-section estimates are
not valid. However, if the angular resolution is not large
the simple addition of the contribution to the scattered flux
from each impact parameter gives an adequate represen-
tation of the cross section. This was used to give ρ versus
τ in Fig. (4). That is,

σ(χ ) ≈
∑

i

∣∣∣∣ b db

sin χ dχ

∣∣∣∣
b = bi

(18)

where the bi are all those impact parameters giving the
same value of cos χ [i.e., χ → ±(χ + 2πm), m an inte-
ger]. As the interference phenomenon can give important
additional information about the details of the interaction
potentials, wave-mechanical calculations are useful. In ad-
dition, the effects at very small angles and at low energies
can only be described via wave mechanics. In the follow-
ing we briefly review that wave-mechanical description of
the elastic scattering cross section that parallels the above
discussion. We thereby obtain results for diffraction (e.g.,
total cross sectionsσ ) and interference (e.g., rainbow) phe-
nomena. The results have parallels in light scattering.

IV. WAVE MECHANICS OF SCATTERING

A. The Scattering Amplitude

In wave mechanics the scattering of the particle is replaced
by scattering of a wave, but here again we can describe
this scattering in the CM system, as the transformation
between the laboratory and CM quantities is the same as
in Table I. The beam of particles incident on a target is
replaced by a plane wave, exp(iK · R − iωt), where hK
replaces the momentum and hω = h2 K 2/2m is the energy
per particle in the beam. K −1 is often written as λwhere
λ= λ/2π , with λ the wavelength. Describing the beam
of particles as a plane wave implies that the particles are
nonlocalized, that is, it is equally probable to find a particle
at any point in the beam. When this wave is scattered, as in
light scattering, the outgoing wave at very large distances
from the scattering center has the form[

exp(iK · R) + f (χ )
eiKR

R

]
e−iωt (19)

where we have assumed, as in the above discussions,
spherical scattering centers (i.e., no azimuthal depen-
dence). The magnitude of the scattered wave in an angular
region about χ is given by | f (χ )|2/R2 in Eq. (19), where
f (χ ) is referred to as the scattering amplitude and R is
the distance from the scattering center. The plane wave
in Eq. (19) is the unscattered portion of the wave, which
is assigned unit amplitude. This implies that the scatter-
ing potential is only a small disturbance. The differential

cross section (probability of scattering into a unit solid
angle about χ ) is simply

σ (χ ) = | f (χ )|2 (20)

Therefore, the scattering problem reduces to solving the
Schroedinger wave equation subject to the boundary con-
dition at large R, which is expressed by the form of the
wave function in Eq. (19).

To draw analogies with the classical calculation of cross
section, it is customary to express the plane wave in terms
of multipole moments,

exp(iK · R) =
∞∑

l=0

i l(2l + 1)Pl(cos χ ) jl(KR)

The jl(KR) are the spherical Bessel functions, which have
the asymptotic form, as R → ∞

jl(KR) → sin(KR − lπ/2)

KR

The Pl are the Legendre polynomials, where l labels the
various moments (l = 0, spherical; l = 1, dipole; l = 2,
quadrupole; etc.). In the present problem, however, l also
is the angular momentum index [L2 = l(l + 1)h2]. There-
fore, l replaces the impact parameter b, which we used in
the classical description

b →
√

l(l + 1) h/mv ≈ (
l + 1

2

)/
K = (

l + 1
2

)
λ (21)

Upon intersecting a scattering center, each spherical
wave jl experiences a phase shift (ηl), becoming sin(KR−
lπ/2 + ηl)/KR in the asymptotic region. Therefore, one
can use these expressions to write

f (χ ) = 1

2K i

∞∑
l=0

(2l + 1) [exp(2iηl) − 1] Pl(cos χ ) (22)

Substituting Eq. (22) into Eq. (20) indicates that the de-
termination of the scattering cross section reduces to the
determination of the phase shifts. Before calculating ηl we
use the form for f (χ ) in Eq. (22).

The total cross section, obtained by integrating over the
angle in Eq. (20), becomes

σ = 2π

∫ 1

−1
| f (χ )|2 d(cos χ )

= 8π

K 2

∞∑
l=0

(
l + 1

2

)
sin2 ηl (23)

If the phase shifts are zero, no scattering has occurred and
the cross section is zero. Further, for large-momentum col-
lisions (small wavelengths) the sum in l above can be ap-
proximated by an integral in b using Eq. (21). The expres-
sion forσ can then be written in the same form as the classi-
cal cross section in Eq. (3) if we define Pc(b) ≈ 4 sin2 η(b).
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(Here the dependence of the phase shiftη on l is written as a
dependence on b.) This expression for Pc clearly demon-
strates that at large impact parameters (or l) when η(b)
goes to zero the wave-mechanical scattering probability
Pc(b) goes to zero.

Comparing Eqs. (22) and (23), it is also seen that

σ = 4π

K
Im f (0) (24)

This result is referred to as the optical theorem, based on
analogy with light scattering, and it shows directly what
we stated much earlier. The cross section σ is determined
by scattering at zero degrees, which for wave scattering is
a diffraction region. Note also that Pc above has an average
value of 2 at small b and not unity as it is classically. These
facts both emphasize that the total scattering cross section
σ is a nonclassical quantity. Note that, although the sum
in Eq. (22) can also be replaced by an integral over b at
small wavelengths, the expression for differential cross
section so obtained is quite different from the classical
expression in Eq. (18). That is, in wave mechanics the
scattering amplitudes for each impact parameter (or l)
that contribute to scattering at angle χ are added, whereas
classically the cross sections that contribute at angle χ are
added [e.g., Eq. (18)]. Hence, the wave mechanical cross
section can exhibit an oscillatory behavior.

The behavior of the scattering amplitude and cross sec-
tion for very low energy collisions is of current interest
in the context of Bose-Einstein condensation. At very low
collision energies only the � = 0 partial wave (the so-called
S-wave) contributes to f and to σ . Further it can be shown
that as K goes to zero

sin η0 → η0 = −K a, (25)

where a is called the scattering length. Thus, the cross
section at very low collision energies is given by

σ = 4πa2. (26)

This is four times the cross sectional area of sphere of
radius a and is in fact identical to the low energy limit
of the quantum cross section of the scattering by a hard
sphere of radius a. The sign of a also has significance; if
a is negative the interaction at very low collision energies
is attractive, if a is positive the interaction is repulsive.

Another important aspect of low energy collisions is
the possibility of forming a scattering resonance. This is
a phenomenon in which the scattering partners form a
“sticky” collision complex. The signature of an ideal, nar-
row resonance in atom-atom scattering is a jump in the
phase shift by π as a function of the collision energy. In
this ideal case the resonance energy is identified as the
energy where the phase shift has increased by π/2. The

FIGURE 5 Schematic of the dependence of the phase shift and
the cross section in the vicinity of the resonance energy ER.

manifestation of this behavior of the phase shift is seen
in both the integral and differential cross sections. In the
former case the total cross section will exhibit a rapid
change in value as a function of the collision energy in
the vicinity of the resonance energy, ER. The differential
cross section at ER may exhibit a strikingly different an-
gular dependence than at other “off-resonance” energies.
Often the differential cross section will show a near sym-
metric forward-backward symmetry at ER. The situation
for ideal resonances is illustrated schematically in Fig. 5.

B. Semiclassical Cross Section

The relationship between the classical and wave-
mechanical cross sections becomes clearer if the sum in
Eq. (22) is examined in more detail. At those impact pa-
rameters bi producing classical scattering into the angular
region χ , constructive interference occurs in the sum in
Eq. (22). Therefore, the classical trajectories are like the
light rays in geometrical optics. The angular differential
cross section

σ (χ ) = | f (χ )|2

≈
∣∣∣∣ ∑

i

σ [χ (bi )]
1/2 exp[iα(bi )]

∣∣∣∣
2

(27)

replaces the classical expression in Eq. (18), where
the σ [χ (bi )] are the classical cross sections, |bd b/

sin χdχ |b = bi , used in Eq. (18). Equation (27) directly
exhibits the interference between contributions from
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different impact parameters. In this expression the phase
factor is α(b) = A/h± ε, where ε is a multiple of π/4.
Here A is the difference in the classical action be-
tween an undeflected particle and a scattered particle,
A = 2hηsc(b) − Lχ with

hηsc(b) =
∫ ∞

R0

p(R) dR −
∫ ∞

b
p0(R) dR

evaluated in Table II. The regions of constructive interfer-
ence are those for which the classical action is a minimum
(∂ A/∂b = 0), so that

χ =
(

2

K

)
∂ηsc(b)

∂b 
(28)

On substituting the form for ηsc(b) given above, Eq. (28)
becomes equivalent to the expression for χ (b) in Eq. (14).
Therefore, each region of constructive interference corre-
sponds to a classical trajectory that contributes at angle χ .
If only one impact parameter contributes in Eq. (27), the
semiclassical result for σ (χ ) is identical to the classical re-
sult. When more than one impact parameter contributes at
a given scattering angle, σ (χ ) is oscillatory. For rainbow
scattering, which we discussed earlier, a schematic dia-
gram of the differential cross section is shown in Fig. 6 in-
dicating the difference between the wave-mechanical and
classical behavior. That is, at large τ (close collisions)
one impact parameter contributes and the semiclassical
cross section follows the classical calculation. At small
τ interferences occur and the semiclassical cross section
oscillates about the classical result.

FIGURE 6 Schematic diagram of angular differential cross sec-
tion shown as ρ versus τ plot. τr indicates rainbow value for Eχr.
Dashed curved, classical cross section; oscillation occurs where
more than one trajectory contributes. [From R. E. Johnson (1982).
“Introduction to Atomic and Molecular Collisions,” p. 88. Plenum
Press, New York.]

FIGURE 7 Elastic scattering cross section (arbitrary units) ver-
sus laboratory scattering angle. Line indicates classical calcula-
tion using vander Waals potential. [Data from Helbing and H. Pauly
(1964). Z. Physik 179, 16. Figure from R. E. Johnson (1982). “In-
troduction to Atomic and Molecular Collisions,” p. 163. Plenum
Press, New York.]

C. Other Approximations

Using the semiclassical expression for η(b) given above
and the impulse approximation, a simple estimate of ηsc(b)
that is applicable when (V/E) is small, is given in Table II.
Using this in Eq. (22) and an approximation to Pl(cos χ )
valid at small angles, one obtains an estimate of f (χ ) valid
at small angles,

f (χ ) � − m

2πh2

∫
d3 R V (R)e −i�p · R/h (29)

This is referred to as the first Born approximation, and
results for σ (χ ) calculated using Eq. (29) are given in
Table II.

Since η(b) 
b →∞−→ 0 (see Table II) for potentials that de-

crease faster than 1/R, the impulse approximation to η(b)
can be used to estimate the integrated cross section σ . That
is, we replace sin2 η(b) by 1

2 in Eq. (23) out to some large
impact parameter b̄ beyond which η(b) is always small.
Then sin2 η(b) ≈ η2(b) at larger b, and σ is written

σ � 2πb2 + 8π

∫ ∞

b̄
η2(b)b db  (30)

This is referred to as the Massey–Mohr approximation,
and the result for power-law potentials is given in Table
II. The expression given is finite for n > 2, unlike the clas-
sical result, which is never finite for a potential of infinite
range. For a repulsive potential, the cross section decreases
monotonically with increasing energy as shown earlier in
Fig. 2. Using the optical theorem [Eq. (24)] in reverse, we
see that, if σ is finite, then the differential cross section
must be finite as χ → 0 (see Fig. 7), unlike the classi-
cal result. By contrast, a similar calculation of the diffu-
sion cross section σd (or Sn) gives the same form as the
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classical expression at small wavelengths. This comes
about because scattering at χ = 0 is excluded in the ex-
pression for σd. Therefore, classical expressions of the dif-
fusion cross, and hence the nuclear stopping cross section,
are accurate over a broad range of incident ion energies,
allowing extensive use of classical estimates for ion pen-
etration of gases and solids.

In the opposite extreme, when the wavelength is large
compared to the dimensions of the scattering center
(K −1 � d), then no classical analogies exist. However,
only the lowest l values contribute in Eq. (22); hence,
only one term is kept in the sum, so that

f(χ ) � 1

K
sin η0 exp(iη0); σ (χ ) = sin2 η0

K 2
(31)

(Note that if η0 ≈ nπ then higher terms are needed: this
is referred to as the Ramsauer–Townsend effect.) The ex-
pression for the cross section in Eq. (31) represents the
same region of impact parameter as the semiclassical re-
sult. However, at very low velocities (i.e., large χ , small
K ), it is seen from Eq. (21) that an increase of l from 0–1
can make b very large. When b is much greater than the
size of the colliding particles, d , then all interactions are
encompassed, which at low velocities may only require a
single value of l. In this limit the differential cross section
is independent of angle for any potential, a result obtained
classically only for the collision of spheres. Because of its
simplicity, an isotropic scattering cross section is often
used in low-energy collisions, even when the largewave-
length criterion does not rigorously apply. At large wave-
lengths, the integrated cross section in Eq. (23) is simply
written as

σ ≈ 4π

K 2
sin2 η0 (32)

which is also equal to the diffusion cross section σd at low
velocities.

In the above we have considered very general properties
of cross sections. In wave mechanics, as in the scattering of
light, the cross sections will exhibit oscillatory behavior
and/or resonances for a variety of potential forms. For
example, when the long-range potential is attractive, a
forward glory is seen in the integrated cross section. In
the following sections we will briefly review the nature of
interaction potentials, but in doing so we will also consider
inelastic effects such as excitations and ionizations.

V. INTERACTION POTENTIALS

A. Overview

The primary force determining the behavior of colliding
atoms or molecules is the Coulomb interaction. This force
acts between each of the constituent electrons and nuclei.

Using Coulomb potentials the complete interaction po-
tential for all of the particles can be immediately written
down. However, each of the constituents moves relative to
the center of mass of its parent molecule. As this motion
is superimposed on the overall collisional motion, the de-
scription of a collision can be quite complex even for the
simplest atoms. Rather than solve the wave equation for
the complete, many-body system, one often introduces the
concept of single-interaction potentials averaged over the
relative motion of the constituent particles. In using this
concept we again exploit the huge mass difference be-
tween electrons and nuclei. This mass difference allows
us, with reasonable accuracy, to separate the motion of
the electrons and nuclei, a procedure referred to as the
Born–Oppenheimer separation.

The behavior of the electrons during a collision depends
on the relative motion of the nuclei. Therefore, interaction
potentials are generally calculated in two limits. If the
collisions are fast relative to the internal motion of the
electrons (v � ve), then during the collision the electronic
distribution is static, except for abrupt changes (transi-
tions) that occur when the particles are at their closest ap-
proach. The transitions reflect the ability of the molecules
to absorb (emit) energy when exposed to the time-varying
field of the passing particle in the same way that these
molecules absorb or emit photons. Before and after the
transition the potentials are determined from the separated
charge distributions.

In the opposite extreme (slow collisions, v � v̄e) the
electrons adjust continuously and smoothly to the nuclear
motion, returning to their initial state at the end of the
collision. This collision process is called adiabatic as the
electrons do not gain or lose energy. That is, even though
the molecules may be deflected and change kinetic energy,
their initial and final electronic states remain the same.
The electronic distribution evolves from a distribution in
which electrons are attached to separate centers at large R
to a distribution in which the electrons are shared by the
two centers at small R, a covalent distribution. Therefore,
for every possible initial state there is a corresponding
adiabatic potential, resulting in rather complex potential
diagrams. Such potentials also determine the ability of the
two particles to bind together to form a molecule.

As molecules in a collision are not moving infinitely
slowly, the motion of the nuclei can induce transitions be-
tween the adiabatic states. For slow collisions these transi-
tions occur at well-defined internuclear separations—for
example, at those internuclear separations at which the
atomic character of the wave function gives way to the
molecular, covalent character. Because a large computa-
tional effort is required to obtain a set of potential curves,
and an additional large computational effort is required to
describe the collisions when transitions occur, simplifying
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procedures are very attractive and approximate potentials
are often constructed.

As the electrons in different shells have very different
velocities, the above separation into fast and slow colli-
sions allows us to treat the orbitals separately. For instance,
when a collision is fast with respect to the outer-shell elec-
trons, it may be adiabatic with respect to the inner-shell
electrons. Therefore, the inner-shell electrons return to
their initial state. Their effect is to only screen the nuclei
and, hence, they play a passive role in the collision. Alter-
natively, when inner-shell excitations occur the outershell
electrons can be considered to be static during the colli-
sion. As a point of reference, it is useful to remember that
a nucleus with a speed equivalent to an electron in the
ground state of a hydrogen atom has an energy of about
25 keV/amu. Further, the orbital speed of an electron in an
atom can be scaled to the speed of an electron in the ground
state of hydrogen using the effective nuclear charge.

The interaction potential between two atoms can be
written as a sum of the nuclear repulsion and the elec-
tronic energy ε j (R),

Vj (R) = ZA ZBe2

R
+ [ε j (R) − ε j ] (33)

In this expression j labels the electronic state. ZA and ZB

are the nuclear charges, and ε j is the total electronic energy
of the colliding atoms, ε j (R), as R → ∞. Each state j is
associated with a pair of separated atomic states at large
R. In the electrostatic limit (v � v̄e), the electronic energy
ε j (R) is a sum of the electronic energies of the separated
atoms, (εA j + εB j ) = ε j , plus the averaged interaction of
the electrons on each atom with the electrons and nucleus
of the other atom, V e

j . The quantity V e
j is written

V e
j (R) = −ZBe2

∫
ρA j (rA)

|R − rA| d3rA

− ZAe2
∫

ρB j (rB)

|R − rB| d3rB

+ e2
∫

ρA j (rA) ρB j (rB)

|R − rA + rB| d3rA d3rB (34)

where the ρA j and ρB j are the electron densities on atoms
A and B. V e

j is the classical electrostatic interaction and
is evaluated in many texts.

In the adiabatic approximation, ε j (R) in Eq. (33) is cal-
culated from the full electronic wave equation at each R.
An approximation that is particularly useful for light atoms
is to estimate ε j (R) via the molecular-orbital method
used by chemists. For heavy atoms, on the other hand,
the Thomas–Fermi method is often employed to estimate
ε j (R). In this model the electrons are treated as a gas sub-
ject to the Pauli principle. In the following, rather than
calculate, Vj (R) for all R, we will consider its behavior

for various regions of R. Such an approach is reasonable
as the deflection function is determined primarily by a nar-
row region of R about the distance of closest approach.

B. Short-Range Potentials

For close collisions (R � r̄A, r̄B where r̄A and r̄B are the
mean atomic radii), the nuclear repulsion dominates. The
electrons essentially screen the nuclear repulsive interac-
tion; hence, one often approximates Vj (R) by

Vj (R) = ZA ZBe2

R
�

(
R

a j

)
(35)

where a j is a screening length and � the screening func-
tion. Considerable effort has been expended determining
� and a j for many-electron atoms and often � is written
as exp(−R/a j ). At small distances of closest approach
which are usually associated with fast collision, an elec-
trostatic calculation [Eq. (34)] can be used to estimate �

and a j . In fact, the electrons in different shells have differ-
ent screening lengths. Therefore, for a bare ion colliding
with an atom, a potential of the form

Vj (R) ≈ ZAe2

R

∑
i

NBi e
−R/ai (36)

is used, where NBi is the number of electrons in the i th
shell on B. A good approximation for light atoms is to as-
sume that the i th shell has a screening constant determined
by the ionization energy Ii , ai ≈ a0/Z ′

i with the effective
charge Z ′

i = (Ii/I0)1/2, where l0 is the ground-state, hydro-
gen atom ionization potential. For collisions between large
atoms (Z � 10), the Thomas–Fermi screening constant has
been used, aTF = 0.8853a0(Z2/3

A + Z2/3
B )−1/2. Noting that

Vj (R) in Eq. (35) can be written in terms of a scaling en-
ergy (ZA ZBe2/aj) and scaled distances (R/aj), a socalled
“universal” potential has been constructed in the repulsive
regime by Ziegler et al. based on scattering data. Expres-
sions for cross section and stopping cross section have
been given in Table II for the potential in Eq. (35) using
the exponential screening function and “universal” scal-
ing. Results obtained by Lindhard for the Thomas–Fermi
screening function are also given. As the short-range col-
lision region has been extensively studied, one should use
experimentally determined parameters when available.

C. Long-Range Interactions

For slow collisions even small disturbances can lead to de-
flections; therefore the interaction potential at long range
(large separations between colliding partners, R � r̄A, r̄B)
is of interest. If the electronic distributions of each of the
colliding particles are distorted very little by the presence
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of the other, the interaction potential is written in powers
of R,

Vj (R) =
∑

Cn
/

Rn (37)

and, generally, only the largest term (lowest power of n)
is kept in a calculation. Therefore, the power-law expres-
sion for cross section that we developed earlier can also
be used for weak-interaction, long-range collisions. The
lead terms in Eq. (37) can be obtained from the electro-
static interaction in Eq. (34) by expanding the denomina-
tors in powers of R. For ion–ion collisions the lead term
in Eq. (37) is n = 1, C1 = Z̄A Z̄Be2, which is the coulomb
interaction with Z̄A = ZA − NA (the nuclear charge of A
minus the number of electrons on A or the net charge). For
ion collisions with a neutral molecule having an electric
dipole moment µB (e.g., water molecule), the lead term is
n = 2, C2 = Z̄AµBe cos θ where cos θ is the angle between
the internuclear axis and the dipole moment. For neutral
molecules that do not have dipole moments (e.g., O2, N2),
the ion–quadrupole interaction dominates (n = 3). For two
neutral molecules having dipole moments, the dipole–
dipole interaction (n = 3) dominates, and so on.

For colliding atomic particles the electrostatic multipole
moments of the charge distribution are zero and for some
molecules (e.g., H2) the multipole moments are small.
However, the field of the other particle induces moments
in the separated charge distribution. The lead term for ion
neutrals is the ion-induced dipole interaction (n = 4),

C4 = −αB

2
(Z̄Ae)2 (37)

where αB is the polarizability of the neutral particle B. For
collisions between two neutrals there is not average field at
B due to A or vice versa. However, instantaneous fluctua-
tions in charge density on either atom produces short-lived
fields that induce moments in the other. Therefore, for neu-
trals the lead term is the induced-dipole–induced-dipole
interaction, which is the well-known van der Waals poten-
tial used to describe the behavior of realistic gases. This
interaction (n = 6) is always attractive (i.e., C6 negative)
and the coefficients have been extensively evaluated from
collision experiments.

D. Intermediate Range Potentials
and Charge Exchange

When R is the order of the atomic radii (r̄A, r̄B), the elec-
tron clouds on the two interacting particles overlap. In this
region the distortion of the charge clouds on each center
becomes too large to treat as simply a perturbative po-
larization of the separated electronic distributions. This
is an especially important region for determining transi-
tions between colliding particles but is also important in

FIGURE 8 Interaction potentials versus internuclear separations;
curve crossing for the A2+ + B → A+ + B+ collisions.

molecular structure determinations. The emphasis here is
on those aspects important in collisions.

The overlap of charge on the two centers allows
for the possibility of charge-exchange collisions (e.g.,
H+ + O2 → H + O+

2 ). When charge exchange occurs the
potentials before and after the collisions can be drasti-
cally different. For example, for O2+ + S → O+ + S+, a
process of interest in the Jovian magnetosphere plasma,
the initial long-range interaction is attractive and is deter-
mined by the polarizability of S. On the other hand, the fi-
nal interaction is clearly repulsive. Depending on the final
states of O+ and S+, the initial and final potential curves
may cross as shown in Fig. 8. Therefore, electron exchange
between O2+ and S can occur with no net change in the
total electronic energy at the crossing point. Of course,
the change in state gradually results in a net change in the
final electronic energy as the particles separate. Therefore,
such crossings indicate transition regions and the likeli-
hood of charge exchange is determined by the overlap of
the charge distributions at the crossing point.

For this region of intermediate R the covalent (electron
exchange) interaction can be examined by considering the
H+ + H (i.e., H+

2 ) system. In such a system, the exchange
H+ + H → H + H+ occurs without a net change in in-
ternal energy, unlike the case discussed above. The two
identical states at large R (H + H+ and H+ + H) split at
smaller R, due to electron sharing, forming both attrac-
tive and repulsive potentials, as shown in Fig. 9. If the
wave functions placing the electron on centers A and B in
identical states of the hydrogen atom are φA and φB, then
the linear combination appropriate to the H+

2 molecule are
ψg,u

∼= (1/
√

2)(φA ± φB). The labels g and u refer to sym-
metric and antisymmetric (gerade and ungerade) states
of H+

2 . In the scattering of protons by hydrogen, as the
initial state is either φA or φB, half the collisions will
be along repulsive potentials (u state) and half along an
attractive potential (g state). The difference in energy be-
tween these states is referred to as the exchange energy
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FIGURE 9 Interaction potential energy curves versus internu-
clear separation for ground state H+

2 : nuclear repulsive plus elec-
tronic (εg or εu).

and it determines the behavior of charge-exchange colli-
sions. This exchange energy decays as the overlap of the
wave functions on A and B (〈φA/φB 〉αe −R/ ̄a), which is
an exponential function of R. The exchange interaction is
eventually dominated at very large R by the long-range,
power-law potentials in Eq. (37), discussed earlier.

Molecular orbital potentials for H+
2 can also be con-

structed for each excited state of H, or, more usefully,
they can be constructed for one electron in the field of
two identical nuclei and the other electrons. In Fig. 10
we give a diagram showing the general behavior of these
one-electron, molecular orbital binding energies ε j (R). As
this quantity does not include the nuclear repulsive term
in Eq. (33), we can follow the behavior of these states
down to R = 0. This diagram correlates the one-electron
states of the separated centers (R → ∞) with those of the
united atom (R → 0), indicating how the electronic bind-
ing energy changes with R. The states are labeled by their
symmetry under inversion (g or u) and by the component
of electronic angular momentum along the internuclear
axis (|ml | = 0, 1, 2, . . . as σ, π, δ, . . .). The correlation be-
tween states at large and small R is determined by the fact
that the potential energy curves associated with states of
the same symmetry [rotation |ml | and inversion (g, u)] do
not cross (i.e., do not become degenerate in energy). Two
sets of notation are used for these states in order to indi-
cate which are the corresponding atomic states at either
R → 0 or R → ∞. For example, the two lowest states we
considered above for H+

2 are labeled σg 1s and σu 1s at
large R, indicating they originate from the ground state
(e.g., ls state of H). At small R they are labeled 1sσg and
2pσu , indicating they correlate with the 1s and 2p states of
the united atom (e.g., He+ for the H+

2 molecule, Fig. 10).
To obtain interaction potentials for a particular pair of

atoms the net binding energy of each electron, determined
from the correlation diagram and the Pauli principle, is

combined with the nuclear repulsive potential in Eq. (33).
Therefore, two hydrogen atoms (H2) interact via a singlet
state (σg1s)2 1 +

g which is attractive at intermediate R,
and a triplet state (σg1s) (σu1s) 3 +

u . The latter is repulsive
at intermediate and small R (i.e., ignoring the polariza-
tion at very large R). Therefore, for the collision between
two H atoms 3

4 of the collisions are repulsive and 1
4 at-

tractive. Two helium atoms (He2) interact via a (σg1s)2

(σu1s)2 1 +
g ground repulsive state. The lowest state for

two oxygen atoms is (σg1s)2 (σu1s)2 (σg2p)2 (πu2p)4

(πg2p)4 (σg2s)2 3 +
g . In the above the  , !, �, . . . rep-

resent the net angular momentum along the internuclear
axis (| i ml | = 0, 1, 2, . . . , where i implies a sum over or-
bitals). These states are all double degenerate (i.e., the an-
gular momentum vector can be pointed either way) except
the   states, which are, therefore, also labeled according
to their behavior under reflection (+ or −) about a plane
containing the nuclei.

The molecular orbital diagrams are extremely useful for
determining which transitions are likely to occur. Follow-
ing the molecular orbital states at large R into small R will
result in a number of curve crossings as seen in the poten-
tial diagram for certain states of He2+

2 in Fig. 11. In a full
adiabatic calculation of the electronic energies, for which
the electrons totally adjust to one another, crossings are
avoided for states of the same total symmetry. Therefore

FIGURE 10 Correlation diagram for ε j (R) in Eq. (33) for one elec-
tron on two identical centers with effective charge Z ′A [From R. E.
Johnson (1982). “Introduction to Atomic and Molecular Collision,”
p. 124. Plenum, New York.]
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FIGURE 11 Correlation diagram for certain states of He2+
2 . He2++ He gives a 1 g that crosses many states and a

1 u that does not. [From R. E. Johnson (1982). “Introduction to Atomic and Molecular Collisions,” p. 123. Plenum,
New York.]

the crossings in the molecular orbital diagram indicate
that value of R at which the character of the wave func-
tion is changing and hence indicate the transition regions.
The (σu1s)2 1 +

g state of He2+
2 is seen to make a series

of crossings as both of the electrons are promoted to (2p)
electrons in the united atom limit. Therefore, half of the
collisions for He2+ on He will proceed along an attractive
1 +

u for which transitions are unlikely at low velocities
and half along a strongly repulsive 1 +

g state for which
transitions are very likely to occur if the distance of closest
approach is small enough. As pointed out by Licthen and
Fano, such electron promotion occurs in all colliding sys-
tems as there are two atomic orbital states at large R for
every atomic orbital state at small R (see Figs. 9 and 10).

A molecular orbital correlation diagram can also be
constructed for an electron in the field of two positive
centers having different effective charges ZA and ZB. As
the inversion symmetry is broken, the correlations are
determined using |ml | only, thereby lessening the pro-
motion effect. The importance of promotion, and hence
transition, depends in part, therefore, on how similar the
effective charges are on each center. For instance, for a

proton interacting with an argon atom (ArH+ potential),
the ground-state potentials at intermediate R are well de-
scribed by a single electron shared by an Ar+ core and
a proton. As these have binding energies IAr = 15.2 eV
and IH = 13.6 eV, the effective charges are very similar
(Z ′

Ar = 1.06, Z ′
H = 1). Therefore, the lowest  states of

ArH+ are similar to those of H+
2 at intermediate R. Stated

another way, states of the same symmetry that are close in
energy at large R are strongly coupled; therefore, they tend
to “repel” (diverge) from each other. The covalent nature
of these states is associated with an exchange interaction
similar to that in H+

2 , which we write in a general form as

�ε ≈ A exp(−R/ā) (38)

with an effective radius, ā = 2a0/(Z ′
A + Z ′

B).
This confusion of potentials presents problems for the

user. For example, although the O+ + O (O+
2 system) has

a lowest-lying attractive (bound) state 2!g , in a collision
of a ground-state oxygen ion with a ground-state oxygen
atom seven different potential curves evolve, each with a
different multiplicity. Therefore, simplifying procedures
are desirable. Although it is not strictly correct to use a
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single average potential, the repulsive curves often domi-
nate and a simple repulsive potential is often used to ap-
proximate the interaction at intermediate R. Based on the
form for electron exchange interaction discussed above,
this potential is generally represented as an exponential,
V ≈ Ae−R/ā . Such a potential is called a Born-Mayer po-
tential and is commonly used in particle penetration cal-
culations. It can be thought of as an extension of the short-
range, “universal” repulsive interaction discussed earlier.

E. Interraction Potentials
for Molecular Collisions

The interaction between an atom and a molecule or be-
tween two molecules depends on the internal coordinates
of the molecule and the relative orientations of the atom
and molecule, in addition to the distance R (the distance
between their centers of mass). These additional degrees of
freedom relative to the atom-atom case make the calcula-
tion of molecular interaction potentials very computation-
ally intensive. Nevertheless, there has been great progress
in doing this recently. A particularly important class of
atommolecule interactions goes under the heading of van
der Waals systems. A particularly simple form for this
interaction obtains for closed shell molecules and atoms.
For an atom-diatomic molecule the interaction potential
is written as

V (R, r, γ ) =
∑
λ=0

Vλ(R, r )Pλ(cos γ ),

where r is the diatomic internuclear distance, R is the
distance between the atom and the center of mass of the
diatomic, and is the orientation angle such that γ equal
to zero corresponds to the one collinear arrangement of
the three atoms and γ equal to π corresponds to the other
collinear arrangement of the three atoms. Pλ are Legendre
polynomials of order λ and the Vλ are functions of R and r .

In many instances over the energy range of interest or
at moderate or long ranges, the dependence on r for these
closed shell systems is minor and the Vλ are essentially
functions of R only. In this case the interaction depends
only on a single distance and the molecular orientation.
The “stereochemistry” of the combined system is deter-
mined by V and to a useful level of approximation the
interaction of many-body system, e.g., a cluster, is deter-
mined by the pairwise sum of the molecule-molecule or
atom-molecule interactions.

VI. INELASTIC COLLISIONS

A. Overview

The calculation of the changes in internal motion of a
molecular system of particles induced by a collision with

another atom or molecule is a complicated many-body
problem for which a number of approximate models have
been developed. When the interacting particles are mov-
ing, as in a collision, then the interactions described in the
preceding sections become dynamic. In addition to the
overall deflections, calculated by the potentials described,
the time-dependent fields produce changes in the internal
state of the molecule. The motion of each of the constituent
particles of the molecules can be characterized by a fre-
quency ω and a mean radial extent from the center of mass,
r̄ . The interaction with a passing particle of velocity v at
a distance b from the center of a target atom or molecule
is said to be nearly adiabatic if τc � ω−1 where τc ≈ b/v.
For nonadiabatic collisions, transitions become likely, as
discussed in Section I.B.

In most instances, the approximations used involve
only two states. Such models can be divided into two
categories: strong interactions, for which the evolution
of the electronic states during the collision is important
(e.g., curve-crossing transitions) and weak interactions,
for which the initial charge distributions can be consid-
ered static. The former case generally applies to incident
ion velocities comparable to or smaller than the veloci-
ties of the constituent particles of the target and the latter
to large velocities. If, in addition, b � r̄ , then the colli-
sion is a close collision and the incident particle can be
thought of as interacting with each of the constituents of
the target molecule separately. This is referred to as the
binary-encounter limit. For b � r̄ , a distant collision, the
target atom or molecule must be viewed as a whole. Clas-
sically the constituent particles are often treated as bound
oscillators of frequency ω. These oscillators are then ex-
cited by the time-dependent field of the passing particle.
(Of course, in wave mechanics the impact parameter is
not a well-defined concept and the close and distant cri-
terion is replaced by whether the momentum transfer to
the constituent particles is large or small.) In the follow-
ing we calculate, classically, the large-momentum transfer
(close collision) and small-momentum transfer (distant
collision) contributions to the energy-loss cross section.
These results are synthesized in the Bethe–Born approx-
imation to the cross section. Following this we consider
models for strong interactions such as charge exchange.

B. Classical Oscillator

For distant-collisions, and low-momentum transfer colli-
sions, we can treat the bound electrons and/or nuclei as
classical oscillators that are excited by the time-varying
field of the passing particle. The motion of an electron
oscillator in a field � j (t) is

mer̈ j + � j ṙ j + meω
2
j r j = −e� j (t) (39)
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where ω j is the binding frequency and � j is a damping
constant. Writing the energy transfer as

Q j =
∫ ∞

−∞
ṙ j · [−e� j (t)] dt

then as � j → 0 it is straightforward to show that

Q j → π

me
|e� j (ω)|2

where � j (ω) is the Fourier transform of � j (t), that is,

� j (ω) = 1√
2π i

∫ ∞

−∞
� j (t) exp(−iωt) dt

Note that |e� j (ω)| has units of momentum, indicating the
net impulse to the oscillator.

Describing � j as the field associated with a screened
coulomb potential, V = (ZAe2/R)e−β R and assuming
straight line trajectories (R2 = b2 + v2t2), the energy
transfer is

Q j = 2
(
ZAe2

)2

mev2

(
1

b2

)[
(β j

′b)2 K 2
1 (β j

′b)

+
(

ω j b

v

)2

K 2
0 (β j

′b)

]
(40a)

where β ′2 = β2 + (ω j/v)2 and K1 and K0 are mod-
ified Bessel functions. This energy transfer behaves
asymptotically as

Q j → 2
(
ZAe2

)2

mev2

(
1

b2

)




1 for bβ � 1
π

2
(βb) exp(−2βb)

for bβ � 1




ω j b

v
� 1

π

(
ω j b

v

)
exp

(−2ω j b

v

)
;

ω j b

v
� 1,

ω j

v
� β

(40b)

It is important to note in these expressions that screening
of the collision is a result both of the direct screening in
the potential via β[β → a−1

j in Eq. (35)] and that due to
the motion of the electron via ω j .

C. Bethe–Born

The first-order estimate of the inelastic cross section in
quantum mechanics is given by the Born approximation.
The Born scattering amplitude for a transition from an
initial state (0) to a final state (f) is given by

f0→f ≈ −m

2πh2

∫
e−iKf · RVf0(R)eiK0 · R d3R (41a)

This leads to a cross section, as in Eq. (20), of the form

σ0→f(χ ) = Kf

K0
| f0→f|2 (41b)

where hKf and hK0 are the final and initial momentum
and cos χ = K̂f · K̂0. In Eq. (41a) the exponentials repre-
sent incoming and outgoing plane waves and Vf0(R) is
the interaction potential averaged over the final and initial
states. Equation (41) can be related to Eq. (29), the elastic
scattering result. For elastic scattering, the final and initial
electronic states are identical; therefore Kj and K0 are the
same size but differ only in direction. In describing elastic
scattering, the potential V00(R) is simply the electrostatic
potential for the ground state that we called V0(R) in Eq.
(33). In addition, ei(K0−Kf) · R = e−i�p·R/h, yielding the re-
sult in Eq. (29).

For a fast collision of an incident ion with a neutral,
Bethe approximated the cross section above as

dσ0→f � 2π
(
ZAe2

)2

mev2
ZB

d Q

Q2
|F0→f(Q)|2 (42)

where Q = �p2/2me and the quantity F0→f(Q) is the in-
teraction matrix element of the target atom. Note that
if |F0→f|2 = 1, this expression becomes identical to the
Rutherford cross section above. Equation (42) differs from
the BEA in that �p is not the momentum transfer to a sin-
gle electron but to the system as a whole. Hence, even
for very small net change in momentum, electronic tran-
sitions, which require significant internal energy changes,
can occur. The interaction matrix element is a weighting
factor, which has the property that∑

f

(εf − ε0)|F0→f(Q)|2 = Q

so that the average effect of all the electronic transitions
is an energy change Q. F0→f(Q) contains the screening
effect of the moving electron, so that for large-momentum
transfers, and hence large Q,

|F0→f(Q)|2 ≈
{

0 εf − ε0 �= Q

1 εf − ε0 = Q

This means that for large energy transfers, the momentum
transfer is, with a high probability, equal to that transferred
to a single electron raising it to an excited state. At small
momentum transfers, hence low Q,

ZB|F0→f(Q)|2 ≈
(

Q

εf − ε0

)
f0f

This is the limit in which the excitations are predominantly
dipole excitations and f0f is the dipole oscillator strength,
which is also used to determine the polarizability of an
atom in the field an ion.
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The quantities above can also be used to determine the
leading terms at large v for total ionization cross section
σl and the straggling cross section S(2)

e . The lead term at
large v is

σl ≡
∑

dσ0→f ≈ 4π
(
ZAe2

)2

mev2

(
2mer2

0

3h2

)
ln

(
2mv2

e

I

)

(43)

where f implies all final states leading to an ionization and
r2

0 is the mean-squared radius of the initial state.

D. Two-State Models: Charge Exchange

For collision velocities comparable to or smaller than the
speed of the constituents of the target particles, the de-
tails of the interaction potentials described earlier can con-
trol the transition probability. When the coupling between
neighboring states is strong and the existence of other
states can be treated as a weak perturbation, a number of
two-state models can be used for calculating these prob-
abilities. The models are based on the impact parameter
cross section in Eq. (7), and forms for the transition prob-
abilities P0→f are given in Table III. A requirement for
strong coupling is that the energy difference between the
states at any point in the collision is small compared to
the uncertainty in the energy of the states during the col-
lision. This uncertainty is estimated as �E ≈ h(�Rx/v)
where �Rx is the extent of the transition region. The gen-
eral nature of these two-state inelastic cross sections was
described earlier. At low velocities (�E above much less
than the state spacing εf − ε0), the levels are well defined
and transitions are not likely. At high velocities the un-
certainty �E becomes large so that the states effectively
overlap. However, at high velocities, the time for a transi-
tion to occur becomes short so that transition probabilities
again become small and the Born approximation described
above should be used. When the spacing between states
during the collision is comparable to �E , then the cross
section is large (i.e., ∼πa2

0 for transition involving outer-
shell electrons).

Approximate models for the two-state impact parameter
cross section in Eq. (7) can be written in the form

σ0→f ≈ P̄0→f πb2
x (44)

where bx is that impact parameter giving an onset for tran-
sitions and P̄0→f is an averaged transition probability. For
symmetric resonant charge exchange (e.g., H++ H → H
+ H+) the probability of charge exchange is an oscilla-
tory function at low v (Fig. 12 and Table III). The average
probability of a transition (exchange) is roughly 1

2 as the
initial and final states are identical (i.e., ε0−ε f ). As �ε(R)
from Eq. (38) divided by h is roughly the rate of electron

TABLE III Inelastic Collision Expressions

Impact parameter results(
σ0→f = 2π

∫ ∞

0
P0→f(b) db, εf − ε0 ≡ hωf0 ≡ Q0→f

)

First-order (Born)

P0→f(b) ≈
∣∣∣∣∣ 1

ih

∫ ∞

−∞
�ε0f(R) exp(iωf0t) dt

∣∣∣∣∣
2

for �ε0f = V0e−β R

P0→f(b) ≈
(

2V0b

hv

)2(
β

β ′

)2

K 2
f (bβ ′)

β
′2 = β2 + ω2

f0

v2

σ0→f ≈ 4π

3

(
2V0

hωf0β

)2
(ωf0/vβ)2

[1 + (ωf0/vβ)2]3

Landau-Zener–Stueckleberg

(curve crossing, εf + Vf = ε0 + V0 at R = Rx

P0→f(b) ≈ 2P̄0→f sin2

[
1

h

∫ tx

0
(εf − ε0 + Vf − V0) dt

]

P̄0→f = 2p0f(1 − p0f), p0f = 1 − exp(−δ)

δ =
∣∣∣∣∣ 2π

h
�ε2

0f

/(
dR

dt

)
d

dR
(Vf − V0)

∣∣∣∣∣
R=Rt

σ0→f ≈ π R2
x P̄0→f

Useful form: �ε0f ≈ V0(R/ā) exp(−0.86R/ā), V0 = (IA IB)1/2,

ā = a0(Z ′
A + Z ′

B), Z ′
A ≡

(
2a0

e2
IA

)1/2

Rosen-Zener (noncrossing)

P0→f(b) ≈ P̄0→f sin2

[
1

h

∫ ∞

−∞
�ε0 f dt

]

P0→f = 1

2

∣∣∣∣∣
∫ ∞
−∞ �ε0f exp(iωf0t) dt∫ ∞

−∞ �ε0f dt

∣∣∣∣∣
2

Demkov (exponential coupling, �ε0f = Ae−R/ā)

|�ε0f|R=Rx = 1
2 |εf − ε0 + Vf − V0|R=Rx , defines Rx

P0→f(b) ≈ P̄0→f sin2

[
1

h

∫ tx

0
(εf − ε0 + Vf − V0) dt

]

P̄0→f(b) ≈ 1

2
sech2

[
π ā

2h
(εf − ε0 + Vf − V0)

/(
dR

dt

)]
R=Rx

σ0→f ≈ π R2
x P̄0→f(b)

Resonant charge exchange

v � v̄e (Firsov, Smirnov)

Pct(b) = sin2

[
1

2h

∫ ∞

−∞
�ε(R) dt

]

σct = 1

2
πb2

x ,

[
1

2h

∫ ∞

−∞
�ε dt

]
bx

≈ π−1

gives, [(πbx ā/2)1/2�ε(bx ) ≈ 0.28vh]

v � v̄e for (H++ H)

Pct → 64π (b/a0)3

(v/v0)7
exp

(
− bv

a0ve

)
, σct ∝ v−12

Continues
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Continued

Langevin

σ0→f = P̄0→f πb2
0 [b2

0 in Eq. (20)]

For ion-molecule reaction:

b2
0 = 

2

v

(
αB ZAe2

m

)1/2

, αB = polarizability

Born approximation

σ0→f(χ ) = 
Kf

K0

[
m

2πh2

∫
d3 RVf0ei(K0 −K f ) · R)

]2

using Vf0 = V0 exp(−β R)

σ0→f(χ ) = 
Kf

K0

[
4mβV0

h2

]2 1

[β2 + |K0 − Kf |2]4

σ0→f = π

3K 2
0

[
4mβV0

h2

]2

×
{

1

[β2 + (K0 − Kf)2]3 
− 

1

[β2 + (K0 − Kf)2]3

}

transfer, then at large R, when the time for sharing of an
electron becomes longer than the collision time, the cross
section goes to zero. Firov, therefore, estimated the size
of the cross section by finding the largest value of b for
which the number of transfers is small,

1

2h

∫ ∞

−∞
�ε dt ≈ π−1 (45a)

This is similar to the Massey-Mohr procedure used for
estimating the total elastic cross section in Eq. (30). As

FIGURE 12 Charge-exchange probability at fixed scattering an-
gle versus incident proton energy. Peaks nearly equally spaced
in v−1. [From G. J. Lockwood and E. Everhart (1962). Phys. Rev.
125, 567.]

the exchange energy at large R decreases exponentially,
Eq. (45a) reduces to the well-known result

bx = bct ≈ ā(B − ln v) (45b)

where B is a very slowly varying function of v and ā is
the mean radius of the atomic electron cloud. Using Eq.
(45b) with Eq. (44), it is seen that the charge exchange
cross section increases slowly with decreasing velocity at
intermediate velocities.

At very high velocities, exchange of an electron from a
stationary atom to a fast ion requires a significant change in
momentum. Therefore, P̄0→f goes to zero rapidly (∼v−12

for H++ H). This begins to occur for v > v̄e. Therefore,
at high velocities the ionization cross sections dominate
over the charge transfer cross sections as seen in Fig. 13.
At very low velocities the ion and neutral can orbit due
to the long-range polarization potential. Orbiting occurs
at an impact parameter determined in Eq. (17), which for
the polarization interaction (n = 4) changes as v−1/2. As
this value of b increases more rapidly with decreasing
v than bct in Eq. (45b) orbiting can dominate as v → 0.
A schematic diagram of the net cross section over many
orders of magnitude of v is given in Fig. 13b.

It is seen in Fig. 13b that the cross section grows even at
very low velocities when εf = ε0. On the other hand, charge
exchange between nonsymmetric systems (e.g., S−+ O or
H++ O) requires a small change in energy. Therefore, the
cross section will exhibit a maximum as discussed above
and indicated in Fig. 13. When �E is much greater than
the state separation |εf − ε0 |, then the cross section be-
haves like the symmetric resonant collision [i.e., ba given
by Eq. (45) and P̄0→f ≈ 

1
2 ]. At velocities for which �E

is comparable to or smaller than |εf − ε0 |, transitions gen-
erally occur in a narrow range of internuclear separations
�Rx about a particular value Rx . In this case the transi-
tion probability is a rapidly varying function of v. Such
transitions are divided into two classes, those for which a
curve crossing exists (e.g., Fig. 8), and those for which the
states do not cross. Therefore, knowledge of the potentials
discussed earlier is required.

For the curve crossing case, bx in Eq. (44) is set equal
to the crossing point Rx . For impact parameters less than
bx , the colliding particles pass through the point Rx twice,
as indicated in Fig. 14. At each passage we assign an av-
erage transition probability p0f between the states. After
the collision a net change in state will have occurred if
a transition occurred on the first passage but not the sec-
ond [p0f(1 − p0f)] and vice versa [(1 − p0f)p0f], yielding
P̄0f = 2p0f(1 − p0f). Using this, Eq. (44) becomes

σ LZS
0f ≈ 2p0f(1 − 2p0f)π R2

x (46)

The fact that two different pathways lead to the same result
implies interference occurs; hence, the differential cross
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FIGURE 13 (a) Solid lines: ionization cross sections as indicated: dashed lines: charge exchange cross sections
as indicated. [From R. E. Johnson (1990). “Physics and Chemistry in Space,” Vol. 19, Springer-Verlag, Berlin]. (b)
Schematic diagram of the resonant and nonresonant charge exchange cross sections: decrease at very high energy
due to momentum required; cross section increases with decreasing velocity at very low energies due to orbiting, for
nonresonant only if exothermic.

section is oscillatory. The Landau–Zener–Stueckleberg
expression for p0f is given in Table III. These expressions
apply up to velocities where �E becomes greater than the
energy splitting |εf − ε0 |, at which point the cross section

behaves like the resonant case of Eq. (45). Figure 15 shows
the results for three collision processes [see Fig. 13a also].

Demkov and Rosen and Zener have considered the case
of the noncrossing interaction potentials, for example,
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FIGURE 14 Effective potentials for the two trajectories leading
to a transition. Dashed lines are approximate diabatic potential
curves that cross as in Fig. 8. [From R. E. Johnson (1982). “In-
troduction to Atomic and Molecular Collisions,” p. 139. Plenum
Press, New York.]

A+ + B → A + B+. The transition region Rx is defined
as that point at which the exchange interaction between
the initial and final states [e.g., Eq. (38)] �ε0f(R) is
approximately equal to half the spacing between states
|εf − ε0 + Vf − V0 |, where Vf and V0 are the interaction
potentials for these states [e.g., Eq. (33)]. Demkov devel-
oped a very simple and useful expression for P̄0→f given
in Table III. The cross section so calculated would again
join smoothly onto the symmetric-resonant-like result at
higher velocities where the energy difference |εf − ε0 | be-
comes unimportant.

At very low velocities, the cross sections for both the
crossing and noncrossing cases may again increase if
the transitions are exothermic. That is, even though the
transition probability is small for any one pass through
the transition region, if orbiting occurs [see Eq. (17)]

FIGURE 15 Single-electron capture by doubly charged ions. Curves, LZS calculation; points are data: (1, ❤) Ar+2 +
Ne → Ar+ + Ne+; (2, �) N−2 + He → N− + He+; (3, �) Ne+2 + Ne → Ne+ + Ne−. [From R. A. Mapleton (1972).
“Theory of Charge Exchange,” p. 212. Wiley, New York.] 

then after many passes the cumulative effect can lead to a
significant probability for a change in the electronic state
as suggested in Fig. 13b. As the collision energy is low
this can only occur when internal energy is released due to
an exothermic change in the internal state. In such a case
bx ≈ b0 of Eq. (17) and P̄0→f in Eq. (44) is equal to the
statistical probability of populating any of the exothermic
states.

Although we have emphasized charge-exchange col-
lisions and, further, only collisions involving ions and
atoms, these procedures apply generally to molecular col-
lisions and to all varieties of internal change in state in-
cluding molecular reactions. For example, the above dis-
cussion of orbiting applies to low-energy ion-molecule
reactions yielding the often-used Langevin cross section
(see Table III). In all cases, including the processes dis-
cussed here, readers are urged to refer to the specific liter-
ature for accurate measured and calculated cross sections
and use the approximations here as a guide or for rough
estimates when more accurate results are not available.

E. Detailed Balance

We briefly consider a property of the inelastic collision
cross sections that can be quite usefully exploited in some
cases. The equations of motion, both quantum-mechanical
and classical, are such that

| f0→f(χ )|2 = | ff→0(χ )|2 or P0→f(b) = Pf→0(b) (47a)
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This is due to the time-reversal symmetry of the collision
process. Using Eq. (41b) with Eq. (47a), the differential
cross sections for the forward and reverse reactions can
be related. Further, integrating over angle, the integrated
inelastic cross sections are related by

p2
0σ0→f(p0) = p2

f σf→0(Pf ) (47b)

where p0 and pf are the initial and final momenta. In the
semiclassical region p0 = pf, and therefore the forward
and reverse reactions have roughly the same cross sec-
tion. That is, in this region endothermic and exothermic
processes behave similarly. At low velocities, near thresh-
old for the endothermic process, the P0 and Pf differ sig-
nificantly, and therefore the forward and reverse reactions
can differ markedly as pointed out when discussing or-
biting. However, these processes are simply related by
Eq. (47b). This relationship is a statement of the princi-
ple of detailed balance used when describing equilibrium
in statistical mechanics. Based on the notions of statisti-
cal mechanics, Eq. (47b) can be extended to cases where
there are a number of equivalent initial states ξ0 and/or
final states ξf (e.g., spin or angular momentum states),

p2
0ξ0σ0→f(p0) = p2

f ξfσf→0(pf)

Such a relationship allows one to determine, for instance,
deexcitation cross sections from data on excitation cross
sections and provides a constraint when calculating cross
sections by approximate methods.

VII. REACTIVE COLLISIONS

A. Overview

Reactive scattering here refers to a chemical reaction

A + B → C + D

that takes place electronically adiabatically (that is on a
single potential energy surface) or possibly electronically
nonadiabatically, and where “A” and “B” are called the
reactants and “C” and “D” are the products (these may be
atoms or molecules). Reactive scattering is at the heart of
chemical reaction in the gas phase and thus of all the types
of scattering presented here this is the one that makes the
closest contact to chemistry.

The methodology for describing quantum reactive scat-
tering is now well developed in both time-independent
and dependent approaches, and we briefly review these
approaches below.

B. Time-Independent Approach

The time-independent approach to reactive scattering
is based on the coupled channel method in which the

time-independent wavefunction is expanded in terms of
a basis of known internal wavefunctions φ′

i (Q) times un-
known scattering wavefunctions Gi, j (R) as

ψ j (E) =
∑

i

φi (Q)Gi, j (R), (48)

where the subscript j refers to an initial quantum state
of the reactants and R is the scattering coordinate. As a
result of this expansion of the wave function, the time-
independent Schrödinger equation is recast as a matrix
equation given by

(H(R) − ε) G(R) = 0, (49)

where H is the matrix representation of the Hamiltonian
H in the basis of the internal functions used in (xx) and ε is
a diagonal matrix of translational energies E − Ei, where
Ei is the energy of the internal state i and E is the total
energy. This equation is solved numerically, and from the
solution the scattering matrix S is obtained, in terms of
which state-to-state transition probabilities are given by
the square of the absolute value of elements of S.

For the simplest class of chemical reactions, i.e., an
atom + diatomic reaction, the generalization of the ex-
pression for the total cross section given by Eq. (23) is

σr→p = 1

K 2
r

∞∑
J=0

(2J + 1)
∣∣SJ

r→p

∣∣2
, (50)

where J is the total (nuclear) angular momentum of the
three-atom system. In the methods currently in use the
entire S-matrix is obtained at each value of the total en-
ergy E. For some problems this is neither practical nor
desirable and, in part, this motivated the development of
computational approaches based on the time dependent
description of scattering.

C. Time-Dependent Approach

The time-dependent approach to collision theory is an in-
sightful as well as a computationally effective alternative
to the time-independent theory. In this approach an initial
wave packet, denoted #(0), is propagated in time accord-
ing to the time-dependent Schrödinger equation

ih
∂#

∂t
= H# (51)

The common form for #(0) is

#(0) = (πα2)−1/4 exp
[−(R − R0)2

/
2α2

]
× exp(−i K0 R)φi (Q) (52)

which is a Gaussian function in the scattering coordinate
centered at R0, which is chosen to be in the noninteracting
region. In the conjugate momentum space the wave packet
is Gaussian function centered at K0. Clearly #(t) is not an
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eigenfunction of H and the propagation in time must be
done numerically. There are two widely used propagation
methods that are used in atomic and molecular scattering.
These are the Split-Operator method and the Chebychev
method. In the Split-Operator method the packet is prop-
agated for a time step �t according to

#(t + �t) = exp

(
− i

h
T �t/2

)
exp

(
− i

h
V �t

)

× exp

(
− i

h
T �t/2

)
#(t) + O(�t3), (53)

where for simplicity we assume H is given by T + V ,
as it would be in atom-atom scattering. The utility of
this expression is that it permits the action of the kinetic
and potential operators on #(t) to be carried sequen-
tially, and most efficiently is #(t) is represented on a
grid. The operation involving exp(− i

hT �t/2) is facili-
tated by first Fourier transforming #(t) to momentum
space where exp(− i

hT �t/2) becomes a simple scalar op-
erator, then back transforming to coordinate space, where
exp(− i

hV �t), is a scalar operator, transforming to mo-
mentum space, acting with exp(− i

hT �t/2), and finally
back transforming to coordinate space. The forward and
backward Fourier transforms can be done efficiently using
“Fast Fourier Transform” methods.

The Chebychev propagation method is a direct expan-
sion of the time evolution operator exp(− i

h Ht) in-terms of
Chebychev polynomials, Pn , whose argument is a scaled
Hamiltonian operator, Hs . Thus, letting

Hs = (Emax + Emin − 2H )/(Emax − Emin), (54)

where Emin and Emax are estimates of the minimum and
maximum eigenvalues of H. Then, denoting �E as Emaz −
Emin,

exp

(
− i

h
Ht

)
=

∑
n

an(�Et/2h)Pn(−i HS), (55)

where the an are related to regular Bessel functions of or-
der n. As in the Split-Operator method the wave packet
is represented on a grid. However, in the Chebychev ap-
proach the action of the Chebychev polynomials in HS

on the wave packet is facilitated by a simple recursion
relation.

In order to apply these time-dependent methods to scat-
tering problems special techniques have been developed
to eliminate reflections of the wave packet at the grid
boundaries. These involve either the explicit use of nega-
tive imaginary potentials or damping functions, both tech-
niques attenuate the wave packet near the grid boundaries
and effectively eliminate reflections.

An example of a reactive system that has been exten-
sively studied is the D + H2 reaction to form HD + H. The

FIGURE 16 Exact quantum reaction probabilities for the D +
H2 → DH + H reaction as a function of the total energy E for zero
total angular momentum and for initial rotational states of H2, j ,
as indicated.

exact quantum reaction probability for zero total angular
momentum is plotted in Fig. 16 as a function of the total
energy and for the indicated initial rotational state of H2.
As seen, the reaction probability depends strongly on the
initial rotational state, j , with the maximum occurring for
j = 1. This dependence on j is typical for reactions that oc-
cur mainly through a collinear arrangement of the atoms.

Resonances occur in molecular collisions, and their
dependence on the molecular interaction potential make
them an important object of experimental and theoretical
investigation. They are also of importance for the kinet-
ics of recombination and dissociation. One diagnostic for
the presence of resonances is the behavior of the Smith
collision lifetime matrix, Q, which is defined by

Q = ih

(
S

d S†

d E

)
(56)

where S is the scattering matrix. In the vicinity of a narrow
resonance the trace of Q shows an abrupt increases in
value. Note that Q has units of time and thus its value at
the resonance energy is a measure of the collision lifetime.

SEE ALSO THE FOLLOWING ARTICLES

ATOMIC PHYSICS • COLLISION-INDUCED SPECTROSCOPY
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GLOSSARY

Atomic number Positive charge on the nucleus of an
atom in units of the electron charge, denoted by Z ; the
number of protons or number of electrons on a neutral
atom.

Bohr magneton Natural unit in which to measure the
magnetic moment of an electron or atom; denoted by
µB = eh/m.

Classical (not quantized) Physical quantities can have a
continuous range of values—any value allowed by ba-
sic laws of conservation of energy, momentum, and
angular momentum.

Electric dipole radiation Principal form of electromag-
netic radiation emitted by atoms. Requires a change
in parity and �J = 0, ±1 where J is the total angular
momentum (J = 0 to J = 0 is not allowed.)

Electron volt Energy acquired by an electron when it is

accelerated by a potential difference of 1 V, denoted by
eV; equal to 1.602 × 10−19 J.

Fine structure Shifts in energy levels of atomic electrons
due to the interaction of the electron’s orbital angular
momentum and spin.

Fine structure constant Measure of the strength of
the interaction between a charged particle and the
electromagnetic field. Denoted by α = e2/4πε0ch =
1/137.036 (unitless).

g-factor Ratio of the magnetic moment of an atom or
an electron to the product of the largest component
of the angular momentum and the Bohr magneton. For
nuclei, the nuclear magneton is used instead of the Bohr
magneton.

Ground state Lowest energy state allowed by the laws
of quantum mechanics.

Hartree-Fock Method of calculating the energy levels of
electrons in atoms taking into account the many-body
interactions between electrons.
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Hyperfine structure Shifts in energy levels of atomic
electrons due to the interaction of the electron’s spin
and nuclear spin.

Ionization potential Smallest energy required to remove
completely a bound electron from an atom.

Isotope Elements with the same atomic number Z but
with different mass number A. They have the same
number of protons in the nucleus but different numbers
of neutrons.

jj coupling Angular momentum coupling scheme for
atoms, in which for each electron the spin angular
momentum is tightly coupled to its own orbital an-
gular momentum. The total angular momentum is ob-
tained by first adding for each electron its spin angular
momentum and orbital angular momentum and then
adding the angular momenta of the individual electrons.

LS coupling Angular momentum coupling scheme for
electrons in an atom, in which the spin and orbital an-
gular momentum of individual electrons are indepen-
dently added together to form the total spin and total
orbital angular momentum; these angular momenta are
then added together to obtain the total angular momen-
tum (also called Russell Saunders coupling).

Orbital Wave function describing the distribution of an
electron in one quantum state of an atom (also called
quantum state or energy level).

Parity Behavior of the wavefunction when the coordinate
system is inverted and for each electron (x , y, z) is
replaced by (−x , −y, −z). The parity is even or odd
depending on whether or not the wave function changes
sign.

Photon The smallest quantized unit of electromagnetic
radiation.

Quantized (not classical) Physical quantities can have
only certain allowed discrete values and cannot have
intermediate values between the allowed values.

Selection rules Allowed changes in quantum numbers
when an atom undergoes a quantum transition from
one state to another; for example, �J = 0, ±1, but not
J = 0 to J = 0.

Spontaneous emission Radiation of an electromagnetic
photon by an atom when there are no photons present.

Stimulated emission Radiation of an electromagnetic
photon by an atom triggered by the presence of a match-
ing photon.

ATOMIC PHYSICS is that branch of physics that deals
with the structure of electrons in atoms, with the structure
of ions formed by addition or removal of electrons from
neutral atoms, with the interaction of atoms and ions with
one another, and with their interaction with the electro-
magnetic field and free electrons.

I. HISTORICAL DEVELOPMENT

The idea that all matter consists of indivisible particles
called atoms can be traced to the third- to fifth-century
B. C. Greek philosophers Leusippus, Democritus, and
Epicurus, who speculated that everything was composed
of indivisible particles of a small number of simpler sub-
stances in different combinations and proportions. The
first-century B.C. poem entitled De Rerum Natura by the
Latin poet Lucretius provides an elegant summary of early
atomism. This idea was attractive and provided encour-
agement for the alchemists in the Middle Ages who were
trying to convert cheaper metals such as iron and lead to
the noble metals silver and gold by changing the relative
proportions of a few basic constituents.

The modern theory of atoms was founded by the English
chemist John Dalton at the beginning of the nineteenth
century. Dalton realized that when the chemical elements
were combined to form compounds, the masses with
which they combined always occurred in well-defined pro-
portions, which were always ratios of integers. For any
given compound, the mass of each type of atom—each
element—was proportional to an integer. For hydrogen,
the integer, or mass unit, was 1. A good example is pro-
vided by the combination of nitrogen and oxygen to form
the several oxides of nitrogen. Fourteen parts by mass
of nitrogen combine with 8, 16, 24, 32, or 40 parts by
mass of oxygen to form the five common oxides of ni-
trogen. Dalton interpreted these proportions in terms of
the combination of different numbers of atoms, each of
which has a fixed mass. He was thus able to understand
the oxides of nitrogen in terms of the combination of ni-
trogen atoms (N) with a mass of 14 units with oxygen
atoms (O) with a mass of 16 units in the proportions N2O,
NO, N2O3, NO2, and N2O5, where the subscripts denote
the number of atoms of each species in the smallest units
of the compounds of nitrogen and oxygen. Dalton had
no way of knowing the mass or size of one atom, but
this gave him a way of knowing the ratio of the masses
of the atoms. Through a study of the available chemi-
cal reactions, chemists were able to develop a table of
combining masses for the elements. This was called the
periodic chart. Thus the mass of atoms was found to be
quantized.

Studies of gases by Amedeo Avogadro and others
showed that common gases such as hydrogen, nitrogen,
and oxygen consisted of molecules, each of which was
composed of two atoms, and that equal volumes of gases
at the same temperature and pressure contained the same
number of molecules. Rare gases such as helium, neon,
and argon, which are chemically inert and occur in the gas
phase as single atoms, were not clearly identified until the
last decade of the nineteenth century.
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In the first few decades of the nineteenth century, when
scientists began to study the behavior of solutions when
an electric current was passed through them, they realized
that in solutions atoms could become positively or neg-
atively charged. These positively or negatively charged
atoms were called ions. In 1833, Michael Faraday found
that the passage of a fixed quantity of electricity through
a solution containing a compound of hydrogen would al-
ways cause the appearance of the same amount of hydro-
gen gas at the negative terminal, irrespective of the kind
of hydrogen compound that had been dissolved and the
strength of the solution. More generally, it was found that
the masses of the material given off or deposited at both
the positive and negative terminals by the same quantity
of electricity were proportional to the chemical combining
masses. The electrical behavior of ions in solutions led to
the speculation that all electrical currents were formed by
the motion of charged particles. The charge of any particle
was found to be quantized in integer multiples of the elec-
tron’s charge. The measurements on solutions were used
to determine the ratio of the charge to the mass (e/m) for
the ions in solution. The largest ratio was obtained for the
positive hydrogen ion.

In the middle decades of the nineteenth century, physi-
cists developed kinetic theory. This theory describes the
macroscopic behavior of gases in terms of the behavior
of independent atoms and molecules that move accord-
ing to Newton’s laws of motion and occasionally collide
elastically with one another. The temperature of the gas is
related to the average kinetic energy of the constituents;
the pressure is related to the number of constituents per
second striking the walls of the container. For a typical gas
at room temperature, the average velocity is 500 m/sec.
The average distance a constituent travels before it strikes
another constituent is called the mean free path and it de-
pends upon the diameter of the constituents and the num-
ber of constituents per unit volume. Kinetic theory relates
the macroscopic quantities of temperature, viscosity, rate
of diffusion, and thermal conductivity of gases to the mi-
croscopic characteristics of diameter and average velocity
of the constituents.

It was also discovered that when atoms were excited in
a flame or an electrical discharge, they emitted light at dis-
crete wavelengths or frequencies that were characteristic
of the particular elements. The observed frequencies did
not display the characteristic harmonic structure found in
mechanical vibrations. All attempts to understand the pat-
tern of observed frequencies in terms of vibrating mechan-
ical structures failed. In 1885, a Swiss school teacher, Jo-
hann Jacob Balmer, discovered that the frequencies of the
known spectrum lines of hydrogen could be represented
by a simple empirical formula, which, with hindsight, can
be written in the form:

f = Rc

(
1

22
− 1

n2

)

where f is the frequency, R an empirical constant, c the
speed of light, and n = 3, 4, 5, . . . . The constant R and
the equation are now named in honor of J. R. Rydberg, a
Swedish physicist who made major contributions to our
understanding of the spectra of atoms. The theoretical ba-
sis of the Rydberg equation was not known at the time and
was explained only 35 years later with the advent of Bohr
quantum theory.

In the last third of the nineteenth century, physicists
studying the conduction of gases in discharge tubes at low
pressure identified cathode rays, which moved toward the
positive terminal (anode), and canal rays, which moved
toward the negative terminal (cathode). The two compo-
nents were studied by using cathodes and anodes with
holes in them to prepare beams of the rays. Initially it was
not clear whether they were waves or particles.

In 1897, Joseph John Thomson, an English physi-
cist, showed that the cathode rays were negative parti-
cles whose properties did not depend on the nature of the
gas. They were called electrons—a name first suggested
in 1891 by G. J. Stoney for the natural unit of electricity.
Thomson found that the charge-to-mass ratio of the elec-
tron was roughly 1836 times larger than that found for the
hydrogen ion in solutions.

In 1898, Wilhelm Wien showed that the canal rays have
ratios of charge to mass that depend on the gas and are
similar to those found for ions in solution. It was later
shown that for discharges in hydrogen gas there are canal
rays with the same charge-to-mass ratio as that found for
the hydrogen ion in solutions. This particle, the hydrogen
ion, is now called the proton. The study of canal rays led
Thomson to the development of mass-spectrometric meth-
ods for measuring precisely the masses of the elements.

The discovery of the electron led to a model for the atom
as a structure made up of positively charged protons and
negatively charged electrons. The charge of the electron
was subsequently measured by observing the influence
of an electric field on the motion of droplets that were
charged due to the removal or addition of one or more
electrons. The most extensive set of measurements was
made by Robert A. Millikan, using oil drops. Millikan’s
experiments also showed that the charge of the proton
had exactly the same magnitude (but opposite sign) as the
charge of the electron.

In 1900, Max Planck, a German physicist, found that he
could predict the distribution of electromagnetic radiation
emitted by a black body—a body that absorbs all the radia-
tion incident upon it—by postulating that the electromag-
netic radiation was emitted and absorbed in characteristic
units called quanta, or photons, whose energy E is related
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to the frequency f of the electromagnetic radiation by the
equation:

E = h f

where h is the Planck constant. Intense beams of electro-
magnetic radiation are made up of many photons. Einstein
later used the Planck hypothesis to explain the photoelec-
tric effect, in which light caused metals such as sodium to
emit electrons. Thus electromagnetic radiation (light) is
quantized.

In 1911, Ernest Rutherford and his coworkers discov-
ered through experiments in which alpha particles were
scattered from thin gold foils that all the positive charge
in an atom was concentrated in a very small region of space
much smaller than the size of the atom determined from
studies of gases, liquids, and solids. This led to the picture
of the atom as a miniature solar system consisting of a
heavy, positively charged nucleus about which a group of
electrons moved. Like the solar system, most of the atom
was empty space.

Niels Bohr, a Danish physicist, subsequently combined
the insight provided by the Rutherford experiment with the
quantum hypothesis of Planck and Einstein to make the
first quantitative model of the atom. Bohr pictured the hy-
drogen atom as a single positively charged proton with a
size of roughly 10−15 m, with the electron moving around
the proton in a circular orbit with a diameter of 10−10 m.
To determine the structure, Bohr introduced four new hy-
potheses. He assumed that not all circular orbits for the
electron were possible but that the only allowed orbits
were those for which the orbital angular momentum of
the electron was an integer multiple of the Planck constant
divided by 2π . The allowed orbits are called orbitals. The
orbital angular momentum L of an object is a measure of
its rotational inertia and for a particle in a circular orbit is
equal to the product of the mass, the velocity, and the radius
of the orbit. It is represented by a vector perpendicular to
the plane of the orbit with a magnitude equal to mvr:

L = mvr = nh

Bohr also assumed, in contradiction to the predictions of
classical electromagnetic theory, that while the electron
was moving around the proton in one of the allowed orbits,
and undergoing classical centripetal acceleration, its total
energy was constant and it did not radiate electromagnetic
energy. Bohr postulated instead that the electron radiated
electromagnetic energy only when it passed from one al-
lowed circular orbit to a second allowed circular orbit with
lower energy, and that the frequency of the radiation was
given by the equation:

f = E1 − E2

h

Here, E1 and E2 are the total energies when the electron is
in each of the allowed orbits, and h is the Planck constant.
By using classical mechanics to calculate the total energy
in each of the orbits, Bohr obtained for the frequency of
the radiation the formula:

f = Rc

(
1

n2
1

− 1

n2
2

)

where n1 and n2 are positive integer quantum numbers that
characterize the angular momentum of the two allowed
orbits. This expression is the same as that given by the
Balmer formula, with the Rydberg constant given in terms
of independently known quantities.

Bohr also postulated, in violation of classical physics,
that there was a lowest energy state or orbital, and no
orbital existed at any lower energy. In terms of the above
expression, n1 and n2 cannot be less than 1. The lowest
energy orbital is called the ground state.

Thus, the angular momentum (and energy) of an elec-
tron in an atom are quantized. This semi-classical Bohr
theory was very successful and predicted a variety of
spectral series in hydrogen and ionized helium, where
n1 = 1, 2, 3, . . . , and n2 takes on integer values greater
than n1. The theory was subsequently refined by Som-
merfeld and Wilson in order to treat properly the three-
dimensional nature of the problem and to take account of
special relativity.

The refinements of the theory showed that the angular
momentum of the atom was space-quantized. Classically,
the angular momentum vector points in a fixed direction in
an inertial coordinate system, and it can assume any orien-
tation with respect to the reference axis. The quantization
of the angular momentum introduced in the Bohr theory
predicts that the angular momentum vector can only as-
sume a small number of orientations with respect to the
reference axis. This quantization of the angular momen-
tum was confirmed by Stern and Gerlach through exper-
iments in which an inhomogeneous magnetic field was
used to deflect a beam of silver atoms. They found that the
deflection of the beam was quantized.

In 1924, Louis de Broglie introduced the hypothesis that
the electron behaved like a wave with a wavelength λ that
depended on its momentum p through the relationship:

λ = h/p = h/mv

De Broglie found that he could understand the Bohr or-
bits in terms of circles, each of whose circumference was
an integral number of wavelengths. This hypothesis led
Erwin Schroedinger to the invention in 1926 of a partial
differential equation, now called the Schroedinger equa-
tion, for the description of the wave behavior of the elec-
tron. Schroedinger found that those solutions for which
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the amplitude of the wave function remained finite around
the nucleus for all time predicted for the electron a dis-
crete set of possible energies, which were the same as
those predicted by the Bohr theory. The solutions of the
Schroedinger equation are now called the wave functions
for the electron. The value of the wave function at any
point is in general a complex number, and its absolute
value squared gives the relative probability of the elec-
tron being found at a given point in space and time if a
measurement is made.

More precise measurements of the radiation emitted by
atoms showed that many of the spectral lines were not
one line but several lines close together. The additional
structure is called the fine structure. It was found that this
structure could be understood if the electron were not a
simple point-like particle but a small spinning sphere with
an angular momentum that could only have two directions
with respect to a given reference axis. The electron could
either have a component of angular momentum h/2 or
−h/2 along the reference axis. This internal angular mo-
mentum is now referred to as the spin angular momentum,
and an electron is said to have spin 1/2. This spin can be
thought of as a classical angular momentum of an extended
object, but in fact the electron is apparently a point, and
its spin is an intrinsic quantum feature of it, like its mass
and charge. Thus, spin is quantized, too.

Speaking classically, since the electron is charged, its
rotation produces a current, and this current results in a
magnetic moment. The electron magnetic moment µe is
about twice as large as one would expect classically for
a rotating uniformity charged sphere. The moment is said
to be anomalous:

µe = gµB

g is the g-factor of the electron, nearly but not exactly
equal to 2. g is currently the most accurately measured
physical quantity, measured to within 8 parts in 1012.

The interaction of the magnetic moment with the mag-
netic field in the rest frame of the electron—produced
by the motion of the electron in the electric field of
the nucleus—causes an energy level to split into several
closely spaced energy levels. This is called the fine struc-
ture of the spectral lines. The energy of the electron is
different when the spin points in the same direction as
the orbital angular momentum than when it points in the
opposite direction.

Hyperfine splitting of energy levels is similar, but is
due to the changes in energy depending on the relative
orientations of the electron spin and nuclear spin. Typi-
cally, hyperfine splitting is much smaller than fine struc-
ture splitting.

In 1928, P. A. M. Dirac discovered a generalization of
the Schroedinger equation that takes proper account of

special relativity. Dirac found that this equation required
that the electron have spin 1/2 and predicted that the mag-
netic moment would be exactly twice as large as one would
expect classically for a rotating uniformity charged sphere.
This theory also predicted that there was a positive part-
ner to the electron that had the same mass and spin an-
gular momentum. This particle, which is now called the
positron, was discovered in cosmic rays by Carl Ander-
son in 1932. The Dirac theory was a major triumph for
relativistic quantum mechanics.

The other characteristic property of the electron is that
no two electrons can occupy the same quantum state. This
was first hypothesized by Wolfgang Pauli and is now called
the Pauli exclusion principle. It is a characteristic of all par-
ticles called Fermions, with intrinsic spin 1/2. The Pauli
principle is the major ingredient for explaining the peri-
odic chart of the elements.

The alpha-particle scattering experiments of Ruther-
ford and his collaborators and the measurements of the
characteristic X-rays of the elements by Moseley, which
were carried out in the early part of the twentieth cen-
tury, showed that each element could be characterized by
the charge Z of the nucleus and that the number of elec-
trons in the outer orbits was equal to the charge of the
nucleus. Measurements of the mass of the nuclei, using
mass spectrometers invented by Thomson and refined by
Aston, Dempster, and others, showed that for each light
element the mass Mnucl of the nucleus was roughly twice
the mass of the protons Mp in the nucleus (Mnucl = 2Mp).
For heavier elements, the factor of 2 becomes larger, in
the range 2.1–2.4. There are generally several nuclei with
the same Z and a different total mass. Nuclei with the
same Z and different masses are called isotopes. It was
first hypothesized that the nucleus contained electrons that
compensated the charge from some of the protons. This
hypothesis was contradicted by quantum mechanics and
by the total angular momentum observed experimentally
for some nuclei. It was speculated by Rutherford that there
was a heavy neutral particle called the neutron. In 1932,
James Chadwick discovered the neutron and showed that
it had a mass that was very slightly greater than that of the
proton.

The entire atom is composed of protons, neutrons, and
electrons. The nucleus of a typical atom consists of Z
protons and N neutrons; it is assigned the atomic number
Z and mass number A = Z + N . Mnucl is proportional to
A, and Mp is proportional to Z . In general, for any given
Z , there are several isotopes with different values of N
and A. The nucleus is a roughly spherical object with a
radius equal to 1.2A1/3 × 1015 m.

The electrons occupy the region around the nucleus and
are contained in a sphere with a diameter of about 10−10 m,
which depends on Z (bigger for bigger Z ). For neutral
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TABLE I Fundamental Physical Constants and Units

Constant Symbol Value Unit

Speed of light c 299 792 458 m/sec

Magnetic constant µ0 4π × 10−7 N/A2

Electric constant ε0 8.854 187 817. . . × 10−12 F/m

Gravity constant G 6.673 (10) × 10−11 m3/(kg sec)

Planck constant h 6.626 068 76 (52) × 10−34 J sec

h/2π h 1.054 571 596 (82) × 10−34 J sec

Elementary charge e 1.602 176 462 (63) × 10−19 C

Bohr magneton µB 927.400 899 (37) × 10−26 J/T

Nuclear magneton µN 5.050 783 17 (20) × 10−27 J/T

Fine structure 1/α 137.035 999 76 (50)
constant (inverse)

Rydberg constant R∞ 10 973 731.568 549 (83) 1/m

Hartree Eh 4.359 743 81 (34) × 10−18 J

Electron mass me 9.109 381 88 (72) × 10−31 kg

Electron g-factor g 2.002 319 304 373 7 (82)

Proton mass m p 1.672 621 58 (13) × 10−27 kg

Neutron mass mn 1.674 927 16 (13) × 10−27 kg

Avogadro constant NA 6.022 141 99 (47) × 1023 1/mole

Faraday constant F 96 485.341 5 (39) C/mole

Molar gas constant R 8.314 472 (15) J/(mole K)

Boltzmann constant k 1.380 650 3 (24) × 10−23 J/K

Unit of measurement Quantity measured

Meter Length m
Kilogram Mass kg
Second Time sec
Newton Force N = kg m/sec2

Amp Electric current A = C/sec
Farad Capacitance F
Joule Energy J = kg m2/sec2

Coulomb Electric charge C
Tesla Magnetic field T
Mole Number of particles mole
Kelvin Temperature K

Adapted from www.physics.nist.gov/cuu/index.html.

atoms, the number of electrons equals Z , and by the Pauli
exclusion principle, the chemical behavior is determined
by the number of (outer) electrons. Since the atoms are
named by their chemical behavior, Z and the name of the
element are redundant.

The science of atomic physics can be divided into two
very closely linked portions: formulating theories to ex-
plain observations and actually making the observations
(measurements). A substantial debate is ongoing as to
which comes first and which is more important. The mea-
surements are often directed towards measuring the val-
ues of fundamental physical constants of nature, which
are included in the theories. Some of the most impor-
tant constants are given in Table I. The number in the
parentheses at the end of most values is the one standard
deviation uncertainty or error in the measurement. For ex-

ample, 1.23 (4) means 1.23 ± 0.04, and 1.2345 (67) means
1.2345 ± 0.0067. Constants without an error, such as the
speed of light, are defined exactly in the scheme of con-
stants and have zero uncertainty. α and g have no units.
One can see that Newton’s Universal Constant of Gravita-
tion, G, is by far the least accurately known fundamental
physical constant, although historically it was the first to
be recognized.

II. THE HYDROGEN ATOM

The simplest atom is the hydrogen atom. It consists of a
single proton and electron. Figure 1 shows the energy lev-
els for the hydrogen atom predicted by the Schroedinger
equation with the addition of the electron magnetic

www.physics.nist.gov/cuu/index.html
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FIGURE 1 The energy levels of the hydrogen atom.

moment and the inclusion of special relativity to second
order. The energies of H atom states are by convention
shown as negative, below E = 0, which is the ionization
limit where the electron is removed from the atom. Lower
in energy means more tightly bound to the atom.

The energy levels are characterized by the energy
E , the principal quantum number n, the orbital angular
momentum l, the spin angular momentum s, and the total
angular momentum j . It is convenient to express the an-
gular momentum in units of h = h/2π ; we will use this
unit throughout the rest of this article. The wave function
for a particular state is sometimes referred to as the atomic
orbital for that state. Lower-case letters are used to desig-
nate the orbitals for a single electron, and uppercase letters
are used to designate the angular momentum states of the
whole atom, which may in general be due to the sum of
the orbital and spin angular momenta of several electrons.
The following notation is used to characterize the angular
momentum of each quantum state:

2s + 1L J

where L is the orbital angular momentum and has the pos-
sible values 0, 1, 2, 3, . . . . It is customary to use the letters
S, P, D, F, G, H, etc. to designate the respective angu-
lar momenta. The first four letters in the series stand for
sharp, principal, diffuse, and fine, which were historical
descriptions of spectral lines recorded on photographic
plates. For each angular momentum L there are 2L + 1
substates, which are characterized by the projection M of
the angular momentum along the z axis, according to the
rules of quantum mechanics. For angular momentum L ,
M can assume the values:

−L , −(L − 1), . . . , 0, . . . , L − 1, L

For one non-relativistic electron in the absence of a mag-
netic field, these levels of different L and M all have
the same energy and are said to be degenerate. Quantum
mechanically, the angular momentum can be pictured as
a vector of length

√
l(l + 1), which has a component m

along the z axis and lies in a cone with its axis along the z
axis. The relationship of the classical angular momentum
and the quantum mechanical representation is shown in
Fig. 2. The cone represents the equally probable orienta-
tions of the angular momentum, and the angular momen-
tum vector is at rest at an indeterminate position in the con-
ical surface. This is shown graphically for l = 2 in Fig. 3.

For a single electron, the spin angular momentum has a
component of 1/2 or −1/2 along the z axis. The quantum
mechanical magnitude is

√
3/2. In general, the total spin

S is the vector sum of the spins of several electrons. For
each spin S there are 2S + 1 sublevels. The multiplicity
2S + 1 is written as a superscript in front of the letter desig-
nating the orbital angular momentum. The most common
cases are S = 0, 1/2, 1, 3/2, called singlet, doublet, triplet,
quartet, respectively (2S + 1 = 1, 2, 3, 4). The names refer

FIGURE 2 The relationship between the classical angular mo-
mentum and the quantum-mechanical representation.
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FIGURE 3 The allowed orientations for angular momentum l = 2.

to the fact that spectral lines are fine-structure split into
that many components, depending on the spin. Hydro-
gen atoms with one electron are always spin doublets. To
obtain the total angular momentum, one adds quantum
mechanically the spin angular momentum and the orbital
angular momentum. That is,

J = L + S

The possible values for the total angular momentum J are

|L − S|, . . . , |L + S|
The total angular momentum can have either half integral
or integral values. For example, for an electron in the 2p
state, L = 1, S = 1/2, 2S + 1 = 2, and

J = 1 + 1/2 = 3/2, or 1 − 1/2 = 1/2

Thus, the 2p electron gives rise to the doublet (2p)2P1/2

and (2p)2P3/2 states. Due to the interaction of the magnetic
moment of the electron with the magnetic field produced
by the motion of the electron about the proton, the energy
of the 2P1/2 and 2P3/2 states will be different (fine struc-
ture splitting). The resultant energy levels for the n = 2
and n = 3 states of hydrogen are shown in Fig. 4. The near
degeneracy of the states with the same total angular mo-
mentum is true for both the Schroedinger theory and the
Dirac theory. It is due to the inverse square law behavior of
the Coulomb force law. This fine structure splitting of the
different L orbitals for a given n is much larger in multi-
electron atoms than in hydrogen, due to the interaction of
several electrons.

The wave function of an atom can also be characterized
by its parity. The parity is defined by the change in the
sign of the wave function when the coordinate system is

inverted and (x , y, z) is replaced by (−x , −y, −z). That
is,

ψ(−x, −y, −z) = ±ψ(x, y, z)

If the multiplying factor is +1 or −1, the parity of the
wave function is said to be even or odd, respectively. For a
given angular momentum state, all the substates have the
same parity; the hydrogen atom states with even angular
momentum have even parity, and states with odd angular
momentum have odd parity.

Higher-order electrodynamic corrections cause a de-
crease of the effective Coulomb force when the electron
is near the proton and result in a smaller binding energy
for the S states. This shift in the energy levels is called
the Lamb shift, denoted by script in Fig. 4. One-electron
states with the same n and different J and L ought to
have the same energy (they ought to be degenerate in en-
ergy), according to Schroedinger and Dirac theory. They
almost do, but electron magnetic moments and higher-
order relativistic effects break the degeneracy and cause,
for example, 2P3/2 to rise in energy relative to 2P1/2 and
2S1/2. The Lamb shift also makes the binding energy for
the 32P3/2 level slightly smaller than that for the 32D3/2

level, so these energy levels are also no longer degener-
ate. The Lamb shift comes about in a way similar to the
anomalous g value of the electron.

The square of the absolute value of the normalized wave
function for each of the quantum states gives the probabil-
ity per unit volume for finding the electron at each point in
space. Figure 5 shows the spatial probability for the 1s, 2s,
2p0, 2p+1, 2p−1 orbitals, where the subscript denotes the
z component of the angular momentum. The s orbitals are
spherically symmetric with the greatest probability for the

FIGURE 4 The energy levels for the n = 2 and n = 3 states of hy-
drogen predicted by the Dirac theory and the Schroedinger theory
with inclusion of the electron magnetic moment and special rela-
tivity to order (v/c)4. The Lamb shift shifts the binding energy
for levels of the same J, so they are no longer degenerate.
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FIGURE 5 Boundary surface plots of the probability density for
the 1s, 2s, 2p0, and 2p±1 states of the hydrogen atom. The bound-
ary surface excludes all space in which |ψ |2 is less than one tenth
of its maximum value. [Adapted from Bockoff, F. J. (1969). “Ele-
ments of Quantum Theory,” Addison-Wesley, Reading MA.]

electron to be close to the nucleus. The p orbitals have an
anisotropic distribution. The distributions for the p+1 and
p−1, orbitals are consistent with what one would expect
for an electron moving in a circular orbit in the x , y plane,
taking into account the fact that the angular momentum
vector lies in a cone with a half-angle of 45◦. The distri-
bution for the p0 orbital is not easily visualized in terms
of an electron moving in a circular orbit.

The radial probability density |ψnl |2 = Pnl for the elec-
tron in the nl atomic orbital to be in a spherical shell with
radius between r and r + dr is given by integrating the
probability per unit volume over the volume enclosed be-
tween spheres of radii r and r + dr . Figure 6 shows the
radial probability density for the n = 1, 2, and 3 states of
hydrogen. The dashed line shows the radius of the corre-
sponding orbit in the Bohr theory.

III. THE HELIUM ATOM

The nucleus of the helium atom consists of two protons
and two neutrons. It is sometimes referred to as the alpha
particle and was first observed in the decay of heavy ra-
dioactive nuclei. The energy levels for He+, which is a
helium nucleus with only one bound eletron, are similar
to those for hydrogen, with a larger binding energy due to
the higher Z for the nucleus. To a good approximation the
energy levels are given by:

Enl = −RcZ2/n2

To obtain the energy levels for He one adds a second elec-
tron to the He+ ion. Since the second electron cannot be in
the same quantum state and thus have the same quantum
numbers as the first electron, it must be either in a differ-
ent orbital state or in a different spin state. Since the spin
has little effect upon the energy levels, a lower energy is
obtained by putting the second electron in the same or-
bital state as the first electron but with a different value for
the projection of the spin angular momentum along the z
axis. Thus, the quantum numbers (n, l, ml , ms) for the first
electron will be (1, 0, 0, 1

2 ) and the quantum numbers for
the second electron will be (1, 0, 0, − 1

2 ). The z component
of the total spin angular momentum, which is the sum of
the z components of the spin angular momenta of the two
electrons, will be zero; it can be shown that the total spin
angular momentum will also be zero. The binding energy
for the second electron will be smaller than that for the
first electron because the first electron tends to shield the

FIGURE 6 The radial probability density for the electron in a one-
electron atom for n = 1, 2, 3 and all the possible values of l . The
dashed lines shows the radius of the corresponding circular orbit
in the Bohr theory. [Adapted from Eisberg, R., and Resnick, R.
(1985). “Quantum Physics of Atoms, Molecules, Solids, Nuclei,
and Particles,” John Wiley & Sons, New York.]
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nucleus and thus reduce the effective Coloumb field seen
by the second electron.

In building up the states for the helium atom, we spoke
of the electrons as if they were distinguishable and there
were a first electron and a second electron. In reality,
the electrons are indistinguishable and we cannot deter-
mine which is the first electron and which is the second.
The Pauli exclusion principle, which requires that no two
electrons occupy the same quantum state, can be refor-
mulated in terms of a requirement that the wave function
describing the electrons in any quantum-mechanical sys-
tem be antisymmetric with respect to the exchange of any
two electrons. The corresponding wave function for the
ground state of helium is

ψ(r1, r2) = ψ10(r1)ψ10(r2)
√

1
2

[
χ1

(
1
2

)
χ2

(− 1
2

)
−χ1

(− 1
2

)
χ2

(
1
2

)]
Here,ψ10(ri ) is the orbital wave function of the i th electron
in the ground state and χi (ms) is the spin wave function
for the i th electron with component ms along the z axis.
This wave function retains the indistinguishability of the
two electrons. It says that the electrons occupy the same
orbital state and that one electron has spin component + 1

2
along the z axis and the other electron has spin component
− 1

2 along the z axis. It does not say which electron has
which spin component.

To obtain the first excited state of helium, one can add
the second electron in either a 2s or 2p state of the helium
ion with the spin vectors of the two electrons adding to
either 0 or 1. Since the two electrons now occupy different
orbital states, there is no restriction on the spin states.
There are four possible states for the helium atom:

(1s)(2s)1S (1s)(2s)3S

(1s)(2p)1P (1s)(2p)3P

where the S and P refer, respectively, to the total orbital
angular momentum of the two electrons and the leading
superscript 1 or 3 uses the multiplicity 2S + 1 to designate
the total spin. The states are referred to, respectively, as
singlet and triplet states. For each of these states one can
further add the spin and orbital angular momenta to obtain
the total angular momentum. The complete list of possible
states is

(1s)(2s)1S0 (1s)(2s)3S1

(1s)(2p)1P1 (1s)(2p)3P0,
3P1,

3P2

For the singlet states, the spin function is antisymmetric
under the interchange of the two electrons and the orbital
wave function is symmetric; for the triplet states, the spin
wave function is symmetric under the interchange of the

two electrons and the orbital wave function is antisymmet-
ric. The net result is that in the singlet state the electrons
are in general close together and the Coulomb repulsion
is larger. This results in a smaller binding energy for the
singlet states. The electrons act as if they were subject to a
force that depends on the relative orientation of the spins.
This quantum-mechanical effect is sometimes referred to
as due to the exchange force; it has no classical analog.
The electrons are said to be correlated, and the difference
in energy of the singlet and triplet states is due to the differ-
ence in the Coulomb repulsion between the two electrons
due to the electron correlation.

It requires a detailed variational calculation to predict
the order of the energy levels. Figure 7 shows the observed
energy-level diagram for helium. The parity of the wave
function is determined by inverting the coordinates of both
electrons.

The interaction that causes a helium atom in an ex-
cited state to decay through the emission of photons is
due primarily to the interaction between the electromag-
netic field and the charge of the electron. The interaction
of the electromagnetic field with the spins is much smaller.
The net result is that there is little coupling between the

FIGURE 7 The energy levels for the helium atom.



P1: FLV/LSK Revised Pages P2: FWQ/LOW QC: FYK

Encyclopedia of Physical Science and Technology EN001D-41 May 7, 2001 17:23

Atomic Physics 755

FIGURE 8 Probability density |�|2 r 3 = |Rnl (r/a0) |2 r 3 for Rydberg H atom, n = 20, l = 10. (Factor of r 3 takes into
account the larger three-dimensional volume at larger radius, to show the probability of finding the electron at a
particular r .) Compare with Fig. 6; recall the size of the H atom with n = 1 is about r /a0 = 1 (a0 is the Bohr radius,
5.29 × 10−11 m).

singlet and triplet states. Helium acts as if there were two
different species, one with spin 0 and one with spin 1.
They are sometimes referred to, respectively, as para- and
ortho-helium. A similar behavior is observed for molecu-
lar hydrogen, which has energy levels very similar to those
for helium.

A further result of this weak coupling is that the
(1s)(2s)3S1 state of helium has a very small probability
for decay to the singlet ground state. It is said to be
metastable. In the absence of external perturbations, it de-
cays by single-photon magnetic dipole radiation with a
lifetime of 0.841 × 104 sec. This is to be compared with a
lifetime of 20 msec for the (1s)(2s)1S0 state, which decays
by the emission of two electric dipole photons. Normally,
an allowed one-photon electric dipole decay has a lifetime
on the order of nanoseconds.

IV. RYDBERG AND EXOTIC ATOMS

Certain highly excited atoms, with one or more electrons
at very high energy, just below the ionization potential
energy needed to tear the electron off, are called Rydberg
atoms. The Rydberg electron is bound to the atom, but just
barely so. The principal quantum number n is a measure of
the excitation of the Rydberg atom; atoms with n up to 600

or more have been observed. (In principle, n can go up to
infinity before the electron becomes unbound or ionized;
however, then the Rydberg atom becomes extraordinarily
fragile and very difficult to measure.)

Rydberg atoms have a number of interesting properties.
Since the electron is nearly unbound (the binding energy
drops as n−2), it moves quite far away from the nucleus,
as shown in Fig. 8. The size of a Rydberg atom goes as n2,
and its cross-section goes as n4. For very high n values,
the electron orbital radius can be several microns, almost
macroscopic in size. The distance and weak interaction of
the Rydberg electron with the nucleus mean that all Ry-
dberg atoms are very similar to H atoms. Even with an
extended and more complex core such as Na+, or even
with a molecular core such as H+

2 , the distant electron
“sees” a point source of positive charge to a good approx-
imation, just as the electron in an hydrogen atom does.
Thus, most of the quantum mechanics mathematical ap-
paratus and notation developed for the hydrogen atom can
be used. The radiative lifetime of a Rydberg electron is
calculated according to the usual hydrogen atom electric
dipole matrix elements, and varies as n3. That is, as n goes
up, the Rydberg electron becomes less and less likely to
radiate. This is explained physically as an isolation of the
Rydberg electron from the charge center of the nucleus,
so it acts more and more like an isolated free electron,
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which does not radiate. The polarizability of the “floppy”
Rydberg atom can be very large, and goes as n7.

Since the Rydberg electron interacts weakly with the
rest of the atom, perturbation theory methods can be used
to calculate various properties that would be impossible
to calculate for a low-lying, strongly interacting electron.
The Rydberg electron can act as a sensitive probe of vari-
ous core properties such as polarizability and quadrupole
moment of the ion core.

The weak interaction between the Rydberg electron and
its core can allow a relatively slow transfer of energy
between the two. When an excited core transfers energy
to the Rydberg electron, usually giving it enough to be
ionized, the process is called autoionization. In this, the
core loses the energy the Rydberg electron gains. When
a Rydberg electron loses energy, which is transferred to
the core, the process is called dielectronic recombination.
This is the most important mechanism in plasmas whereby
free electrons and ions combine to form a normal hot gas.
These two process are the time reversal of each other, but
are described by the same mathematics.

Since n is very high for Rydberg states, and l and m can
take on a large number of values, typically a very large
number of Rydberg states are available, all at nearly the
same energy close to but just below the ionization poten-
tial. (Autoionizing states, counting the core energy, actu-
ally lie above the ionization potential.) There are so many
states close in energy that usually they overlap in energy
and interfere with each other in a quantum mechanical
way, leading to very complex situations and to a so-called
quasi-continuum of states.

An “atom” of positronium is formed by an electron and
its antiparticle, a positron. Although the two eventually an-
nihilate each other (via the overlapping of their wave func-
tions), they can live for up to 10−7 sec, orbiting each other
very much like in a hydrogen atom, except the reduced
mass is half that of a normal hydrogen atom’s electron.
While positronium exists, it can absorb and emit photons
with a spectrum similar to atomic hydrogen, except all
wavelengths are doubled relative to atomic hydrogen. The
lifetime of the positron is sensitive to the details of the
wave function and so can probe the inside solid-state sys-
tems of the wave function. The quantum mechanical state
labels of He apply to positronium.

A muonic atom is formed by a normal atom with one
electron replaced by a negative muon, which is very sim-
ilar to an electron but weighs 207 times as much. The
muon in an atom has a wave function and transitions just
as the electron does, but the much higher mass means
that the energies are higher and the wave functions are
“tighter” (occupy less space). In fact, a significant frac-
tion of the muonic wave function exists inside the nucleus
of the muonic atom, thus muonic atoms are used to probe

the exact spatial distribution of mass and charge of the
nucleus, especially near the edge of the nucleus. Muonic
molecules exist, with the muon pulling two nuclei very
close together in a chemical bond. Unfortunately, ther-
malized muons are difficult to produce, and muons are
unstable and only live 2 µsec before decaying, so muon
catalyzed fusion of hydrogen nuclei has been observed but
is not efficient.

An antiproton and a positron form the exotic atom of
antihydrogen. This atom has been formed and detected at
the high energies commensurate with the formation of the
antiproton. A great deal of work is ongoing to slow down
the antihydrogen to thermal or less energies and even to
laser trap them. An atom consisting of a normal He++

nucleus, an antiproton, and an electron (antiprotonic he-
lium) has been spectroscopically measured, as it is easier
to form than plain antihydrogen. From the measured Ryd-
berg constant of antiprotonic helium, the antiproton mass
has been measured to be the same as that of a normal
proton to within 3 ppm.

V. COMPLEX ATOMS

The scheme used to construct the energy levels of he-
lium can be generalized and used to construct the energy
levels of more complex atoms with many electrons. One
adds electrons one at a time, with each electron placed in
the unoccupied orbital with the lowest energy in accord
with the Pauli exclusion principle. To first order it can be
assumed that the electrons are independent and that the
order for filling the levels is the same as that for hydrogen.
When all the orbitals for a given angular momentum with
different z components of angular momentum are filled,
one obtains a spherically symmetric configuration with
total angular momentum equal to zero, which is referred
to as a closed shell. Helium, which has two electrons in
the 1s orbital, is the first atom with a closed shell. The
ground state of helium has total orbital angular momen-
tum equal to zero, total spin angular momentum equal to
zero, and total angular momentum equal to zero. The sec-
ond closed shell is for two electrons in the 2s orbital; this
is the beryllium atom. The third closed shell is for six elec-
trons in the 2p orbital; this is the neon atom. The complete
configuration of neon is 1s22s22p6. The closed shells that
correspond to the filling of all the levels with the same
principle quantum number in hydrogen are major closed
shells that correspond to the rare gases. This accounts for
their inertness and failure to be chemically active.

As Z increases, the order of filling of electrons in en-
ergy levels is modified from that for the energy levels of
hydrogen, due to the Coulomb interaction between the
electrons. Figure 9 shows the empirical order of filling
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FIGURE 9 The order of filling of the levels for many-electron
atoms.

of the levels. Table II gives the ground-state orbital elec-
tronic configuration, that is, the single electron orbitals
that are filled for that atom. All the rest of the (higher en-
ergy) orbitals exist but are not filled. Since the electrons
are not really single electrons, as is implicitly assumed in
column four of Table II, the table gives the ground-state
designation (in the format 2S+1L J , LS coupling) for the
entire number of electrons, whose various angular mo-
menta are coupled to form single S, L , and J values.
Table II also gives for each element the first ionization
potential, which is the energy required to remove the most
weakly bound (highest energy or outer) ground-state elec-
tron. The more tightly bound atoms have higher ionization
potentials.

It has not been possible to solve exactly the
Schroedinger equation for a many electron system. Tech-
niques such as the Hartree consistent field method have
been developed to take into account the interaction be-
tween the electrons. The Hartree method uses a wave func-
tion that is the product of single-particle wave functions. A
guess is made of the wave function for each electron, and
these wave functions are used to calculate the electrostatic
potential due to the charge distribution of the electrons.
These potentials are averaged over angles and summed
over all the electrons but one. This summed potential is
used in the Schroedinger equation for the remaining elec-
tron to solve for the wave function for that electron. This
procedure is repeated for each electron, and a new wave
function for each electron, and a new wave function for
each electon is obtained. The calculation is iterated until
there is no change in the wave functions. Figure 10 shows
the calculated wave functions for the argon atom. A more

elaborate procedure called the Hartree–Fock method has
been developed to take proper account of the Pauli prin-
ciple.

To obtain the angular momentum wave function of a
complex atom, one must add together the spin and or-
bital angular momenta of the individual electrons outside
the closed shells to obtain the total angular momentum of
the atom. Two approximate coupling schemes are used,
Russell–Saunders (or L S) coupling and j j coupling. In
Russell–Saunders coupling, the orbital angular momenta
of the individual electrons are added together to obtain
the total orbital angular momentum of the complex atom,
and the spin angular momenta of the individual electrons
are added together to form the total spin angular momen-
tum. The total orbital angular momentum is then added
to the total spin angular momentum to obtain the total
angular momentum. According to Hund’s rule, the state
with the highest multiplicity is the lowest energy state.
In j j coupling, for each electron the orbital and the spin
angular momentum are added together to form the total
angular momentum for that electron. The total angular
momenta of the individual electrons are then added to-
gether to obtain the total angular momentum for the atom.
Low-Z atoms are best described by Russell–Saunders cou-
pling, and high-Z atoms by j j coupling. Helium provides
a good example of Russell–Saunders coupling. The parity
of the wave function for a many-electron atom is deter-
mined by inverting the coordinates of all the electrons.
The rule for determining parity is given in Footnote b of
Table II. As the electrons in an atom become excited to

FIGURE 10 The Hartree theory radial probability densities for
the filled quantum states of the argon atom. [Adapted from
Eisberg, R., and Resnick, R. (1985). “Quantum Physics of Atoms.
Molecules, Solids, Nuclei, and Particles,” John Wiley & Sons, New
York.]
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TABLE II Ground Electronic Configurations and Ionization Energies for the Elements

Orbital Ionization
electronic Ground-state potential

Z Abbr. Atom configurationa designation (eV)

1 H Hydrogen 1s 2S1/2 13.5984

2 He Helium 1s2 1S0 24.5874

3 Li Lithium [He] 2s 2S1/2 5.3917

4 Be Beryllium [He] 2s2 1S0 9.3227

5 B Boron [He] 2s2 2p 2P1/2 8.2980

6 C Carbon [He] 2s2 2p2 3P0 11.2603

7 N Nitrogen [He] 2s2 2p3 4S3/2 14.5341

8 O Oxygen [He] 2s2 2p4 3P2 13.6181

9 F Fluorine [He] 2s2 2p5 2P3/2 17.4228

10 Ne Neon [He] 2s2 2p6 1S0 21.5646

11 Na Sodium [Ne] 3s 2S1/2 5.1391

12 Mg Magnesium [Ne] 3s2 1S0 7.6462

13 Al Aluminum [Ne] 3s2 3p 2P1/2 5.9858

14 Si Silicon [Ne] 3s2 3p2 3P0 8.1517

15 P Phosphorus [Ne] 3s2 3p3 4S3/2 10.4867

16 S Sulfur [Ne] 3s2 3p4 3P2 10.3600

17 Cl Chlorine [Ne] 3s2 3P5 2P3/2 12.9676

18 Ar Argon [Ne] 3s2 3p6 1S0 15.7596

19 K Potassium [Ar] 4s 2S1/2 4.3407

20 Ca Calcium [Ar] 4s2 1S0 6.1132

21 Sc Scandium [Ar] 3d 4s2 2D3/2 6.5615

22 Ti Titanium [Ar] 3d2 4s2 3F2 6.8281

23 V Vanadium [Ar] 3d3 4s2 4F3/2 6.7462

24 Cr Chromium [Ar] 3d5 4s 7S3 6.7665

25 Mn Manganese [Ar] 3d5 4s2 6S5/2 7.4340

26 Fe Iron [Ar] 3d6 4s2 5D4 7.9024

27 Co Cobalt [Ar] 3d7 4s2 4F9/2 7.8810

28 Ni Nickel [Ar] 3d8 4s2 3F4 7.6398

29 Cu Copper [Ar] 3d10 4s 2S1/2 7.7264

30 Zn Zinc [Ar] 3d10 4s2 1S0 9.3942

31 Ga Gallium [Ar] 3d10 4s2 4p 2P1/2 5.9993

32 Ge Germanium [Ar] 3d10 4s2 4p2 3P0 7.8994

33 As Arsenic [Ar] 3d10 4s2 4p3 4S3/2 9.7886

34 Se Selenium [Ar] 3d10 4s2 4p4 3P2 9.7524

35 Br Bromine [Ar] 3d10 4s2 4p5 2P3/2 11.8138

36 Kr Krypton [Ar] 3d10 4s2 4p6 1S0 13.9996

37 Rb Rubidium [kr] 5s 2S1/2 4.1771

38 Sr Strontium [Kr] 5s2 1S0 5.6949

39 Y Yttrium [Kr] 4d 5s2 2D3/2 6.2171

40 Zr Zirconium [Kr] 4d2 5s2 3F2 6.6339

41 Nb Niobium [Kr] 4d4 5s 6D1/2 6.7589

42 Mo Molybdenum [Kr] 4d5 5s 7S3 7.0924

43 Tc Technetium [Kr] 4d5 5s2 6S5/2 7.28

44 Ru Ruthenium [Kr] 4d7 5s 5F5 7.3605

45 Rh Rhodium [Kr] 4d8 5s 4F9/2 7.4589

46 Pd Palladium [Kr] 4d10 1S0 8.3369

47 Ag Silver [Kr] 4d10 5s 2S1/2 7.5762

Continues
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TABLE II (continued)

Orbital Ionization
electronic Ground-state potential

Z Abbr. Atom configurationa designation (eV)

48 Cd Cadmium [Kr] 4d10 5s2 1S0 8.9938

49 In Indium [Kr] 4d10 5s2 5p 2P1/2 5.7864

50 Sn Tin [Kr] 4d10 5s2 5p2 3P0 7.3439

51 Sb Antimony [Kr] 4d10 5s2 5p3 4S3/2 8.6084

52 Te Tellurium [Kr] 4d10 5s2 5p4 3P2 9.0096

53 I Iodine [Kr] 4d10 5s2 5p5 2P3/2 10.4513

54 Xe Xenon [Kr] 4d10 5s2 5p6 1S0 12.1298

55 Cs Cesium [Xe] 6s 2S1/2 3.8939

56 Ba Barium [Xe] 6s2 1S0 5.2117

57 La Lanthanum [Xe] 5d 6s2 2D3/2 5.5769

58 Ce Cerium [Xe] 4f 5d 6s2 1G4 5.5387

59 Pr Praseodymium [Xe] 4f3 6s2 4I9/2 5.473

60 Nd Neodymium [Xe] 4f4 6s2 5I4 5.5250

61 Pm Promethium [Xe] 4f5 6s2 6H5/2 5.582

62 Sm Samarium [Xe] 4f6 6s2 7F0 5.6436

63 Eu Europium [Xe] 4f7 6s2 8S7/2 5.6704

64 Gd Gadolinium [Xe] 4f7 5d 6s2 9D2 6.1501

65 Tb Terbium [Xe] 4f9 6s2 6H15/2 5.8638

66 Dy Dysprosium [Xe] 4f10 6s2 5I8 5.9389

67 Ho Holmium [Xe] 4f116s2 4I15/2 6.0215

68 Er Erbium [Xe] 4f126s2 3H6 6.1077

69 Tm Thulium [Xe] 4f13 6s2 2F7/2 6.1843

70 Yb Ytterbium [Xe] 4f14 6s2 1S0 6.2542

71 Lu Lutetium [Xe] 4f14 5d 6s2 2D3/2 5.4259

72 Hf Hafnium [Xe] 4f14 5d2 6s2 3F2 6.8251

73 Ta Tantalum [Xe] 4f14 5d3 6s2 4F3/2 7.5496

74 W Tungsten [Xe] 4f14 5d4 6s2 5D0 7.8640

75 Re Rhenium [Xe] 4f14 5d5 6s2 6S5/2 7.8335

76 Os Osmium [Xe] 4f14 5d6 6s2 5D4 8.4382

77 Ir Iridium [Xe] 4f14 5d7 6s2 4F9/2 8.9670

78 Pt Platinum [Xe] 4f14 5d9 6s 3D3 8.9587

79 Au Gold [Xe] 4f14 5d10 6s 2S1/2 9.2255

80 Hg Mercury [Xe] 4f14 5d10 6s2 1S0 10.4375

81 Tl Thallium [Xe] 4f14 5d10 6s2 6p 2P1/2 6.1082

82 Pb Lead [Xe] 4f14 5d10 6s2 6p2 3P0 7.4167

83 Bi Bismuth [Xe] 4f14 5d10 6s2 6p3 4S3/2 7.2856

84 Po Polonium [Xe] 4f14 5d10 6s2 6p4 3P2 8.417 (?)

85 At Astatine [Xe] 4f14 5d10 6s2 6p5 2P3/2 (?)

86 Rn Radon [Xe] 4f14 5d10 6s2 6p6 1S0 10.7485

87 Fr Francium [Rn] 7s 2S1/2 4.0727

88 Ra Radium [Rn] 7s2 1S0 5.2784

89 Ac Actinium [Rn] 6d 7s2 2D3/2 5.17

90 Th Thorium [Rn] 6d2 7s2 3F2 6.3067

91 Pa Protactinium [Rn] 5f2 6d 7s2 —b 5.89

92 U Uranium [Rn] 5f3 6d 7s2 —b 6.1941

93 Np Neptunium [Rn] 5f4 6d 7s2 —b 6.2657

94 Pu Plutonium [Rn] 5f6 7s2 7F0 6.0262

95 Am Americium [Rn] 5f7 7s2 8S7/2 5.9738

Continues
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TABLE II (continued)

Orbital Ionization
electronic Ground-state potential

Z Abbr. Atom configurationa designation (eV)

96 Cm Curium [Rn] 5f7 6d 7s2 9D2 5.9915

97 Bk Berkelium [Rn] 5f9 7s2 6H15/2 6.1979

98 Cf Californium [Rn] 5f10 7s2 5I8 6.2817

99 Es Einsteinium [Rn] 5f11 7s2 4I15/2 6.42

100 Fm Fermium [Rn] 5f12 7s2 3H6 6.50

101 Md Mendelevium [Rn] 5f13 7s2 2F7/2 6.58

102 No Nobelium [Rn] 5f14 7s2 1S0 6.65

103 Lr Lawrencium [Rn] 5f14 7s2 7p (?) 2P1/2 (?) 4.9 (?)

104 Rf Rutherfordium [Rn] 5f14 6d2 7s2 (?) 3F2 (?) 6.0 (?)

a Configurations with an odd number of odd l (p or f) electrons have odd parity. All other configu-
rations have even parity.

b These atoms cannot be correctly described by an LS coupled configuration.
Adapted from “Ground Levels and Ionization Energies for the Neutral Atoms,” NIST website
www.physics.nist.gov/PhysRefData/IonEnergy/tb1New.html.

higher energy and different wavefunctions, the parity will
change.

There is additional structure in the energy levels of many
atoms due to the interaction between the electrons and the
magnetic and quadrupole moments of the nucleus. For
these cases the nucleus has angular momentum and one
must add the nuclear angular momentum to the electronic
angular momentum to obtain the total angular momen-
tum. Measurements of the hyperfine structure are used
to determine the magnetic and quadrupole moments of
nuclei.

VI. INTERACTION OF ATOMS
WITH RADIATION

The interaction of an atom with an external electro-
magnetic field results in the emission and absorption
of radiation. An atom in an excited state will decay
exponentially with a mean life that depends on the
available energy and the character of the initial and final
states. The dominant form of radiation is electric dipole
radiation; it takes place only between states with opposite
parity.

In order to describe the interaction of atoms with the
radiation field, it is necessary to quantize the electro-
magnetic field. The universe is pictured as a large cubic
box with reflecting walls, and the set of solutions used
to describe the electromagnetic field is taken to be the
set of plane waves that satisfy the boundary conditions
for a box with perfectly reflecting walls. The electromag-
netic field is then expanded in a Fourier series in terms

of these plane waves. The field can be specified by giv-
ing the amplitude of each of the Fourier components. For
each mode there are two polarizations with the polariza-
tion vectors perpendicular to the direction of propaga-
tion of the plane wave. Due to the form of Maxwell’s
equations, the time dependence of the amplitude of these
individual modes is the same as that for a simple har-
monic oscillator whose frequency is the frequency of the
Fourier component. A familiar example of a simple har-
monic oscillator is a weight at the end of a spring where
the restoring force due to the spring is proportional to its
extension from the equilibrium configuration. To quan-
tize the electromagnetic field, one uses the same tech-
nique used to quantize the simple harmonic oscillator
involving so-called raising and lowering operators. [See
QUANTUM MECHANICS.] This quantization gives for
each mode a set of equally spaced energy levels whose
separation is hν, where ν is the frequency of the Fourier
component. These energy levels are depicted in Fig. 11.
Each excitation corresponds to one photon. If for the os-
cillator with frequency ν, direction of propagation k, and
polarization e, the nth energy level is occupied, then there
are n photons with frequency ν and polarization e propa-
gating in direction k.

In the electric dipole approximation, the Hamiltonian
interaction between the electrons in the atom and the elec-
tromagnetic field has the form:

�I = −
∑

i

eri · E(ri )

where ri is the coordinate of the i th electron and E(ri )
is the external electromagnetic field at the position of the

www.physics.nist.gov/PhysRefData/IonEnergy/tb1New.html
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FIGURE 11 The energy levels for the simple harmonic oscillator.
1
2 hν is the zero point energy.

i th electron. The interaction of an atom with the radiation
field results in the emission and absorption of radiation.
If an atom is in an excited state and there are no photons
present, the interaction will cause the atom to decay to
a lower state, with a characteristic mean life dependent
on the energy difference between the levels and the wave
functions describing the initial and final states of the atom.
This emission of radiation in the absence of external radi-
ation is called spontaneous emission.

Electric dipole transitions take place only between
states of opposite parity, and only certain changes in the
quantum numbers between the initial and final states are
allowed. The selection rules are summarized in Table III.
The probability for the atom to be in the upper state de-
creases exponentially with time. The radiation emitted by
an atom is not monochromatic but has a frequency distri-
bution given by the equation

I (ν) = I0

(
γ

4π2

)
1

(ν − ν0)2 + (γ /4π )2

This distribution was first discussed by Lorentz, and it
is called the Lorentzian line profile. The mean life τ for

TABLE III Selection Rules for Electric Dipole Radiation

For a single electron
�l = ±1
�m = 0, ±1
� j = 0, ±1 but not j = 0 to j = 0
�m j = 0, ±1 but for � j = 0, not m j = 0 to m j = 0
Parity must change

For a many-electron configuration
�L = 0, ±1 but not L = 0 to L = 0
�ML = 0, ±1
�J = 0, ±1 but not J = 0 to J = 0
�MJ = 0, ±1 but for �J = 0, not MJ = 0 to MJ = 0
Parity must change

decay is related to the width of the distribution by the
equation:

τ = 1

γ

The Lorentzian line profile can be explained by a sim-
ple classical picture: the excited electron is treated as si-
nusoidal oscillator whose amplitude is exponentially de-
creasing, as shown in Fig. 12. This amplitude is given by
the formula:

A(t) = A0 cos (νt) e−(γ /4π )t

The squared Fourier transform of this amplitude is simply
the Lorentz form in Fig. 12. (The reverse is also true—the
Fourier transform of the Lorentzian is an exponentially de-
caying sinusoidal.) Of course, a real quantum atom does
not gradually decay, but rather decays suddenly, with the
exact time of decay given by an exponential decay distri-
bution for an ensemble of atoms.

If an atom is struck by a plane electromagnetic wave
whose frequency ν is related to the difference in energy
of the two levels E1 and E2 through the Bohr relation:

ν = (E1 − E2)/h

and there is an allowed dipole transition connecting the
two levels, then an atom in the lower state can be excited
into the higher state with the absorption of a photon or
an atom in the upper state can be stimulated to make a
transition to the lower state with the emission of a photon
with the same frequency, polarization, and direction as
the incident electromagnetic wave. These two processes
are referred to, respectively, as absorption and stimulated
emission. It is the latter process that makes possible the
laser.

The interaction of the atom with the electromagnetic
field also produces corrections to the energy levels. These
corrections arise through higher-order processes in which
virtual photons are emitted and reabsorbed or a photon
changes for a short time into a virtual electron–positron
pair. The understanding and calculation of these energy
shifts is one of the major triumphs of quantum electro-
dynamics (QED). The first convincing experimental ob-
servation of the need for such corrections was the mea-
surement of the Lamb shift in hydrogen. According to the
Dirac theory, in the n = 2 state of hydrogen the (2s)2S1/2

and (2p)2P1/2 state have exactly the same energy. In an
experiment carried out at Columbia University by Willis
Lamb and his coworkers, it was found that the (2s)2S1/2

state was less bound than the (2p)2P1/2 state by 1
10 of the

fine structure splitting between the (2p)2P1/2 and (2p)2P3/2

states (see Fig. 4). It was shown later that this shift agrees
with the predictions of quantum electrodynamics. The
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FIGURE 12 Exponentially decaying sinusoidal with frequency ν0 and decay constant (as a function of t) and
Lorentzian line shape with center frequency ν0 and width (as a function of ν). Each is the Fourier transform of
the other.

electron in the (2s)2S1/2 state spends more time near the
proton than an electron in the (2p)2P1/2 state. Due to the
emission and reabsorption of virtual photons, the elec-
tron is pushed away from the proton so that its interaction
with the Coulomb field due to the proton is weaker. This
decreases the binding energy for the (2s)2S1/2 state more
than for the (2p)2P1/2 state and results in a shift of the
(2p)2S1/2 state upward from the (2p)2P1/2 state. The Lamb
shift has now been measured to be 1057.8446 (29) MHz
within 3 ppm, with satisfactory agreement between exper-
iment and theory.

The most precisely measured higher-order effect due
to the electromagnetic field is the correction to the mag-
netic moment of the electron. The magnetic moment of
the electron differs by a small amount from the value pre-
dicted by the Dirac theory due to the interaction with the
electromagnetic field.

Monumental calculations by Kinoshita and others of up
to eighth-order radiative and self-energy QED corrections
to the electron in the virtual radiation field give a value
of the ratio g, the electron magnetic moment to the Bohr
magneton, to be

g − 2

2
= 1 159 652 201 (27) × 10−12

The experimental value of the g-factor, measured by
Dehmelt and others by trapping and following for months
a single electron in a magnetic trap, is

g − 2

2
= 1 159 652 187 (4) × 10−12

which is in outstanding agreement with theory (with the
theory about seven times less accurate).

SEE ALSO THE FOLLOWING ARTICLES

ATOMIC SPECTROMETRY • COLLISION-INDUCED SPEC-
TROSCOPY • NUCLEAR PHYSICS • QUANTUM MECHA-
NICS • QUANTUM OPTICS • QUANTUM THEORY
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GLOSSARY

Accelerator, circular A machine which increases the ki-
netic energy of particles (e.g., electrons, protons, and
their antiparticles); magnetic fields are used to guide
them on a circular path many times through the same
accelerating system.

Accelerator, linear A machine which accelerates parti-
cles in a straight line.

Calorimeter A particle detector which measures the en-
ergy of an elementary particle by absorbing the particle
and converting its energy into a measurable signal.

Collider, circular A machine in which two circular ac-
celerators are combined to accelerate and store beams
moving in opposite directions. It is used to produce
very high energy phenomena in the collisions between
particles in the beams.

Collider, linear A machine consisting of two linear accel-
erators which accelerate beams in opposite directions.

Collider detector (CD) A complex instrument used to
measure the momenta and energies of the particles

produced in a collider collision. Layers of detectors
dedicated to specific measurement tasks surround the
collision point.

Electron volt (eV) Unit of energy used in high-energy
and accelerator physics. It is defined as the kinetic en-
ergy imparted to an electron passing through a potential
difference of 1 V.

Hadron electron ring accelerator (HERA) An
electron–proton collider, 6.3 km in circumference,
at Deutsches Elektronen-Synchrotron (DESY) in
Germany.

Higgs particle Putative particle introduced to describe
one mechanism by which elementary particles acquire
masses in their interaction with the all-pervasive Higgs
field.

Large electron–positron (LEP) collider The world’s
largest particle accelerator, 27 km in circumference,
at the European Organization for Nuclear Research, or
CERN.

Large hadron collider (LHC) A particle accelerator un-
der construction in the tunnel of the LEP machine at

 253
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CERN. The LHC will collide proton beams with a com-
bined energy of 14 TeV.

Relativistic heavy-ion collider (RHIC) A circular par-
ticle accelerator, 3.8 km in circumference, at the U.S.
Department of Energy’s Brookhaven National Labo-
ratory. It provides collisions between protons and be-
tween ions as heavy as gold.

Standard model (SM) A model that describes our
present understanding of nature’s electroweak and
strong forces. It is beautiful, in agreement with almost
all observations, but not the ultimate truth. Arguably,
new physics horizons will be opened when the TeV
frontier is reached.

Tevatron A particle accelerator at the U.S. Department of
Energy’s Fermi National Accelerator Laboratory (Fer-
milab), 6.3 km in circumference, which can accelerate
protons to energies of almost 1 TeV. It is also used as a
proton–antiproton collider.

Tracking detectors Instruments which measure the tra-
jectories of charged particles with a spatial resolution
ranging from 0.01 to 1 mm. Typically, these detectors
consist of thin layers of noble-gas mixtures or silicon, in
which thin wires or metal electrodes collect the ioniza-
tion produced by the passage of the particle signaling
the particle position.

COLLIDER DETECTORS for multi-TeV particles are
complex instruments that detect and measure simultane-
ously the parameters of thousands of particles in a detector
volume of 10,000–20,000 m3. This splash of particles is
produced in ultra-energetic collisions between two pro-
tons in counterrotating beams in a particle collider. The
next generation of these instruments, at present under con-
struction, aims at the study of physics phenomena at en-
ergies of 1011 to 1012 eV or more, such as the mecha-
nism generating the masses of fundamental particles, the
concept unifying the fundamental forces, or the process
through which the matter–antimatter symmetry was vi-
olated during the first microsecond after the big bang.
These instruments are composed of several layers of de-
tectors, each with a specific measurement task, and are
subdivided into ∼108 detection cells. Collisions exhibit-
ing novel physics signals are expected to occur only rarely,
typically at the rate of 1 in 1010 collisions or less; therefore,
these instruments also push the data rates to limits exceed-
ing 1015 bits/sec. Worldwide collaborations of thousands
of physicists and engineers are building research facilities,
in concert with industry, to develop these instruments.

I. OVERVIEW

Exploring the structure of matter at the microscopic scale,
exposing the laws of physics which shape the evolution of

matter in our universe, grasping the forces which hold par-
ticles together: these are some of the aims of elementary
particle physics. Several tools are used in this research,
but foremost among them are particle accelerators called
colliders and their associated experimental apparatus (col-
lider detectors) which open the way into this invisible and
microscopic world.

This overview will set the stage: The collider machines
are being developed to create this new (physics) world;
collider detectors (CDs) live with them in a symbiotic re-
lationship. They “see” the new physics, capturing the fleet-
ing signals and transforming them into bytes—terabytes—
of information. Thousands of scientists around the globe
are decoding this data in search of deeper or new insights
into our physics understanding.

The “actors” in a CD will be a number of different de-
tectors, each playing a specialized measurement role. In
Section II we will highlight features of modern instru-
mentation, which will set the foundation for designing
a collider detector (Section III). Finally, in Section IV
we will turn the blueprint into physics and engineering
reality.

A. What Is a Collider?

A collider accelerates and stores beams of elementary par-
ticles (e.g., protons or electrons). Two beams, traveling at
relativistic speed close to the speed of light in opposite
directions, are guided to intersect inside the center of the
CD, and particles will, with a certain probability, collide.
In such an interaction the energy carried by the particles
will be concentrated in a tiny volume, which will create
a state of very high energy density. This state will mate-
rialize into a variety of particles (pions, kaons, protons,
etc.) to be captured and identified in the CD. Occasion-
ally, these signals may reflect a hitherto unknown state of
matter or a novel fundamental particle.

In such a collision the particles also “feel” each other
intimately and sense each other’s internal structure. Much
as an electron microscope reveals the structure of matter
at the 10−8-cm scale, the most energetic particle colliders
probe matter at the 10−17-cm scale.

In short, the higher the energy of the colliding beams,
the higher the microscopic resolution, the energy den-
sity, and the sensitivity for signals of new physics. The
energy of these particle beams is measured in electron
volts (eV), with present colliders operating between giga
electron volts (1 GeV = 109 eV) and tera electron volts
(1 TeV = 1012 eV). In today’s colliders different stable
particles—electron–positron (e−e+), proton–proton (pp),
proton–antiproton (pp̄), electron–proton (ep), ion–ion—
are being used, the choice depending foremost on the re-
search emphasis. Equally decisive, however, is the tech-
nology available to accelerate and store the particles.
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B. Why Colliders?

In the collision of two particles of energies (momenta,
masses) E1( p̄1, m1) and E2( p̄2, m2) the total center-of-
mass energy (ECMS) can be expressed in the form

ECMS = [
(E1 + E2)2 − ( p̄1 + p̄2)2

]1/2
.

For two relativistic, counterrotating beams colliding
head-on,

ECMS ≈ [2E1 · E2 · (1 + β1β2)]1/2

or

ECMS ≈ 2E for E1 = E2, β1 = β2 ≈ 1.

Contrast this result with the energy ECMS made avail-
able in the collision of an accelerated beam of particles,
energy E1, colliding with nucleons, mass mN, on a sta-
tionary target (E2 = mN, β2 = 0):

ECMS ≈ [
2E1 · mNc2

]1/2 ≈ [2E1(GeV)]1/2,

with mNc2 ≈ 1 GeV. It would need an energy E1 = 2E2/

mNc2 to match the ECMS achievable in a collider with two
beams of energy E . As an example, the 27-km-long large
hadron collider (LHC) ring would turn into an impossibly
large 200,000-km accelerator ring.

TABLE I Today’s Energy Frontier of Collider Detectorsa

Laboratory/Instrument

CERN Fermiab
BNL DESY

RHIC LEP collider LHC HERA Tevatron 1 Tevatron 2

Colliding particles pp e+e− pp ep pp̄ pp̄
Au–Au Pb–Pb

Beam energy (GeV) 250 (proton) ≤104 7,000 (proton) 28 + 920 900 1000
100/nucleon 2,760/nucleon

(Au) (Pb)

ECMS (GeV) 500 (pp) ≤208 14,000 (pp) 320 1800 2000

200 (NN) 5,520 (NN)

Collision rate (Hz) <106 (p) <10 109 (p) Few 102 ∼106 ∼107

∼103 (Au) 104 (Pb)

Discovery reach, 10 GeV/fm3 208 5,000 100 <300 ∼500
(GeV) in ∼103 fm3

Major physics Quark–gluon Standard Origin of particle Proton SM top Top quark
emphasis plasma model (SM) masses structure quark
(examples)

Higgs search Physics beyond Particle Search for
the SM searches symmetry

breaking

a BNL, the U.S. Department of Energy’s Brookhaven National Laboratory; RHIC, relativistic heavy-ion collider; CERN, the European
Organization for Nuclear Research; LEP, large electron–positron; LHC, large hadron collider; DESY, the German laboratory Deutsches
Elektronen-Synchrotron; HERA, hadron electron ring accelerator; Fermilab, the U.S. Department of Energy’s Fermi National Accelerator
Laboratory; NN, nucleon–nucleon.

Obviously, if energy is at a premium, one should build
a collider. These machines are honed to extend the energy
frontier for physics research; see Table I. A few explana-
tions will help an individual to understand the shorthand
of this table. Perhaps the most striking feature is the differ-
ence in ECMS between the e+e− collider, or large electron–
positron (LEP) collider, and pp̄ collider (Tevatron), and the
future LHC. Although the LEP collider ring has a circum-
ference of 27 km and a bending radius r = 3100 m, the
synchrotron radiation loss dW/dt ,

dW/dt ∼ (E/mc2)4/r2,

is so high that for electrons, with their small mass m, it
is unrealistic to go beyond the LEP collider energy with
circular machines. Today, higher energies can be reached
only with a pp(pp̄) machine for which synchrotron losses
are not significant. The LHC, under construction in the
LEP collider tunnel, will be able to handle beams 70 times
the LEP collider energy.

Dramatically new ways are being pursued to prepare
colliders with energies beyond those of the LEP col-
lider and the LHC. Any future energy increase in e+e−

machines will require novel linear collider geometries.
The pp route implies very high field superconducting mag-
net technologies and very large ( 100-km) circumference
rings. A remarkable compromise between these two ex-
tremes could be a µ+µ− collider, which promises the
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attractiveness of a circular e+e− machine without its bane
of synchrotron radiation.

Table I also shows that pp machines can be used to
collide fully ionized nuclei, up to Pb92+. A dedicated nu-
clear collider, the relativistic heavy-ion collider (RHIC),
has been constructed to study nuclear matter under ex-
treme conditions (e.g., in the quark–gluon plasma phase).
Starting in 2006 this program will also be pursued at the
LHC.

C. Collider Detectors

Table I also hints at an intimate relation between the type
of collider and its collision rate, which determines the key
features of the CD.

In every e+e− annihilation all the energy is converted
into the physics state under study. For this reason the dis-
covery reach for new particles of mass M approaches ap-
proximately M ≈ ECMS, with rather clean signals and little
disturbing background.

The contrast to pp(pp̄) machines is striking. Protons
are made of three quarks, held together with gluons,
which share in a fluctuating way the energy of the proton.
These pp(pp̄) colliders are actually quark–quark (quark–
antiquark) and gluon–gluon colliders at reduced energy.
In most cases the quarks collide at glancing angles, trans-
ferring little energy. Only rarely, typically in 1 collision
in 106 or less, is there a head-on encounter with most of
the energy of both particles made available. In pp colli-
sions, the effective energy reach for discovery is therefore
much smaller than ECMS. Furthermore, most of the time
much energy is squandered to produce the familiar colli-
sion products, which is a big nuisance. The new, exciting
physics happens excruciatingly rarely. Some of the “most
wanted” new particles might be discovered only at the rate
of 1 in 1014.

In these colliders the particles in the beams are grouped
into bunches: at the LHC, every 25 nsec, pairs of intense
proton bunches will sweep through each other; this pro-
duces typically 20 collisions and some 3000 particles.

For these reasons CDs at pp colliders, such as the LHC,
must function at very high collision rates, must select the
rare interesting physics phenomena with lightning speed,
and need to measure them in the presence of thousands of
background particles. These are the challenges for the new
generation of TeV collider detectors under construction for
the LHC, as will be described in the following sections.

II. COLLIDER DETECTOR COMPONENTS:
A PRIMER

The particles created in the wake of a collision are kine-
matically described by their momentum p̄ and energy E .

While in principle a measurement of p̄ and E of all the par-
ticles produced characterizes the original state, sometimes
more specific quantities, such as the identity or mass of a
particle, are measured with specialized instrumentation.

We present the principal detector components used for
these measurements and argue that the laws of physics
shape the basic configuration and dimensions of a CD,
conceptually shown in Fig. 1.

How are momenta and energies measured?

A. Momentum Measurement
of Charged Particles

For the momentum measurement there is only one recipe:
immerse the volume around the collision in a magnetic
field, and instrument this volume with tracking detectors,
such that the curved particle trajectory may be recon-
structed and hence its momentum inferred. The minimal
requirements for such a measurement are as follows:

� At least three position measurements must be made
along the trajectory to deduce the curvature.

� Tracking detectors which disturb the trajectory ever so
gently must be used to minimize instrumental
“blurring” of the trajectory.

Given the radius of curvature r [m] of a particle with mo-
mentum p [GeV/c] and unit charge in a magnetic field B
[T], with

r ≈ 10p/3B,

one derives an approximate expression for the momentum
accuracy δp/p of such a detector:

δp

p
= σ√

Nm
· 80p

3L2 B
, (1)

where σ [m] is the accuracy in the position measurement
of the tracking detector and Nm counts the number of
measurements along the track. Including the spectrome-
ter length L [m] and the magnetic field strength B [T],
there are four parameters available for the spectrometer
optimization.

There are two main classes of tracking detectors used
in CDs. They are discussed next.

1. Solid-State Detectors

Solid-state detectors (see Fig. 2) provide a signal by col-
lecting the charge liberated in the passage of the particle
through a semiconductor. Suitably implanted electrodes,
typically strips, apply an electric drift field, in which the
ionization charges are collected and induce a detectable
signal. The workhorse for this type of detector is silicon
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FIGURE 1 Cross section through a conceptual configuration of a collider detector. Like nested Russian dolls, a
sequence of detectors enclose the collision point. In each detector layer, the particle is subjected to a specific mea-
surement, shedding, layer by layer, its physics information. Note the three logarithmic scales of the radial dimension.

FIGURE 2 Schematic view of a silicon microstrip detector (not
to scale). The charges liberated in the passage of the charged
particle are collected at the readout electrodes, from which the
position is derived. The distance (d ) between strips is typically in
the range of 20–50 µm. HV.

(Si), which has profited from the technological advances
of the computer-chip industry.

It is easy to estimate the strength of the signal. In Si,
an energy of ε ∼ 3.6 eV is required to move an electron
into the conduction band. Industry can process, relatively
easily, Si disks 300 µm thick. With an average energy
loss of ∼4 MeV/cm, about 30,000 electron–hole pairs
are created, which is large compared with the effective
thermal noise Ne ∼ 1000 e in the preamplifier, attached to
electrodes. If each electrode is connected to an electronic
channel to register the signal, the spatial resolution σ is
comparable to the strip spacing d: σ = d/

√
12.

Typical sizes of such detectors range from 5 × 5
to ∼10 × 10 cm2. A modern development is the pixel de-
tector, made possible through the prowess of the electron-
ics industry. A checkerboard of electrodes is used, with
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FIGURE 3 Three generations of wire-chamber tracking detectors: (a) proportional tube (also called, when operated
at very high gas amplification, the Geiger-Müller counter); (b) multiwire proportional chamber. Registration of the
ionization electrons measures the track with a resolution σ = d/

√
12. Measuring the drift time interval tD improves the

spatial accuracy; typical values in a drift chamber (c) are σ ∼ 100 µm.

dimensions of ∼50 × (few) hundred square microns, al-
lowing a two-dimensional measurement capability. Mod-
ern versions have the readout electronics piggybacked to
and matching the size of the tiny electrodes. Such detectors
allow tracks to be followed with a precision of ≤20 µm
even in collisions with hundreds or thousands of tracks.
They are the key component to identifying particles which
decay after a few tens or hundreds of microns, such as the
enigmatic beauty particles.

2. Gaseous Detectors

The second category of tracking detector works on ioniza-
tion produced in layers of suitable gas mixtures. Again,

electrodes collect the charge for further signal processing.
The primary signal is very feeble: in 1 cm of argon at
atmospheric pressure, a favorite detector gas, only about
100 electron–ion pairs are created, which is not enough for
convenient processing. However, a clever trick is used: in
sufficiently strong electric fields, the ionization electrons
can gain enough energy on their migration to ionize in
turn the gas, which initiates an avalanche of electron–ion
pairs. Physicists have found gas mixtures in which this
avalanche amplification can, in a controlled way, reach val-
ues up to 106, which makes the signal processing straight-
forward. The ancestor of such devices is the Geiger-Müller
counter (Fig. 3a). A thin wire, d 50 µm, is the collect-
ing anode. Thanks to the characteristic cylindrical electric
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field, E ∼ Vo/r , conditions for avalanche amplification
can be adjusted to occur within a few microns of the wire
surface.

Experimentation in particle physics was revolution-
ized in the late 1960s with the advent of the multiwire
proportional chamber (MWPC; see Fig. 3b), a deceptively
simple extension of the proportional tube. Simple, robust,
and cheap, it allows large detector areas to be instrumented
with high-quality tracking detectors and tracking informa-
tion to be processed at megahertz event rates.

The drift chamber (Fig. 3c) is an ingenious derivative.
A measurement of the drift time interval tD of the ioniza-
tion electrons between creation and arrival at the anode
wire gives the distance d = vDtD, if the drift velocity vD

is known. In suitable gas mixtures typical velocities are
vD ∼ 1–5 cm/µsec. The achievable spatial resolution is
∼100 µm.

The invention of the MWPC and the drift chamber was
the start of an explosive development of gaseous wire
chambers: it is relatively easy to shape electric fields and
cajole the electrons to drift in line with the demands of
physicists. The pinnacle in purity and elegance is the time
projection chamber (Fig. 4). A gas-filled cylinder, with a
central electrode, drifts the electrons to and projects them
onto the detector disks at the end, which are wire cham-
bers. They provide a two-dimensional view of the pro-
jected tracks, with the drift time giving the third dimen-
sion. It is an ideal imaging tracker for high-multiplicity
topologies occurring at low event rates. This technique
was optimal for and reached its apogee in CDs at the LEP
collider. It is also the technique of choice for tracking in
experiments at ion colliders (RHIC, LHC heavy ions).

FIGURE 4 Schematic view of a time projection chamber. The
large cylinder acts as a drift chamber, projecting the track ioniza-
tion onto the wire chambers at the two end faces.

B. Energy Measurement

Energy measurement of particles is a second, comple-
mentary technique. In contrast to the gentle interactions
in tracking detectors, the energy measurement relies on
complete absorption of the particles. Massive detectors are
instrumented, in which the particles interact either elec-
tromagnetically or by means of the strong (nuclear) in-
teraction. Sufficiently energetic particles (E 100 MeV)
produce a cascade of secondary particles with increasingly
lower energy. These instruments are called calorimeters in
analogy to the instruments which measure the total absorp-
tion of mechanical or chemical energy through a tempera-
ture rise. For calorimeters employed in CDs, an intermedi-
ate step in the absorption process—ionization or excitation
of the detector molecules—is used to derive a conveniently
measurable signal. On average this signal S is proportional
to the number of cascade particles N produced, which
in turn is proportional to the incident particle’s energy,
S = aN = bE. In individual measurements, the number N
fluctuates because the cascade is a statistical sequence
of approximately independent collisions. The fluctuations
�N of cascade particles, �N ∼ √

N , will generally de-
termine the ultimate limit to the accuracy (resolution) of
the energy measurement. The relative resolution,

�E/E ∼ �N

N
∼

√
N

N
∼ 1/

√
N ∼ 1/

√
E,

improves with increasing energy, which makes calorime-
try more precise than momentum spectroscopy for
energies around and beyond ∼100 GeV. A second attrac-
tive and distinctive feature is the capability of measuring
neutral particles (high-energy gammas, neutrons, etc.).
This is a further reason why calorimetry is essential in
modern particle physics, where increasingly we need
to obtain rather complete information about a collision
event. Two categories of calorimeters are being used.
They are described next.

1. Electromagnetic Calorimeters

For the energy measurement of electrons, positrons, and
gammas the absorption proceeds essentially by means of
the electromagnetic interaction. Bremsstrahlung of pho-
tons from electrons and positrons, and e+e− production
in the interaction of gammas in the Coulomb field of
the nuclei of the detector material are the principal pro-
cesses driving and propagating the electromagnetic (e.m.)
cascade. These instruments are therefore called electro-
magnetic calorimeters. A pictorial view of such a particle
shower is shown in Fig. 5.

The correlation between the measured energy and the
number of cascade electrons and positrons is very tight,
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FIGURE 5 A bubble-chamber picture of an electromagnetic shower. The chamber was filled with a liquid Ne–H2
mixture, which has a long characteristic absorption length for electrons. It was immersed in a 3-T magnetic field.
The curved lines are the images of electron and positron tracks in the electromagnetic cascade. In collider detectors,
materials for which this absorption length is at least 10 times shorter are chosen.

which results in a potentially very high quality energy
measurement; the practical limit to the energy resolution
in e.m. calorimeters is at the level of σ (E)/E 0.001/√

E(GeV). That is, for a 1-GeV electron (gamma) the in-
trinsic resolution can be as good as 1% (i.e., 10 MeV). At
100 GeV it could reach 0.1% (i.e., 100 MeV), although in
present-day detectors instrumental effects mask this stu-
pendous precision.

Practical examples of such high-quality instruments are
certain types of crystals, in which the e+e− cascade ex-
cites the crystal molecules with subsequent emission of
light flashes. A famous example of such a crystal is bis-
muth germanate, which was developed for an LEP col-
lider experiment. It has become the detector of choice
for positron-emission tomography (PET) used in medical
diagnostics.

2. Hadron Calorimeters

Hadron calorimetry is more complex. In the nuclear
and strong interactions a very wide spectrum of cascade
particles is produced: part of the energy is channeled into
energetic hadron production, and part is deviated into nu-
clear collisions accompanied by soft neutron and photon
emission, nuclear breakup, spallation, and so forth. This
multitude and complexity of reaction channels severely
distrubs the energy–signal correlation and hence the
intrinsic resolution is much worse. In the best devices, in
which certain tricks are used to improve this correlation,
the intrinsic resolution is measured to be at the level of
σ (E)/E ∼ 0.2/

√
E(GeV), although in many practical

detectors the resolution is closer to σ (E)/E ∼ 0.5/√
E(GeV). Nevertheless, at the high-energy frontier

where typical energies are well beyond 100 GeV, these

devices have a very respectable accuracy at the percent
level.

3. Calorimeter Dimensions

In both types of calorimeters the instrumental dimensions
are determined by a characteristic mean free path between
the collisions in the cascade. For the e.m. devices this
length X0 (radiation length) is determined by the density
of atomic electrons; one finds approximately

X0 ≈ 180A/Z2[g cm−2].

For lead, with density δ = 11.4 g cm−3, one obtains
X0 ≈ 5.5 g cm−2; hence X0 (Pb) ≈ 0.5 cm. Approximately
50 X0 (i.e., 25 cm Pb) are enough to absorb 99% of a
100-GeV particle.

For hadrons, the density of nuclear scatterers deter-
mines the nuclear interaction length λ. For Pb again, we
find λ(Pb) = 194 g cm−2 or ∼17 cm. Because of the higher
multiplicity in secondary-particle production, fewer mean
free paths are needed for complete absorption. Approx-
imately 10 λ are needed to absorb a 100-GeV hadron:
hadron calorimeters therefore typically have a depth of
∼2 m:

4. Calorimeter Optimization

We have broadly sketched the physics underlying the en-
ergy measurement. Practical devices need to be finely in-
strumented to extract a signal: it may be ionization charge
left in a suitable detector medium (e.g., liquid argon), or
it may be a light flash in a plastic scintillator or a scin-
tillating crystal. Such instruments may be sensitive in the
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full detector volume (e.g., a crystal) or divided into sep-
arate layers of absorber and instrumentation (sampling
calorimeters). It is the choice of this instrumentation which
will tailor the calorimeter to a specific measurement re-
quirement. This quest for optimization has led many re-
search groups over the past 20 yr to explore an incredible
range of instrumentation possibilities. In particular, the
next generation of CDs is characterized by excellent e.m.
calorimetry, combined with hadron calorimetry optimized
for very good high-energy measurements.

C. Particle Identification and Event Topologies

Inspection of Fig. 1 also indicates that the combined p
and E measurements contain a wealth of—for the physics
program—essential additional information on the types of
particles produced:

1. Short-lived particles. Particles containing a charm
or a beauty quark are short-lived, as is the heavy tau-
lepton: they decay within the beam pipe. Reconstruction
of the decay vertices with high-resolution tracking detec-
tors allows this very interesting group of particles to be
identified.

2. Electrons and photons. These particles deposit their
energy in the e.m. calorimeter. A matching track would
identify an electron; the neutral photon remains invisible
in the tracking detectors.

3. Hadrons. Most of the energy is deposited in the
hadronic calorimeter. Information on the charge is ob-
tained from the tracker.

4. Jets. Free quarks do not exist but manifest them-
selves as “jets” of hadrons, measured both in the tracker
and in the calorimeter.

5. Muons. These are as essential as electrons. Because
they weigh approximately 200 times more than electrons

TABLE II Performance Limits of Collider Detector Components

Limit to Process limiting Practical
Measurement Detector performance performance performance

Position of Silicon-strip σ 5 µm Spread of ionization σ = 10–20 µm
charged particles detectors electrons along track

Drift chamber σ 50 µm Diffusion of ionization σ = 50–150 µm
electrons

Thermal noise in
electronics

Energy measurement Crystals σ ∼ 10 MeV Signal fluctuations σ = 10–100 MeV
of electrons at 1 GeV Signal sampling at 1 GeV
or photons Fine sampling σ ∼ 1 GeV σ ≈ 1 GeV at

calorimetry at 100 GeV 100 GeV

of hadrons Sampling σ ∼ 3–5 GeV Fluctuations σ ∼ 5 GeV at
calorimeters at 100 GeV in absorption 100 GeV

process

they cannot be absorbed in a calorimeter and are therefore
identified as charged particles, traversing the detector and
leaving only a relatively faint signal of ionization.

6. Neutrinos. Although they traverse the detectors, al-
most never leaving any direct signal, their production can
still be inferred. They do carry with them E and p̄ and
reveal themselves, provided all the other particles are ade-
quately well measured. In practice, the energy component
projected on a plane transverse to the collision axis, ET,
reveals most tellingly the missing energy carried away by
the neutrino.

D. Performance Limits of Detectors

In Table II, the performance limits of the various detec-
tors are summarized. These limits of individual detector
performance set the scale and determine the performance
of the CD.

We have gained an understanding about the basic de-
tector components. The physics of the detection processes
imposes a natural arrangement and sets the scale for the
size of the detector components, as illustrated with a few
benchmark numbers:

1. Momentum measurement:

a. The typical magnetic field reached with
superconducting magnets is B ∼ 2 T.

b. The typical spatial resolution with Si detectors is
σ = 20 µm.

c. A 1% precision measurement at 100 GeV/c would
require the following:
(1) Four layers of position measurement with

σ = 20 µm (alternatively, 100 drift-chamber
measurements with σ ≈ 100 µm).

(2) Length of spectrometer L ≈ 100 cm.
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2. Energy measurement (surrounding the momentum
spectrometer, starting with the thin e.m. calorimeter):
a. For 100-GeV photon or electron absorption,

approximately 50 X0 are needed, which require
typically 50 cm.

b. For hadron containment, E ∼ few hundred GeV;
12–14 λ are required. In relatively compact
instruments values of λ ∼ 20 cm can be reached: a
total of 250–300 cm are required.

3. Muon measurement (performed in the last
instrumentation layer surrounding the hadron
calorimeter; very large magnetic-field volumes are
required):
a. Technologically practical field levels in air are

limited to 0.5–1 T; they reach 1.8 T in saturated
iron.

b. Typically 2–5 m of momentum spectroscopy are
needed.

In conclusion, it is clear that the laws of physics shape
the basic configuration of a collider detector: A “Russian
doll” sequence of application-specific detectors enclose
the collision point, peeling off the physics information
carried by the particle, step-by-step; see once more Fig. 1.

In the next section, we will show how the aims of a
specific physics research program and the ingenuity and
tastes of the researchers lead to a design of such a research
facility, the collider detector.

III. DESIGNING A COLLIDER DETECTOR

A panoply of measurement techniques have been devel-
oped to track and capture particles. The laws of physics
shape the generic CD. We are now equipped to partake in
this exciting intellectual adventure: the creation of a new
detector and research facility. Intellect, as well as experi-
ence seasoned with emotion, shapes the design, as will be
illustrated with the largest effort undertaken to date: the
LHC general-purpose CD facilities.

A. Intellect: Design Shaped
by Physics Potential

Research since the 1970s, and in particular during the
1990s at the LEP collider, has culminated in and sup-
ported the Standard Model of Electroweak and Strong In-
teractions (SM) as a remarkably good approximation of
the world experienced so far. However, the clarity and pre-
cision of the results is casting a shadow of new physics
not yet observed directly or contained in the SM:

� According to the SM a new, fundamental field (the
Higgs field) permeates all space. Particles acquire
masses through interaction with this field. If this is
true, one particle, the Higgs particle, will be
observable at the LHC. Research at the LEP collider
has placed a lower bound on the Higgs mass of
MH > 121 mp (mp is the proton mass) and an upper
bound of, very likely, MH < 200 mp.

� Nature has operated with, until now, mysterious
violations of symmetries. One such mechanism
created an imbalance between matter and antimatter,
such that a minute amount of matter, 1 quark in 109,
survived. Stars, galaxies, and life owe their existence
to this tiny violation.

� Neutrinos appear to have small masses, which the SM
has not predicted. Experiments must show the way out
of this conundrum.

� Our universe is dominated by invisible dark matter.
Circumstantial evidence favors the existence of
unknown elementary particles, as postulated, for
example, in one popular extension of the SM:
supersymmetry. If this is true, supersymmetric
particles should be discovered at the LHC.

This catalog is incomplete, but it gives a flavor of the
breadth of physics to be studied and provides the yard-
stick to gauge the performance of the CD design. As an
example, the various signatures through which a Higgs
particle might reveal its existence are shown in Fig. 6.
Books have been written, journals filled, and conferences
organized to develop, debate, and anticipate this physics.
The consequences and challenges for the CD are synthe-
sized in Table III.

Measurement accuracies are typically a factor of 2–5
better than for CDs at the LEP collider. However, the dra-
matically novel feature is operation at a collision rate of
109 sec−1, which is needed to observe the new phenom-
ena with adequate significance. As each collision typi-
cally produces ∼100 particles, the CD must see approxi-
mately 1015 particles for each detected Higgs particle: if
the proverbial haystack is made up of some 107 straws,
then searching for the Higgs particle is like looking for a
needle in not 1 but 108 of these haystacks.

B. Experience and Emotion: Design Driven
by Physicists

More than 2000 physicists and engineers are mobilized to
design and construct an LHC CD. Early in the program
the important decision was made to construct two such
general facilities in view of the enormous physics stakes.
This would ensure competition, cross-fertilization of ideas
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FIGURE 6 Diagrammatic representation of the experimentally most suitable decay modes in the search for the Higgs
particle at the large hadron collider (LHC), as a function of the Higgs mass. The large electron–positron (LEP) collider
experiments have provided a lower bound of 114 GeV/c2.

and methods, and cross-checking on the quality of the
detectors and the results.

However, with the physics program, the experimen-
tal requirements, and the measurement techniques all in
the public domain, might the two CDs not look like two
clones? The answer is an emphatic no: scientists, not com-
puters with a universal operating system, are designing
the research facilities. Two examples may illustrate the
process.

High-quality muon spectroscopy is recognized as a cor-
nerstone of a CD. These measurements must be done in the
last shell outside the hadron calorimeter, therefore dom-
inating the overall size and cost. The two collaborations,
ATLAS (a toroidal LHC apparatus) and CMS (compact
muon solenoid), have chosen very different solutions for
the muon spectrometer magnet (Fig. 7). ATLAS opted
for three dedicated toroidal magnetic fields. Muons are
measured twice: in the inner tracker and in the toroidal
muon field. An audacious design was developed, with
eight 25-m-long superconducting coils forming the central
toroid. CMS pursued a one-magnet concept: a high-field
(4-T) and large (R = 3 m) solenoid encloses the central

TABLE III Discovery Physics and Corresponding Measurements at the LHC

Signal rate
Discovery signal Measurement Measurement accuracy per collision

Higgs → γ γ mH < 2mZ: precise 1% at 100 GeV ∼10−13

γ energy measurement

→ ZZ mH > 2mZ: momentum of e and ∼2% at 100 GeV/c ∼10−11

µ; ν ( = missing energy)

Other mechanisms of Precision µ, e spectroscopy ∼10% at 1 TeV ∼10−14

symmetry breaking at large momenta

Supersymmetric particles Jets of particles; missing energy; e, µ Energy with ∼1% at 1 TeV ∼10−13

New gauge bosons e, µ; ν ( = missing energy) Missing energy with few % ∼10−14

at 1 TeV

Quark constituents Precision jet measurements ∼1% linearity up to few TeV ∼10−14

tracker and calorimetry. Muons are measured with high
precision in the central tracker and are reconfirmed in the
return yoke of the magnet, albeit with considerably less
accuracy. Although compact and elegant, it is somewhat
more risky than the ATLAS approach, as the high-quality
muon measurement must succeed in the presence of thou-
sands of charged particles flooding the central tracker.

The equally important measurement of electrons and
photons is another example. Members of ATLAS were
experienced with calorimetry based on the liquid-argon
ionization technique. The prime motivation was stability
and uniformity of measurement response. They decided to
“breed” it into a form able to survive the ferocious LHC
environment. A totally new accordion geometry (Fig. 8)
had to be invented. CMS boasted experts who had partic-
ipated in developing the revolutionary crystal calorimeter
built for the L3 experiment at the LEP collider. The el-
egant, high-performance method used for L3 had to be
ruggedized for LHC survival. A remarkable worldwide
collaboration between particle physicists, material scien-
tists, crystallographers, and industry succeeded in growing
a novel crystal, PbWO4, fit for LHC research.
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FIGURE 7 Conceptual muon spectrometer magnet configura-
tions adopted by the two LHC collaborations: (a) ATLAS (a
toroidal LHC apparatus) configuration and (b) CMS (compact
muon solenoid) configuration. For both experiments, a longitu-
dinal view (left) and a transverse view (right) are shown. Arrows
indicate the direction of the magnetic-field lines. Note the different
curvature of the muon tracks (long heavy line) in the two projec-
tions. For ATLAS only the central toroidal magnet is drawn.

These examples show two groups of physicists with two
different stategies to meet the same challenge. Ultimately
it is scientists—teams with different experiences, know-
how, and tastes—who drive the final decisions. Without
these strong, personal involvements the CDs would never
be built.

C. Complexity of the Design

Much as the physical size of the CD is a direct conse-
quence of the physics and technology of the detection
process, its complexity is driven by the physics research.

FIGURE 8 (Top) The accordion structure of the absorber plates of the ATLAS Pb–liquid-argon electromagnetic
calorimeter. The particle enters from the left. (Bottom) Details of the electrode structures needed to collect the
ionization charge.

Complexity reflects the number of independent detection
cells (channels), the associated signal-processing rate, and
the staggering level of event selectivity.

1. Number of Detection Cells

The central tracker is constructed of enough independent
detector channels such that the probability of simultaneous
occupancy of one element by more than one particle is very
small (e.g., of the order of 0.1%). The consequence of this
approach is that a few 106 channels are needed.

Different considerations prevail in the vertex detector,
whose role is the reconstruction of decay vertices pro-
duced by telltale short-lived particles. The decay topology
must be reconstructed in three dimensions with a resolu-
tion of 10 × 10 × 50 µm3; silicon detectors are divided
into pixels of typically 50 × 300 µm2. Three layers sur-
rounding the 30-cm-long collision zone are divided into a
total of ∼108 pixel elements.

In the calorimetry, the concept of very fine subdivi-
sion is limited by the natural scale of the transverse di-
mensions of the particle cascade, and low occupancy
cannot be achieved. Remember, however, that most col-
lisions are glancing ones, transferring little energy to
the collision products: a redeeming feature. These thou-
sands of low-energy particles just produce a background



P1: LDK/MBQ P2: FJU Final

Encyclopedia of Physical Science and Technology EN03G119 June 16, 2001 12:26

Collider Detectors for Multi-TeV Particles 265

noise and do not significantly disturb the measurement
of the valuable energetic particles producing a strong
signal.

Dividing the e.m. calorimeter into cells of natural di-
mensions results in typically ∼2000 cells/m2, subdivided
longitudinally a few times. A few 105 channels will suf-
fice for such a detector. Similar arguments lead to a sub-
division of the hadronic calorimeter into approximately
104 channels.

For the muon system, considerations on occupancy sim-
ilar to those for the inner tracker also apply. Therefore,
approximately 0.5 × 106 tracking cells are needed.

2. Signal-Processing Rate and Event Selectivity

In an LHC detector, every 25 nsec more than 2000 parti-
cles will be produced. What is more, the collision products
induce an intense level of background radiation compara-
ble to, sometimes much greater than, the particle rates.
The signals left in the various detectors will linger for up
to a few hundred nanoseconds. At any given moment there
are several waves of event information racing through the
CD and its signal-processing system. Several strategies are
needed to digest this simultaneity of event information.

A new form of signal processing has to be used to
deal with this staggering amount of information (Fig. 9).
The primary signals of hundreds of such events are

FIGURE 9 Conceptual diagram of the data-processing and event-selection system. Signals from each of the 108

detector channels are processed through one of these pipelines needed to store the data awaiting a selection decision.

stored sequentially in “pipelines.” Detectors combined
with ultrafast signal processors decide on the potential
physics interest of each event, typically in less than 2 µsec.
After this initial preselection the compacted data rate
is reduced to ∼1013 bits/sec, which corresponds to the
data volume of approximately 108 simultaneous telephone
calls. Subsequently more refined algorithms are applied
to this data to retain events of potential physics inter-
est. We expect that only 1 event in 107 collisions (i.e.,
100 events/sec) will meet such event-selection criteria and
will be archived. These CDs require communication links
and a processing power similar to those of a large telecom-
munications company.

3. Engineering Complexity

The CDs are the size of a six-story office building. They are
composed of some 20,000 detector elements, constructed
with 0.01- to 1-mm tolerances. Many of these units are
supported by lightweight frames, familiar in the space in-
dustry. The detector components, together with the re-
quired services, are being fitted together with millimeter
clearances; they are surveyed with tens of thousands of
optical rays, which locate them in the 20,000-m3 detector
volume with an accuracy of 10–30 µm.

The 108 signal sensors, some of which work at cryo-
genic temperatures, are exposed to a ferocious radiation
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FIGURE 10 Computer simulation of an H → eeµµ event in the
ATLAS detector. The electrons are identified as charged particles
in the inner tracker with a matching energy deposit in the electro-
magnetic calorimeter. The muon tracks are clearly visible in the
outer spectrometer. Although thousands of particles crowd the
tracking detectors, the electron and muon tracks can be identified
and measured in the computer reconstruction.

environment of up to 106 particles/cm2 sec reminiscent
of certain military applications. Many of the detectors are
practically inaccessible and are therefore designed to re-
liability standards of the space industry.

These detectors use military- and space-type technolo-
gies, and engineering methods usually associated with
big space projects, but are constructed with university
personnel and budgets. Remarkably, the cost of the LHC
experimental program has not shown the same level of in-
flation as performance and specifications: it is comparable
to the past LEP collider program.

D. The Design in Virtual Reality

Long before any metal is cut or any amplifier produced,
the CD is given a rigorous “health check” in computer-
simulated reality. Fortunately, the developments in hard-
ware detectors have been paralleled by equally intensive
collaborations to provide the necessary simulation tools.
Suffice it to say that we have learned to simulate the de-
tector performance, the influence of engineering choices,
and the optimization of materials, services, and so forth
at least to the level at which these features influence the
final detector performance. These complex detectors sim-

ply could not be built without these faithful tools. The
importance of such tools can perhaps best be gauged by re-
alizing that the most modern version, dubbed GEANT, an
object-oriented code in C++, is being developed by more
than 100 physicists and informatics engineers over several
years in a worldwide collaboration. Besides the world’s
particle physics laboratories, the European Space Agency
(ESA), NASA, and medical establishments are using this
code. Applying the more reliable GEANT estimates on
radiation doses in tumor therapy, doctors estimate that
approximately 10,000 more lives per year will be saved in
the United States alone. As a preview, the GEANT simu-
lation of an event pp → particles + Higgs → particles +
2e + 2µ is shown in Fig. 10.

IV. CONSTRUCTING A COLLIDER
DETECTOR

In the previous sections the basic design features of the
new generation of CDs, and the motivation for them, were
explained. But can such a physics and detector concept be
transformed into engineering reality? Today we know that
the answer is yes, for the following reasons:

� During the 1990s many groups developed these novel
detectors and demonstrated their performance in
LHC-like beam tests.

� The groups have learned to address the new
management aspects of a project of such
unprecedented size.

The evolution of scale and complexity of the new CDs is
indicated in Table IV.

In addition to the technological and engineering com-
plexity (see Section III.C.3), several new issues have to be
successfully addressed:

TABLE IV Scale and Complexity of Collider Detectors

Tevatron LEP collider LHC

Measurement volume 2000 2000 10,000/20,000
of CD [m3]

Measurement channels Few ×106 Few ×106 108

Interaction rate [sec−1] 106–107 10 109

Size of collaboration

Physicists/engineers 500 500 2000

Institutions 50 50 150

Countries 15 20 50

Time scale (concept to ∼10 ∼10 ∼20
first data) [yr]
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TABLE V Tools for Managing the Construction of Collider
Detectors

Tool Purpose

Computer-aided design • Construct virtually the complete CD
(CAD) systemsa • Check fit of all components

• Design layout of cables, cryogenic
lines, pipes, other services
(total length ∼100,000 km)

Virtual-reality software Simulate dynamic procedures:
• Installation of detector components
• Access to components

Engineering data Central depository of all information:b

management system • Text files
(EDMS) • Drawings

• Videos
Total data volume of documentation

for one CD: Tbyte

Project management Variety of programs used for
tools • Approval process for drawings

and documents
• Procurement
• Scheduling
• Project progress monitoring
• Production database of quality

control and detector operational data

a The centrally used CAD must interface with the different CADs
used around the world.

b To provide a worldwide collaboration with the unique detector base-
line design.

� Technology. The detectors are pushing the limits of
realizable technologies. Never before was
performance demanded at the physics limits for such
large systems, nor was industry asked in
many-year-long collaborations to develop
technologies to LHC demands. One major stimulus of
this development is the healthy fight for funds, in
which particle physics is joined by other sciences

FIGURE 11 A three-dimensional exploded view of the CMS facility, under construction by a worldwide collaboration.
In operation it will have a length of almost 30 m and a diameter of 15 m.

(biology, astronomy, space-base experiments). Never
before have funding agencies obtained such an
outstanding performance/price ratio.

� Time scale. The increase in the time scale is
significant. On a purely technical level, new concepts
of documentation need to be implemented to retain
the memory of the CD design, construction, and
modification over several decades.

� Globalization. The scale of these instruments is such
that the responsibility for a given subdetector (e.g., the
tracker) is typically shared by 10 countries, with their
own national priorities and funding-agency
conditions.

Fortunately, new worldwide networked tools have be-
come available to support this globalization; see Table V.
The toolbox is the World-Wide Web: a CERN invention,
originally developed to help in the analysis of physics data.

For the LHC, construction of the detector components,
the experimental infrastructure, and underground halls has
started. A computer-generated view of the two LHC detec-
tors, as they will be in place in 2005, is shown in Figs. 11
and 12.

V. CLOSING REMARKS

A collaboration of physicists, engineers, and technicians,
in concert with industrial partners, conceives, designs, and
builds these physics cathedrals. With these instruments,
new worlds are explored, the laws of physics are extended,
and a deeper understanding of our universe, our own ori-
gin, is reached. Like all human expeditions to new fron-
tiers it is a fascinating amalgam of human curiosity, in-
tellect, and passion. Like past explorers we reach these
new frontiers with the most appropriate, state-of-the-art
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FIGURE 12 A three-dimensional view of the ATLAS facility. The total length of the apparatus is close to 50 m, the
diameter is approximately 22 m, and the total weight exceeds 7000 tons.

technologies. As befits the twenty-first century, this expe-
dition to the beginning of our universe is a global voyage
of spaceship Earth.
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III. Collision-Induced Light Scattering
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GLOSSARY

Absorption coefficient The natural logarithm of the ratio
of incident and transmitted intensity divided by the op-
tical path length, α(ω) = loge(I0/I )/L . It is a function
of frequency ω, temperature, and gas density.

Allowed and forbidden transitions Atomic and molec-
ular systems exist in a variety of states. Spectroscopic
lines arise from transitions between such states, but not
all possible transitions are “allowed” for emission or
absorption of a photon. Selection rules exist which de-
termine which of the transitions are optically allowed.
Forbidden transitions may, however, take place without
the emission or absorption of a photon, e.g., in colli-
sional interactions.

Bound vs free van der Waals systems A certain, usually
small fraction of the atoms or molecules (“monomers”)
of virtually any gas exist as van der Waals molecules,
i.e., systems of two (or more) monomers, bound to-
gether by the weak van der Waals intermolecular forces
(“dimers,” “trimers,” . . . ). Below, we will be concerned
mainly with complexes of two (or more) unbound
monomers which exist only for the very short duration

of a fly-by encounter. Free and bound van der Waals
systems have many properties in common, but only the
latter possess the relative stability of a molecule. Prop-
erties of bound and free van der Waals systems will be
referred to as supramolecular properties.

Dipole Molecules have a permanent dipole moment if
the centers of positive and negative charge do not co-
incide. Dipole moments can also be induced by exter-
nal fields (polarization) or momentarily by collisional
interactions.

Frequency units Frequency f is measured in cycles per
second, or hertz (Hz). Spectroscopists have good rea-
sons to express frequencies ν in cycles per centimeter,
or wavenumbers (cm−1), so that ν = f/c, with c being
the speed of light in vacuum. Theorists usually pre-
fer angular frequencies ω = 2π f ; units are radians per
second.

Infrared spectroscopy Molecular spectra are observed
at frequencies ranging roughly from the microwave re-
gion (≈1010 Hz) to the soft X-ray region (>1016 Hz)
or more. While the high-frequency spectra arise from
electronic transitions that are of lesser interest here,
the low-frequency spectra occur in the microwave,
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infrared, and visible region of the electromagnetic spec-
trum and arise typically from internal rotation and vi-
bration and from molecular encounters.

Raman spectroscopy If monochromatic light falls on a
molecular target, polarization and light scattering re-
sults. The scattered light is basically of the same frequ-
ency as the incident light, but modulated with the roto-
vibrational frequencies characteristic of the molecule.

Spectroscopic notation Examples are S0(0) and Q3(1).
The meaning of Xn( j) is as follows: j = 0, 1, . . . is
the rotational quantum number of the initial state; the
subscript n = v′ − v is the difference of the vibrational
quantum numbers of initial (v) and final (v′) vibrational
state; and X stands for one of these letters O , P , Q, R,
S, etc., each specifying a different rotational transition:
j ′ − j = −2, −1, 0, 1, 2, etc., respectively. We note that
the subscript n is often omitted when it is clear what
vibrational band it refers to.

Stimulated emission For every photon absorption pro-
cess an inverse process exists, called stimulated emis-
sion. Stimulated emission is important when the
population of states of sufficiently high energy are sig-
nificant. For example, in the far infrared, where photon
energies are comparable to the mean thermal energy of
collisional pairs of molecules, stimulated emission
forces the absorption to zero as frequencies approach
zero.

Virial expansion At gas densities that are substantially
smaller than those of liquids and solids, certain prop-
erties of a gas may be described by a power series of
density. The leading term is typically linear in density
and reflects the contributions of the (non-interacting)
monomers. The next term is quadratic in density and re-
flects the induced contributions of exactly two interact-
ing monomers, etc. The most familiar virial expansion
is that of the equation of state, which relates pressure,
volume, and temperature of a real (as opposed to an
ideal) gas. There are, however, several other and, for
our present focus, more relevant examples of virial ex-
pansions that are related to the dielectric properties of
gases, to be mentioned below in some detail.

I. BRIEF OVERVIEW

Rarefied molecular gases absorb and emit electromagnetic
radiation if the individual molecules are infrared-active,
i.e., if the structure of individual molecules is consistent
with the existence of an electric dipole moment. Homo-
nuclear diatomic molecules (H2, N2, . . . ) are infrared-
inactive, but characteristic rotovibrational absorption
bands and certain continuous spectra exist in the rarefied
gases composed of polar molecules (HCl, NO, . . . ). Com-

pressed molecular gases, on the other hand, show quite
generally a variety of additional absorption bands—even
if the individual molecules are infrared-inactive. These are
the collision-induced absorption spectra that arise from
fluctuating dipole moments induced momentarily when
molecules collide. Collision-induced dipole moments are
of a supramolecular nature; they are properties of compl-
exes of two or more interacting molecules and are foreign
to the individual molecules of the complex, as long as these
are separated most of the time from all the other molecules
by distances amounting to several molecular diameters or
more—as may be thought of being the case in rarefied
gases.

Similarly, if monochromatic laser light is incident on a
molecule, the molecule is polarized by the electric field.
This field-induced dipole will emit (or “scatter”) radiation
of the frequency of the incident light. It will also emit at
other frequencies that are shifted relative to the laser fre-
quency by certain rotovibrational transition frequencies of
the individual molecules, if the molecule is Raman-active,
i.e., if the invariants of the polarizability tensor are non-
zero for certain rotational and/or vibrational transitions of
the molecule. Compressed gases show quite generally a
variety of additional Raman bands, the collision-induced
Raman bands, even if the individual molecules are Raman-
inactive. For example, in rarefied monatomic gases, the
scattered laser light will be strictly at the laser frequency;
no shifted Raman lines or bands exist. However, in the
compressed rare gases, Raman continua exist which are
due to collisional and, to some extent, to bound van der
Waals pairs (and, at higher gas densities, triples, . . . ) of
interacting atoms. Collision-induced Raman spectra of the
common gases are well known and will be discussed in
greater detail below.

II. COLLISION-INDUCED ABSORPTION

A. A Discovery

In his famous dissertation, J. D. van der Waals argued com-
pellingly in 1873 that the forces between two molecules of
a gas must be repulsive at near range and attractive at larger
separations. Ever since, theorists conjectured the existence
of what today would be called van der Waals molecules or
dimers, that is, weakly bound systems of two argon atoms
(Ar2) in a gas consisting almost purely of argon atoms (Ar)
or of two oxygen molecules (O2)2 bound together by the
weak van der Waals forces in a gas that otherwise consists
purely of O2 molecules; etc. In spectroscopic laboratories
around the world efforts ensued to discover characteristic
dimer bands and thus demonstrate directly the existence
of dimers. However, it took almost 100 years of dedicated
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research efforts before some such dimer bands of the elu-
sive van der Waals molecules were actually discovered.
Today, we know that such dimers exist in small concen-
trations in virtually all gases, almost without exception.

In 1949 H. L. Welsh and his associates had hoped to
demonstrate the existence of dimers in compressed oxy-
gen gas but failed—just like all other efforts elsewhere
had failed at the time. However, in the course of that work
a new and arguably more significant type of absorption
spectra was discovered instead: the much stronger and
truly universal spectra of unbound pairs of molecules.
In other words, fluctuating dipoles induced in collision-
ally interacting, free molecules, e.g., O2–O2 [to be dis-
tinguished from the bound pairs (O2)2], etc., actually ab-
sorb more radiation and absorb over a greater frequency
band than the bound dimers do. One simple reason for
the stronger absorption of light by collisional pairs is
that, typically in compressed gases, at any instant one
counts many more collisional pairs than bound dimers. In
short, collision-induced absorption of compressed oxygen
gas was discovered. In quick succession similar absorp-
tion bands were seen in virtually all common molecular
compressed gases—a truly universal, new, supramolecu-
lar spectroscopy was thus discovered: collision-induced
absorption.

This discovery of collision-induced absorption was ac-
complished at infrared frequencies, where the rotovibra-
tional bands of the common molecules typically are found.
The new spectroscopy is, however, not limited to such fre-
quencies; it is now known to extend from the microwave
region throughout the infrared and well into the visible—
and in a few known cases actually beyond.

A quantitative knowledge of the absorption of light by
the Earth’s atmosphere is essential to scientists, especially
to astronomers who need to correct their observational
data for such absorption as much as possible. Since the at-
mosphere absorbs very little visible light, in 1885 Janssen
attempted to measure absorption by the atmospheric gases
in a high-pressure cell. He found a number of absorption
bands of oxygen, unknown from previous studies con-
ducted at much lower gas densities. Absorption in these
bands could be enhanced by the addition of nitrogen, but
pure nitrogen did not show any absorption bands in the
visible and near ultraviolet regions of the electromagnetic
spectrum. A telling feature of these new absorption bands
is that the absorption coefficient of pure, pressurized oxy-
gen increases with increasing gas density as the square of
density when the expectation at the time would have been
a linear dependence; the enhancement of the absorption
coefficient by the addition of nitrogen was found to be
proportional to the product of O2 and N2 densities. These
density dependences suggest a kind of absorption that re-
quires two interacting O2 molecules, or an O2–N2 pair, as

opposed to just one O2 or one N2 molecule for every ab-
sorption process. The new absorption bands had early on
been called interaction-induced bands by some prominent
spectroscopists. However, the process seemed somewhat
mysterious because this type of absorption appeared to be
limited to situations involving oxygen; others of the most
common gases do not have such striking pressure-induced
bands in the visible region of the spectrum. Today, we un-
derstand that these interaction-induced absorption bands
of oxygen are collision-induced bands involving elec-
tronic (as opposed to purely rotovibrational) transitions
of the O2 molecules; further details may be found below.

B. Monatomic Gases

1. Pure Monatomic Gases

Collision-induced absorption by pure monatomic gases
has not been observed. Of course, it is clear that collisional
pairs of like atoms cannot develop a collision-induced
dipole, owing to their inversion symmetry which is incon-
sistent with the existence of a dipole moment. However,
triatomic and higher complexes of like atoms theoretically
could absorb infrared radiation, but apparently these ab-
sorption coefficients are so small that thus far a measure-
ment has been impossible. Even at the highest densities,
e.g., in liquefied rare gases, only a very small upper limit of
the infrared absorption coefficient could be established for
a few rare gases. Pure monatomic gases are probably the
only gases that do not show significant collision-induced
absorption at any frequency well below X-ray frequencies.

2. Mixtures

However, mixtures of monatomic gases absorb in the far
infrared. Whereas like collisional pairs such as Ar–Ar
do not support a dipole moment, dissimilar pairs such as
He–Ar generally do. The collisional complex of two dis-
similar atoms lacks the inversion symmetry that precludes
the existence of an electric dipole moment. Absorption by
dissimilar pairs is now well known, even if gas densities
are well below liquid state densities.

At a given frequency, the intensity of a beam of light
falls off exponentially with increasing path length x ,

I (x) = I0 e−αx ,

if absorption occurs (Lambert’s law). The measurement
determines the absorption coefficient α as function of fre-
quency, temperature, and the densities ρ1, ρ2, of atoms of
both species (assuming a binary mixture). The so-called
absorption spectrum α is preferably presented by the
“normalized” absorption coefficient, α/(ρ1ρ2), which is
invariant under variation of the densities ρ1, ρ2, as long as
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FIGURE 1 The dots represent the measurement of the binary
collision-induced translational absorption coefficient of the mix-
ture of neon and argon gas at 295 K by Bosomworth and Gush
[(1965). Can. J. Phys. 43, 735]. The dashed curve is the so-called
spectral density function derived from the above by correcting the
measurement for stimulated emission; it is a diffuse “line” that may
be thought to be centered at zero frequency.

no three-body or higher order interactions interfere with
the measurement (i.e., at intermediate gas densities that
are well below liquid state densities). An example of the
absorption spectrum of mixtures of neon and argon is
shown in Fig. 1. Densities employed in that measurement
were in the order of roughly 10 amagats (1 amagat ≈2.7 ×
1019 atoms/cm3). The frequencies are shown in wavenum-
ber units (cm−1); they are in the far infrared region of the
electromagnetic spectrum and are commensurate with the
reciprocal time scales of the atomic collisions. The mean
relative speed of the Ne–Ar pair at the temperature of
295 K is about 750 m/s, and the size of the collision diam-
eter for Ne–Ar collisions is in the ≈3 × 10−11 m range, so
that the duration of an average Ne–Ar collision amounts to
�t ≈ 4 × 10−14 s. According to Heisenberg’s uncertainty
relation,

�t �ω > 0.5, (1)

the spectral frequency band �ω of the average collision
amounts to at least �ω ≈ 1 × 1013 rad/s, or >70 cm−1.
Actually, absorption over a much greater range of frequen-
cies was observed (Fig. 1). The estimated spectral width in
wavenumber units, �ω/(2πc) ≈ 70 cm−1, is actually very
close to the half-width of the so-called spectral density
function g(ω) which is also sketched in Fig. 1 (dashed

curve). The spectral density function is obtained by
dividing the measured, normalized absorption coef-
ficient α/(ρ1 ρ2) by the photon energy h-- ω and by
[1 − exp(− h-- ω/kT )] to correct for stimulated emission.
Both factors force the absorption to zero as the frequencies
approach zero. The spectral density function may be con-
sidered (half of) a spectral line centered at zero frequency,
with a half-width of roughly 70 cm−1 as was estimated
from Heisenberg’s uncertainty relation.

The translational absorption band is the only collision-
induced absorption spectrum in mixtures of monatomic
gases at frequencies well below the ultraviolet.

According to quantum mechanics, the absorption of a
photon corresponds to a transition of the colliding pair
from a state of relatively low energy of relative motion
to a higher such state. The spectrum shown in Fig. 1 is
therefore called a “translational” spectrum.

3. Ternary and Many-Body Interactions

In the measurement (Fig. 1), the density variation of the
normalized absorption coefficient α/(ρ1ρ2) was carefully
checked and found to be independent of either density.
This density invariance indicates the binary nature of
the collision-induced spectrum in the range of gas den-
sities employed in that measurement. We mention that if
the density of either gas is further increased, a point is
reached where the three-body interactions—and eventu-
ally many-body interactions—manifest themselves by a
breakdown of the invariance of the normalized absorp-
tion coefficient. In a few cases ternary absorption spectra
have actually been separated from the binary contributions
for detailed analyses. At even higher densities (≈liquid
state densities), true many-body effects control the spec-
troscopy. All these many-body spectra differ from the bi-
nary spectra in characteristic ways; the spectra observed at
the highest densities must be considered superpositions of
supramolecular spectra of binary, ternary, . . . , many-body
systems.

C. Molecular Gases

In molecular (as opposed to monatomic) gases much richer
collision-induced absorption spectra are observed in a
number of spectral bands, because of the increased degrees
of freedom of the collisional complexes. Any collisional
pair possesses the degrees of the translational motion and
an associated kinetic energy of relative motion. Additional
degrees of freedom and thus of energies are associated
with rotational and vibrational motion of one or more
molecules of the complex, if molecular collisions are con-
sidered. Accordingly, photons are absorbed over a much
greater range of frequencies, in the vicinity of the various
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rotovibrational bands of the molecules, and at sums and
differences of such rotovibrational frequencies, if two or
more molecules interact. In other words, the energy of a
collisional pair involving at least one molecule is given
by the sum of translational and rotovibrational energies
of the interacting molecules. Absorption of a photon cor-
responds to a transition of the transient “supermolecule”
from a state of lower to one of higher energy, and because
there are typically many different rotovibrational states
accessible, photons of varying energy (frequency) can be
absorbed by the pair. One speaks of collision-induced ro-
tovibrational spectral bands. It is important to remember
that these induced bands are observable even if the corre-
sponding bands of the individual molecules are “forbid-
den,” i.e., if the individual molecules are infrared-inactive
at such frequencies.

1. Rotovibrational Spectra

As an example, Fig. 2 shows the collision-induced funda-
mental band of the H2 molecule in compressed hydrogen
gas, which is “forbidden” in isolated (i.e., non-interacting)

FIGURE 2 The collision-induced absorption spectrum of gaseous hydrogen of moderate density at infrared frequen-
cies near the fundamental band of H2. [After Hunt, J. L., and Welsh, H. L. (1964). Can. J. Phys. 42, 873.]

H2 molecules. A photon is absorbed in the near infrared,
in the broader vicinity of the transition frequency from
the ground state to the lowest vibrationally excited state
(v = 0 → 1), which occurs at about 4155 cm−1. Especially
at the lower temperatures, three broad lines labeled Q(1),
S(0), and S(1) are noticed which correspond in essence
to transitions of the H2 molecule involving rotational
quantum numbers j = 1 → 1, j = 0 → 2, and j = 1 → 3,
subject to the vibrational transition v = 0 → 1, combined
with a change of the translational energy of relative
motion of the collisional pair of H2 molecules. These
lines are very diffuse (i.e., not “sharp,” like a bright, thin
line of light against a dark background, which elsewhere
would be called a spectroscopic line), reflecting the
short duration of the collisional encounter [Heisenberg’s
uncertainty relation, Eq. (1)].

Especially at the higher temperatures in Fig. 2, other
lines may be discovered in careful analyses of the mea-
surements, such as lines associated with higher rota-
tional states ( j = 2, 3, . . . ). Perhaps more surprisingly, so-
called double transitions can also be discovered (but are
not immediately discernible in Fig. 2) which correspond to
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simultaneous rotovibrational transitions in both H2 mol-
ecules, e.g., a purely rotational transition in one molecule
and a purely vibrational transition in the other. The latter
cause absorption near sums and differences of the rotovi-
brational transition frequencies of the H2 molecule, duly
broadened by the short duration of the collision.

At the four temperatures shown in Fig. 2 the spectra
are quite similar, except that at the higher temperatures the
lines are broader, reflecting the decreasing duration of the
average collision with increasing temperature, i.e., with
increasing relative speed of the collisional encounters,
Eq. (1).

The three diffuse lines seen so clearly in the Fig. 2 are
called the Q and S lines of the H2 molecule. However, one
must keep in mind that none of these lines can be due to sin-
gle, non-interacting H2 molecules, owing to the inversion
symmetry of H2 which is inconsistent with the existence
of an electric dipole moment. Hydrogen molecules are
infrared-inactive, and rarefied hydrogen gas shows vir-
tually no absorption at such frequencies. The spectrum
shown (along with others shown below in Figs. 3, 4, and 9)
are observable in compressed gases only and are collision
induced. Significantly, there must be at least one interact-
ing atom or molecule nearby for these lines to appear. An
important point to be made here is that this type of rotovi-
brational absorption spectra occurs universally in virtually
all molecular gases and in mixtures of atomic and molecu-
lar gases. Moreover, the absorption of pairs of molecules is

FIGURE 3 The binary collision-induced rototranslational absorp-
tion spectrum of hydrogen at the temperature of 77.4 K. The dots
represent the measurement. The heavy solid curve represents a
calculation based on first principles. That result is actually com-
posed of contributions from mainly three different induced dipole
components, which are sketched lightly and marked 1-2, 2233,
3-2. The main features are the rotational S0(0) and S0(1)
lines centered at 354 and 585 cm−1. A translational peak near
100 cm−1, arising from orientational transitions, is also dis-
cernible. The theoretical structures at 940 and 1170 cm−1 arise
from double transitions S0(0) + S0(1) and 2S0(1). [After Meyer,
W., Frommhold, L., and Birnbaum, G. (1989). Phys. Rev. A 39,
2434.]

FIGURE 4 The enhancement of the binary collision-induced ro-
totranslational absorption spectrum of hydrogen obtained by the
addition of helium to hydrogen at the temperature of 77.4 K. The
dots represent the measurement. The heavy solid curve repre-
sents a calculation based on first principles. The spectra of sev-
eral contributing dipole components (marked 1-2, 1-0, 3-2) are
sketched lightly. The S0(0) and S0(1) lines of H2 are seen near
354 and 585 cm−1. A translational spectrum much stronger than
in Fig. 3 is also noticeable, which arises from the dissimilar na-
ture of the collision partners. [After Meyer, W., and Frommhold, L.
(1986). Phys. Rev. A 34, 2237.]

not limited to the fundamental band of H2 (or of any other
molecule in collisional interaction with atoms or another
molecule). Instead, it occurs also at the other vibrational
bands, e.g., the overtone bands where vibrational quantum
numbers v change by 2 or some larger integer, at frequen-
cies in the near infrared and even the visible, and in the
rototranslational band in the far infrared (see Figs. 3, 4,
and 9).

2. Mixtures of Gases

The collision-induced spectral features may quite gener-
ally be enhanced by admixtures of other atomic or molec-
ular gases. In binary gas mixtures, say of hydrogen and
helium, at gas densities where binary interactions prevail,
one may quite naturally distinguish the supramolecular
spectra of H2–H2 and H2–He pairs; absorption by the for-
mer varies as the hydrogen density squared and absorption
by the latter varies as the product of hydrogen and helium
densities. If binary mixtures of molecular gases, say of
hydrogen and nitrogen, three types of collision-induced
spectra can be distinguished: those of H2–H2, H2–N2, and
N2–N2 pairs, again on the basis of their density depen-
dences. Mixtures of more than two gases will quite gener-
ally show contribution of all possible pairs, and at higher
densities triples, . . .  that are consistent with the existence
of electric dipole moments during interaction. An exam-
ple of such enhancement of collision-induced absorption
in the mixture of hydrogen and helium is given below
(Fig. 4).



P1: ZCK Final

Encyclopedia of Physical Science and Technology EN003X-121 June 13, 2001 22:8

Collision-Induced Spectroscopy 275

3. Rototranslational Spectra

Figure 3 shows the collision-induced absorption of com-
pressed hydrogen gas in the far infrared (dots), i.e., at
much lower frequencies than the absorption spectra shown
in Fig. 2. As we noted above, in the discussion related to
Fig. 1, as the frequencies approach zero, absorption falls
off to zero for several reasons, one of them being stim-
ulated emission. The rapid increase of absorption with
frequency increasing from zero and the first broad peak
correspond to translational absorption. The next two peaks
near 354 and 585 cm−1 are the collision-induced S0(0)
and S0(1) lines of H2. The remaining two broad peaks are
double rotational transitions of the type S(0) + S(1) and
S(1) + S(1), combined with a change of the translational
state of the pair by absorption of a single photon—truly
a supramolecular feature. We note that besides the mea-
surement (dots), a calculation based on first principles is
shown in Fig. 3; theory reproduces all aspects of the mea-
surement closely and on an absolute frequency scale and
with precision.

If helium is added to the hydrogen, collision-induced
absorption is enhanced in proportion to the helium partial
density. The enhanced absorption is also proportional to
the hydrogen density, indicating as its origin the H2–He
pair. Figure 4 shows the enhancement spectrum, which is
recorded in the same frequency range as Fig. 3. The ab-
sorption by H2–He pairs is again zero at zero frequency,
rises to a first translational peak and two further peaks, the
S0(0) and S0(1) lines of H2, and falls off at higher frequen-
cies; note the absence of double transitions in this case.
Another noteworthy fact is the very strong translational
peak which is characteristic of enhancement spectra of
virtually all mixtures of gases.

4. Many-Body Effects

The collision-induced absorption spectra mentioned thus
far were all obtained at densities substantially less than
liquid state densities; the observed absorption is primar-
ily due to exactly two interacting atoms or molecules. Of
course, when we go to densities approaching liquid or
solid state densities (e.g., several 100 amagats), molecu-
lar complexes of more than two molecules will also shape
the observable spectra. While initially collision-induced
absorption becomes rapidly more important with increas-
ing density, many-body contributions will quickly modify
the shapes and (normalized) intensities, relative to the bi-
nary spectra shown above.

One such many-body effect that is very striking actually
appears at moderate or even small gas densities: the so-
called intercollisional interference. However, at low den-
sity that effect is limited to a small number of relatively
narrow frequency regions so that the binary character of

the bulk of low-density spectra is undeniable. Specifically,
dipoles induced in subsequent collisions tend to have a sig-
nificant anticorrelation, resulting in partial cancellations.
At the higher photon frequencies, this phase relationship
is scrambled and amounts to virtually nothing, but at the
lowest frequencies absorption dips results, e.g., at zero
frequency and at the Q and (less strikingly) S line centers.
Such dips are discernible in Fig. 2 at the higher temper-
atures. The dips may be viewed as inverted Lorentzian
line profiles which broaden roughly in proportion to the
density variation (see Fig. 5). The intercollisional interfer-
ence dips are often narrow in comparison to the collision-
induced Q or S lines on which they reside, because their
width is given by the reciprocal mean time between col-
lisions, when the widths of the intracollisional lines are
given by the reciprocal mean duration of a collision. Un-
der conditions where binary spectra can be recorded, the
former is generally substantially longer than the latter.
(However, at liquid densities the intercollisional dips may
be very broad.) The intercollisional dip is a true many-
body feature.

Figure 6 attempts to demonstrate the similarities and
differences of the hydrogen spectra of highly compressed
gas, of the liquid gas, and of the solid gas. Whereas the
curve labeled 50 atm, 78 K is still similar to the 78 K
curve shown in Fig. 2, the uppermost curve in Fig. 6 was
recorded at a much higher pressure (4043 atm) than the
300 K curve of Fig. 2. The intercollisional dip is now much
broader (from the points marked Q p to Qr ); the normal-
ized absorption coefficient α/(ρ1 ρ2) is no longer invariant
under density variation. When we compare the spectra of
the gas at 78 K with those of the liquid (at 17.5 K) and
solid (at 11.5 K), we notice not only a sharpening of the
lines with decreasing temperature, but a few new features
may also be noticed. The spectrum of the solid shows
broad bands that arise from combination tones of molec-
ular frequencies and lattice frequencies (phonon spectra).
The long extension of the phonon spectra toward higher
frequencies is probably due to multiple phonon gener-
ation. Three weak double transitions of the type S1 + S0

are also discernible. At higher spectral resolution than was
employed in Fig. 6, the S(0) and S(1) groups show weak
single transitions, S1(0) and S1(1), and much stronger dou-
ble transitions of the type Q1( j) + S0( j), with j = 0 and 1,
and the Q branch shows fine structures related to orienta-
tional transitions of two ortho-H2 molecules.

5. Infrared-Active Gases

The emphasis thus far was on infrared-inactive gases.
Spectral lines that are allowed in the individual molecules
will at high gas densities be accompanied by a broad
collision-induced background. In such a case, it will often
be difficult to separate allowed and induced components
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FIGURE 5 The intercollisional dip in the Q branch of H2, here due to H2–He collisions, at various densities. The
absorption pathlength was 4 cm, the temperature was 298 K, and the mixing ratio of hydrogen and helium was fixed
to 1:18. Helium densities from (a) to (f) are 1465, 1389, 1304, 1204, 1088, and 950 amagats. [After Gush, H. P.,
et al. (1960). Can. J. Phys. 38, 180.]

if their intensities differ widely. Nevertheless, a number
of very careful measurements exist in deuterium hydride
(HD) and in mixtures of HD with rare gases at densities
where binary interactions prevail.

FIGURE 6 The collision-induced absorption spectrum of hydrogen in the fundamental band of the H2 molecule in
(a) the compressed gas, (b) the liquid gas, and (c) the solid gas. [After Hare, W. F. J., and Welsh, H. L. (1957). Can.
J. Phys. 36, 88.]

The HD molecule is infrared-active, because the zero-
point vibrational motion of the proton is slightly greater
than that of the deuteron—a non-adiabatic effect. As
a consequence, one side of the HD molecule is more
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positively charged than the other; thus, a weak dipole mo-
ment exists—rotovibrational molecular bands thus occur.
Collision-induced bands also occur, basically at the same
frequencies as the allowed lines but more diffuse. The two
dipole components are of comparable magnitude so that
quite striking interference effects result. We note that the
permanent dipole moments of the more common polar
molecules are generally much stronger than the induced
dipoles so that such interferences are harder to detect. Nev-
ertheless, clear indications of such an interference have
been discovered in the far wings of allowed spectral lines
in compressed gases.

6. Electronic Collision-Induced Spectra

All spectra mentioned thus far arise from supramolecular
transitions that leave the electronic states of the collisional
partners unchanged. The possibility of the electronic state
changing is, of course, finite if the photon energies are suf-
ficiently large. Collision-induced electronic spectra typ-
ically occur at higher photon energies (e.g., in the ul-
traviolet region of the electromagnetic spectrum) than
we considered above. However, a few of the common
molecules possess electronic states with excitation ener-
gies low enough so that collision-induced spectra in the
infrared, visible, and near ultraviolet region occur.

Absorption of a photon h--ω by an interacting molecular
pair A + B can symbolically be written as

A + B + h--ω → A′ + B ′ + �E,

where �E represents a change of the (e.g., translational)
energy of the pair and primes indicate a possible change
of the internal states of A and/or B. We may distinguish
two different supramolecular collision-induced absorp-
tion processes: one affects the rotovibrational energies of
A, B only and the other involves electronic transitions.
Electronic collision-induced absorption typically requires
visible and ultraviolet photons. Rotovibrational collision-
induced absorption occurs normally in the microwave and
infrared regions of the spectrum. The boundaries are, of
course, not rigid and depend very much on the specific
systems under consideration.

Collision-induced rotovibrational transitions are often
studied at atmospheric and higher densities. Collision-
induced electronic transitions, on the other hand, are usu-
ally studied at much lower densities, where absorption
would be difficult to measure. In that case, other detection
schemes, such as the ensuing product fluorescence, are
employed.

As mentioned above, it has long been established that
compressed oxygen has several diffuse absorption bands
in the visible and infrared that are unknown from studies
of rarefied oxygen and air (Janssen 1885). The intensities

of these bands vary as density squared, indicating absorp-
tion by pairs of O2 molecules. These bands are now un-
derstood to correspond to the “forbidden” electronic tran-
sitions from the ground state, X3 ∑−

g , to the electroni-

cally excited states a1�g and b1 ∑+
g of O2; simultaneous

vibrational transitions of one or both of the interacting O2

molecules may also occur in the process. Individuals who
have handled liquid air are familiar with the blue tint of liq-
uid oxygen which is caused by these electronic collision-
induced absorption bands in the red portion of the visible
spectrum. Simultaneous electronic transitions in both in-
teracting O2 molecules are also observed at shorter wave-
lengths. Similar bands of O2–N2 pairs have long been
known, too. A few other molecules are known to have
quite analogous, collision-induced electronic absorption
bands in the visible and near ultraviolet regions of the
spectrum in a compressed gas environment.

7. Line Profiles

The individual line shapes of the collision-induced spectra
have previously been described by a Lorentzian profile, as
for pressure-broadened lines. The width of the former is
approximately given by the mean reciprocal duration of a
collision, the ratio of root mean square speed v and range
ρ of the induction mechanism (which is roughly of the
order of the collision diameter, ρ ≈ σ ). In the low-density
limit, v/ρ is density independent. However, the wings of
collision-induced lines are roughly exponential and fall
off much faster than the Lorentzian profile. Collision-
induced spectral features are strikingly asymmetric (due
to the principle of detailed balance), whereas Lorentzian
profiles are not. For all these reasons, generalized spectral
model profiles have been found that describe collision-
induced profiles quite well. They are analytical and nearly
as simple as the Lorentzian function, but without its limi-
tations. These usually include the Lorentzian profile as a
limiting case.

8. Charged Systems

So far, the collisional systems considered were all neutral.
It is noteworthy that, in collisions involving one electri-
cally charged particle, induction occurs, which in fact is
much stronger than the quadrupole-induced dipoles dis-
cussed above. For example, induced spectra involving ion-
neutral collisions and electron-neutral collisions (polar-
ization bremsstrahlung) have been observed. It turns out
that much stronger allowed electronic spectra usually pre-
vail under conditions in which significant concentrations
of free electrons or charged particles are observed. These
often mask the weaker, induced spectra.
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9. Nonlinear Interactions

With the advent of the laser it became possible to inves-
tigate non-linear interactions of light with matter. We just
mention hyper Raman, stimulated Raman, coherent anti-
Stokes Raman gain (SRG) spectroscopies, along with var-
ious other multi-photon processes, which have widened
the scope of molecular spectroscopy dramatically. Most
of these also have a collision-induced counterpart, much
as the cases discussed above.

10. van der Waals Molecules

van der Waals forces are weak when compared to chemi-
cal forces that bind the common molecules—so weak that
most dimer–monomer collisions will destroy (dissociate)
the dimer. There is a certain destruction rate of dimers
which balances the formation rates and keeps bound dimer
concentrations typically at a low level. The average life-
time of bound dimers amounts, in many cases, to just a few
mean free times between monomer collisions, or roughly
≈10−9 s in air at standard temperature and pressure; with
increasing density and temperature the lifetimes decrease
correspondingly. For comparison, we note that a colli-
sional complex may be thought to “exist” for the dura-
tion of a fly-by collision, or roughly 10−12 s or so, nearly
independent of density. According to Heisenberg’s uncer-
tainty relation [Eq. (1)], typical dimer bands may be much
“sharper” than the collision-induced lines, if they are not
severely pressure broadened.

The infrared spectra of van der Waals molecules are due
to the same collision-induced dipole moments that gener-
ate the Q, S, etc. lines of the collision-induced spectral
profiles shown above. Dimer features thus appear near
the centers of these (“forbidden”) lines in the collision-
induced spectra, i.e., near zero frequency (where they are
difficult to record), and at the Q, S, etc. lines of the (forbid-
den) rotovibrational bands where the dimer features were
actually discovered. We note that collision-induced Ra-
man spectra show similar dimer signatures in the vicinity
of the Rayleigh line and at the other line centers discernible
in the collision-induced Raman spectra.

van der Waals dimer bands are known to be highly sus-
ceptible to pressure broadening; this is one reason why it
took so long to actually record dimer bands. Moreover, if
one wants to resolve dimer bands spectroscopically, rel-
atively high spectral resolution must be employed. We
note that the spectra shown above were recorded with low
resolution and relatively high pressures so that the dimer
features seem absent. However, in recent years in sev-
eral collision-induced vibrational spectral bands, dimer
bands could be recorded and analyzed, and invaluable
new knowledge concerning intermolecular interactions

has been obtained in this way. The structures attributed
to the (H2)2 dimer, which are indicated by the small rect-
angle near the S0(0) line center in Fig. 9 below, were seen
in the Voyager spectra of Jupiter and Saturn, in which the
conditions are more favorable than in the older labora-
tory measurements (low density and long absorption path
lengths). For most binary systems, similar dimer structures
must be expected. Spectral transitions involving dimers
are from bound-to-bound and bound-to-free states of the
pair, while typical collision-induced spectra correspond to
free-free transitions of the pair.

D. Collision-Induced Emission

Any gas that absorbs electromagnetic radiation will also
emit; supramolecular absorption and supramolecular
emission are inseparable. However, cold gases will emit in
the far infrared, which will often go unnoticed. However,
the emission spectra of the outer planets are well known
(see Fig. 9 below). Striking supramolecular emission oc-
curs in hot and dense environments, e.g., shockwaves,
“cold” stars, etc.

E. Collision-Induced Dipoles

In most cases when absorption or emission of electromag-
netic radiation occurs, one can identify an electric dipole
moment that is responsible for such spectroscopic pro-
cesses. Rotating or vibrating electric dipoles emit (and
absorb) at the frequencies of rotation and vibration; trans-
lationally accelerated charges (dipoles) emit a continuum.
Emission and absorption take place in transitions between
certain quantum states. For example, molecules with a per-
manent electric dipole moment, such as HCl or H2O, emit
in transitions between rotovibrational states if certain se-
lection rules (i.e., conservation of energy and angular mo-
mentum) are satisfied. Even if no permanent dipole mo-
ment exists, molecules may emit in transitions between
electronic states, but these transitions typically require
more energy than the rotovibrational ones: a higher photon
energy for absorption and higher excitation energy (e.g.,
higher temperatures) for emission. At room temperature,
at frequencies in the infrared and in rarefied gases, the
common homonuclear diatomic gases (hydrogen, nitro-
gen, etc.) do not undergo electronic transitions; no ab-
sorption is observed because their inversion symmetry
is inconsistent with the existence of a permanent dipole
moment.

Supramolecular systems, on the other hand, usually do
possess a “permanent” dipole moment during their short
lifetime. Four mechanisms are known that induce an
electric dipole moment in two or more interacting
molecules: (1) multipole induction, (2) exchange force
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interactions, (3) dispersion interaction, and (4) molecular
frame distortion—the same mechanisms that are familiar
from the studies of the intermolecular forces.

Multipole induction arises from the fact that all
molecules are surrounded by an electric field. While mol-
ecules are electrically neutral, the electric field surround-
ing each molecule is set up by the internal electronic and
nuclear structure of the molecule. It may be described
by a multipole expansion, i.e., by a superposition of
dipole, quadrupole, octopole, . . .  fields. For example,
the monopole and dipole terms are zero for all neutral
homonuclear diatomic molecules; in this case the lowest
order multipole is a quadrupole. When two such molecules
interact, the collisional partners are polarized and thus
possess momentarily—for the duration of the collision—
dipole moments that interact with electromagnetic ra-
diation. In the case of pure compressed hydrogen gas,
quadrupolar induction provides nearly 90% of the total in-
duced absorption. Since the quadrupole field rotates with
the molecule, collision-induced rotational S lines are quite
prominent in the spectra of compressed hydrogen and, of
course, of all similar molecules.

Exchange forces control the repulsive part of the inter-
molecular interactions. In a collision at near range, when
the electronic charge clouds of the collisional partners
overlap, a momentary redistribution of electric charge oc-
curs that is caused by electron exchange (Pauli exclusion
principle). Especially when dissimilar atoms or molecules
are involved, a dipole moment results from this redistribu-
tion. In most cases, the partner with fewer electrons tem-
porarily assumes a positive charge, and the other assumes
a negative one. This mechanism is usually the dominant
one when dissimilar particles collide (as is the case for the
spectra shown in Figs. 1 and 4). Exchange force-induced
dipoles in molecules can also have a certain anisotropy
of quadrupolar or higher symmetry. Examples of spec-
tral features induced by anisotropic overlap are shown in
Figs. 3 and 4 (components marked 1-2) and also implicitly
in most of the other figures.

Dispersion forces control the attractive part of the inter-
molecular interactions. Over moderately wide separations,
atoms or molecules interact through dispersion forces that
are of an electric nature and arise from electronic inter-
correlation. For dissimilar pairs, these are associated with
a dipole moment whose asymptotic strength is propor-
tional to the inverse seventh power of the intermolecular
separation, and the polarity is typically the opposite of
the overlap-induced dipole. The dispersion dipole is usu-
ally weaker than multipole-induced and overlap-induced
dipoles, but is usually discernible in discriminating
analyses.

Molecular frame distortion by collisions may break
temporarily the high symmetry many molecules possess.

For example, the unperturbed CH4 molecule, owing to
its tetrahedral symmetry, has a zero dipole moment, even
though the C H bond is strongly polar: the vector sum
of these four dipoles is zero as long as the exact tetra-
hedral symmetry persists. However, the momentary dis-
placement of one of the hydrogen atoms by a collision will
immediately produce a non-zero dipole moment which
then may interact with radiation.

Typically, three or all four of the interaction-induced
dipole moments are present at the same time. They cause
collision-induced absorption, as well as the absorption of
bound van der Waals systems. The point to be made here is
that supramolecular complexes may have properties very
different from those of the (non-interacting) monomers,
such as a dipole moment even if the non-interacting con-
stituents may be without.

We note that collision-induced dipoles are roughly one
to three orders of magnitude weaker than the perma-
nent dipoles of ordinary molecules. Correspondingly, the
collision-induced spectra of individual pairs of molecules
are typically much less intense than analogous spectra
of ordinary molecules. Nevertheless, at high density the
spectra can be intense. Observable intensities, when inte-
grated over a line or a spectral band, are proportional to
the number of molecules, that is, to the density, if the
spectra of polar molecules are considered. For binary-
induced spectra, on the other hand, integrated intensities
are proportional to the number of pairs in a sample. If N
molecules exist in a box, we have N (N − 1)/2 pairs. Since,
in all practical cases, N is a very large number, N and
(N − 1) are nearly indistinguishable, and we can approxi-
mate the number of pairs by N 2/2. This quadratic density
dependence may, at high densities, generate substantial
intensities from pairs of molecules even if the individual
collision-induced dipole moments are weak.

1. Ternary Dipoles

Recently, semi-empirical models of the most significant
dipole components of three interacting homonuclear di-
atomic molecules have been obtained. Ternary-induced
dipoles are the vector sum of the pairwise-additive dipoles
(which are often well known) and the (previously essen-
tially unknown) irreducible ternary dipoles. The model
is consistent with three different experimental mani-
festations of the irreducible dipole component, in this
case of compressed hydrogen gas: the third virial coeffi-
cient of the collision-induced, integrated absorption spec-
trum of the fundamental band of H2; the triple transition
3Q1 by absorption of a single photon at 12,466 cm−1; and
certain features of the intercollisional dip of the Q1 line,
all of which are significantly shaped by the irreducible
induced dipole.
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When two molecules collide at near range, exchange
forces redistribute electronic charge. As a result, a colli-
sion-induced dipole may thus be created, along with
higher electric multipole moments. The strongest of these
is the exchange-force-induced quadrupole moment. In the
electric field of that quadrupole a third molecule will be
polarized and an irreducible ternary dipole is thus created.
There are several other mechanisms that contribute some
to the irreducible dipole moment, but the exchange quad
rupole-induced dipole (EQID) appears to be by far the
most significant contribution to the irreducible ternary-
induced dipole of three H2 or similar molecules.

2. Dipoles and Dense Matter

In dense systems (e.g., in liquids and solids) the three-body
and probably higher order cancellations due to destructive
interference are most important. We distinguish between
two components of translational spectra: one due to the
diffusive and the other to the oscillatory (“rattling”) mo-
tions of the molecules in a liquid. The latter is the analog of
the intercollisional spectrum and consists of a dip to very
low intensities near zero frequencies. While translational
spectra of monatomic liquids are rather well understood,
this cannot be said of those of the molecular liquids.

3. Electronic-Induced Dipoles

The induction proceeds, for example, via the polarization
of molecule B in the multipole field of the electronically
excited atom A, by long-range transition dipoles which
vary with intermolecular separation R as R −3 or R −4, de-
pending on the symmetry of the electronic excited state in-
volved. At near range, a modification of the inverse power
dependence due to electron exchange is often quite no-
ticeable, much as this is known for the rotovibrational
collision-induced spectra discussed above.

III. COLLISION-INDUCED
LIGHT SCATTERING

If a molecular substance is irradiated by the intense
monochromatic light of a laser, light of the same frequency
ν0 is scattered (the Rayleigh line). Besides, at lower
frequencies (ν < ν0, Stokes wing), as well as at higher
ones (ν > ν0, anti-Stokes wing), other lines may appear
that are shifted relative the incident frequency by certain
rototranslational molecular transition frequencies. Many
such states normally exist, certainly for the Stokes wing.
This basically describes the Raman spectrum of ordinary
molecules.

If laser light is directed at a sample of a rarefied mon-
atomic (rather than a molecular) gas, no Raman spectra be-
sides the Rayleigh line are observed, owing to the absence
of rotovibrational states. However, at high enough densi-
ties, continuous Stokes and anti-Stokes wings appear that
are collision induced. These arise because the polarizabil-
ity of two interacting atoms differs slightly from the sum
of polarizabilities of the (non-interacting) atoms: the col-
lisional complex possesses an excess polarizability which
generates these wings. The wings are continuous because
the translational energies of relative motion of the two
atoms are continuous, i.e., unlike the rotovibrational ener-
gies of bound diatomic molecules which are quantized like
all periodic motion. Collision-induced Raman spectra of
the rare gases were predicted and soon after demonstrated
in actual measurements by G. Birnbaum and associates in
1967.

It has long been known that two types of light scatter-
ing by gases must be distinguished; so-called polarized
scattering maintains the polarization of the incident laser
beam, but depolarized scattering does not. Depolarized
scattering arises from the anisotropic part of the polariza-
tion tensor of a molecule; it rotates the polarization plane
of the incident laser beam randomly so that nearly no
memory of the polarization of the incident beam remains
in the scattered light at a given frequency.

Figures 7 and 8 show the Raman spectra of two interact-
ing He atoms as obtained at gas densities corresponding
to 10 or 20 times their density at standard temperature and
pressure (1 atm and 273 K). Similar spectra are obtained
in a gas of the rare isotope, 3He. In an actual measure-
ment the depolarized (Fig. 7) and the polarized (Fig. 8)
spectra are superimposed and must be separated artifi-
cially, on the basis of their different polarizations, which
introduces considerable uncertainty in the weaker of the
two (Fig. 8). Similar collision-induced Raman spectra are
known for the other rare gases and for mercury vapor,
another monatomic gas.

The profiles of the Raman spectra, Figs. 7 and 8, resem-
ble the spectral density function g(ω) seen in collision-
induced absorption (Fig. 1). In fact, Heisenberg’s uncer-
tainty principle, Eq. (1), will directly relate the observed
half-widths of these profiles and the mean duration of the
collision, just as this was pointed out above in Fig. 1. Note
that the range of spectroscopic interaction of the trace is
shorter than that of the anisotropy of the polarizability ten-
sor, so that the polarized spectra are actually more diffuse
than the depolarized ones, under otherwise comparable
conditions. Furthermore, we note that the reader may find
the profiles shown in Figs. 7 and 8 to look different from
the dashed profile in Fig. 1. The apparent differences of
shape are, however, largely due to the logarithmic intensity
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FIGURE 7 The Stokes side of the binary collision-induced depo-
larized Raman spectrum of the helium diatoms of the abundant
and the rare isotope of helium at room temperature. The intense
Rayleigh line (at zero frequency shift) was suppressed. Dots and
circles represent the measurement; the solid lines represent a
calculation based on the fundamental theory. For clarity of the
display, the spectrum of the rare isotope was multiplied by a factor
of 2. [After Dacre, P. D., and Frommhold, L. (1982). J. Chem. Phys.
76, 3447.]

scales used in Figs. 7 and 8, when a linear scale was used
in Fig. 1.

Similar work with compressed molecular gases demon-
strates that the collision-induced Raman spectra are as
universal as their collision-induced absorption counterpart
discussed above. In molecular gases, additional rotovibra-
tional lines and bands appear, much like those seen in the
infrared, regardless of whether the gases are Raman-active
or not.

Just as in the case of collision-induced absorption, col-
lision-induced Raman spectra of binary and many-body
complexes differ significantly. In the low-density limit in
Raman-inactive gases, the binary collision-induced spec-
tra are dominant, and the intensities vary as the square of
density. At increasing densities a point is reached where
many-body cancellations of the binary intensities are ob-
served, owing to ternary (and higher order) interactions. At

still higher densities, and in the case of liquids and solids,
many-body collisional complexes contribute to the ob-
servable spectra which further modifies the induced spec-
tra seen in the low-density limit.

A. Collision-Induced Polarizabilities

All molecules are polarized in an external electric field,
i.e., the field pulls the electrons slightly off to one side
and the nuclei to the other so that a “field-induced dipole
moment” d results,

d = A · F, (2)

where F is the electric field strength. If an alternating field
(laser) is used, the field-induced dipole moment oscillates
and thus radiates at the same frequency as the incident light
(Rayleigh scattering). Since the polarizability A, a 3 × 3
tensor with two invariants, trace, and anisotropy, depends
on the molecular orientation and the nuclear structure of
the molecule, the scattered light is also modulated by cer-
tain molecular rotation and vibration frequencies. These
modulations make up the familiar Raman spectra of the
ordinary (unperturbed) molecules.

FIGURE 8 The Stokes side of the collision-induced polarized
Raman spectrum of the helium diatoms at room temperature.
The intense Rayleigh line has been suppressed. Dots and cir-
cles represent the measurements. The size of the error bars give
an impression of the uncertainty of the measurement, which was
substantial, owing to the low scattered intensities in the pres-
ence of the depolarized background. The solid lines are calcu-
lations based on the fundamental theory. [After Dacre, P. D., and
Frommhold, L. (1982). J. Chem. Phys. 76, 3447.]
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Supramolecular Raman spectra are generated by the
excess of the polarizability invariants of the interacting
complex over the sum of the corresponding invariants of
the non-interacting (i.e., widely separated) members of the
supramolecular complex. A simple example will illustrate
this: The atoms of the monatomic gases are completely
isotropic; the field-induced dipole will always be exactly
parallel to the applied field, d ‖ F, so that the anisotropy
(which would rotate the dipole relative to the field) is
zero—as long as the atoms are sufficiently spaced apart
(rarefied gas). At higher densities, one cannot ignore the
likelihood of another atom B sailing by close enough so
that the local field at the position of atom A is perturbed: it
is now the vector sum of the external field and the electric
field set up by the dipole induced in atom B. For example,
the resulting pair dipole moment and thus the polarizabil-
ity is typically greater than the sum of atomic polariz-
abilities if the internuclear axis is parallel to the field; it
is smaller if the internuclear axis is perpendicular to the
field. At the other orientations, the plane of polarization
of the scattered light is actually rotated relative to that
of the incident beam. In other words, the anisotropy of
the atom pair is no longer zero and a collision-induced
depolarized Raman spectrum exists. To a large extent,
this is simply due to the fact that the effective exciting
field in the former case is enhanced by the vicinity of
the dipole in the collisional partner, while in the latter
case it is weakened (this is the dipole-induced-dipole in-
teraction, often abbreviated DID). To some lesser extent,
electronic overlap at near range and dispersion forces at
more distant range have an effect on the polarizability
of the pair, and the DID model must be considered an
approximation that describes roughly 90% of the pair po-
larizability of most systems of interest; it is thus quite
useful.

The field-induced, excess dipole moment of the pair
goes from very small values at large initial separations to
a maximum at the point of nearest approach, whereupon
it falls off again. During this time, the dipole is oscil-
lating with the very high frequency of the exciting field.
The Raman spectra (e.g., the Fourier transform of the au-
tocorrelation function of the time-varying excess dipole
moment) consist of the Rayleigh line and the Stokes and
anti-Stokes wings. While the Rayleigh line arises mostly
from the scattering of monomers so that its width is not
affected by the short lifetime of the collisional complexes,
the Stokes and anti-Stokes wings are of a width consistent
with the reciprocal lifetime of the collisional complex.

We note that the pressure-induced depolarization of
scattered light by dense, isotropic gases is closely related
to the mechanism that produces the depolarized collision-
induced spectra.

IV. VIRIAL EXPANSIONS

A. Equation of State

A gas in thermal equilibrium obeys the equation of state,

p = kT

{
NA

V
+ B(T )

V 2
+ C(T )

V 3
+ · · ·

}
,

where p, T , V , k designate pressure, temperature, molar
volume, and Boltzmann’s constant, respectively; NA is
Avogadro’s number, and B(T ), C(T ), . . . are the second,
third, . . . virial coefficients of the equation of state. The
infinite series to the right is called a virial expansion.

In the limit of a highly diluted gas (V → ∞), the right-
hand side of this expression is equal to ρkT , where
ρ = NA/V is the density of the gas. This is the ideal
gas approximation of the equation of state which approx-
imates the gas as a collection of non-interacting point
particles—which is quite a reasonable model for rarefied
gases. The second and higher terms in the virial expansion
represent the effects of the intermolecular interactions. In
particular, the second virial coefficient B(T ) expresses the
effect of the strictly binary interactions upon the pressure
of the gas. The third coefficient C(T ) describes the effect
of the ternary interactions, and so forth. With increasing
gas densities (e.g., in compressed gases) these virial co-
efficients become more and more important. At densities
as high as those of liquids, the virial expansion becomes
meaningless. Under such conditions every particle of the
fluid is in simultaneous interaction with quite a number of
other particles nearby.

The second virial coefficient is expressed in terms of
the pair-interaction potential V (R),

B(T ) = −2π N 2
A

∫ ∞

0

(
e−V (R)/kT − 1

)
R2 dR.

Similarly, C(T ) can be expressed in terms of ternary inter-
actions, of both the pairwise and the irreducible kind. Valu-
able information on intermolecular interactions has been
obtained from measurements of the virial coefficients. The
second, third, . . . virial coefficients are functions of tem-
perature only and can be calculated in terms of the in-
teractions of two, three, . . . molecules in the volume V .
In other words, the NA-body problem of the imperfect gas
has been reduced to a series of one-, two-, three-body,
. . . problems which are much more tractable than the very
difficult many-body problem of an amorphous fluid.

B. Other Virial Expansions

It is plausible that besides the equation of state there should
be other thermodynamic functions, i.e., other properties
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of matter that may be described by superposition of the
effects of unitary, binary, ternary, . . . , molecular interac-
tions, that is, by a virial expansion. In fact, the discussion of
collision-induced spectral intensities above suggests such
a virial expansion of the observed line shapes and the in-
tegrated absorption coefficients.

C. Collision-Induced Spectra

Rarefied gases interact with electromagnetic radiation in
proportion to density variations: if at a given frequency ab-
sorption exists, the absorption coefficient will, in general,
double if gas densities (pressures) are doubled. However,
with increasing number density of the gas, as we approach
roughly ≈1% of the liquid state densities, supramolec-
ular absorption, emission, and light scattering becomes
increasingly important: the contributions from pairs of
molecules will increase as density squared; molecular
triples contribute proportional to density cubed; etc. In
other words, at not too high densities and at most (but not
all!) frequencies of a given collision-induced band, a virial
expansion of spectral intensities is possible and permits
a separation of the contributions of monomers, dimers,
trimers, . . . . It is clear that with increasing gas densities
the collision-induced contributions must be of increasing
importance—regardless of whether the dimers, trimers are
van der Waals molecules or collisionally interacting com-
plexes with fluctuating dipole moments.

The leading term of any virial expansion is due to the
non-interacting monomer contributions. Contrary to the
leading coefficient of the equation of state, the corre-
sponding spectroscopic first virial coefficient vanishes if
the molecules are infrared- or Raman-inactive; in that case
the virial series starts with the second spectroscopic coeffi-
cient, expressible in terms of the pair-interaction potential
and the induction operator (i.e., induced dipole or induced
polarizability invariants), depending on whether we con-
sider absorption and emission or the Raman process.

We note that certain sum formulas, e.g., the integrated
intensity of a collision-induced band, may at intermediate
densities be represented by a virial expansion.

D. Dielectric and Refractive Virial Expansions

Other equilibrium properties of gases and liquids are
known that possess a virial expansion and are intimately
related to the collision-induced spectroscopies. The den-
sity dependence of the relative dielectric constant ε of a
gas is given by the Clausius-Mossotti equation,

ε − 1

ε + 2
= Aε(T )

V
+ Bε(T )

V 2
+ Cε(T )

V 3
+ · · · ,

where Aε , Bε , . . . are the first, second, . . . dielectric virial
coefficients. The dielectric coefficient provides a measure
of the polarization of matter, and in principle there are
two mechanisms that can be distinguished: orientation of
existing (permanent) dipoles in the external electric field
and generation of dipoles by field-induced polarization,
d = AF. In other words, the first virial coefficient is given
by the Debye expression,

Aε(T ) = 4π NA

3(4πε0)

(
A + dp

3kT

)
,

which is the sum of the field-induced and the permanent
dipole contribution. Accordingly, the second dielectric
virial coefficient, which represents the leading term de-
scribing the lowest order deviations from the dielectric
ideal gas behavior, is written as

Bε(T ) = 2π N 2
A

3�(4πε0)

×
∫∫ [

A12(R) + d2
12

3kT

]
e−V (R)/kT d3R d2ω12.

The integration is over all positions and orientations of
molecule 2 relative to molecule 1 (here assumed to be iden-
tical). The quantity � is defined by

∫
d3R d2ω12 = �V .

The excess isotropic polarizability of the pair, A12(R), also
called the collision-induced trace of the pair polarizabil-
ity, is a function of intermolecular separation R. Similarly,
the squared collision-induced dipole moment, d12, more
precisely the excess of the squared dipole moment of the
pair above those of the non-interacting molecules, is also
a function of separation and orientation.

Static dielectric properties are measured with static
electric fields. If the frequencies of alternating fields
approach those of visible light, the refractive index n,
which is related to the dynamic (frequency-dependent)
dielectric constant by ε = n2, becomes important. In this
case an equation that is completely analogous to the
Clausius-Mossotti expression, and which is commonly
called the Lorentz-Lorenz equation, is of interest. It has
formally the same virial coefficients as the former, only
the polarizabilities are now measured at the frequencies
of visible light. Furthermore, when at high frequencies
the rotational inertia of polar molecules does not permit
the molecules to orient fast enough in response to the
applied alternating field, the orientational terms simply
disappear from the expression for Bε(T ).

The isotropic pair polarizability A12 mentioned here
(the trace of the pair polarizability tensor) is the very same
quantity that controls the purely polarized collision-
induced Raman process. Furthermore, the collision-
induced dipole moments, d12, whose squares occur in the
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expression for the second virial dielectric coefficient, are
clearly the same that cause collision-induced absorption
(and emission), and intimate relationships exist between
the second virial spectroscopic coefficient of absorption
and the part of the dielectric coefficient Bε(T ) that arises
from the orientational dependence.

E. Kerr Constant

If a uniform, strong electric field is applied to a fluid, it be-
comes birefringent. In that case the refractive index is no
longer isotropic (independent of the direction of propaga-
tion of light). Instead, we distinguish refractive indices n‖
and n⊥ for propagation of light in a direction parallel and
perpendicular to the electric field vector, which increas-
ingly differ as the field strength increases (Kerr effect). Ev-
ery substance has a Kerr constant K which determines how
much n‖ and n⊥ will differ for a given field strength, F ,

K = lim
F→0

{
6n(n‖ − n⊥)V

(n2 + 2)2(ε + 2)2 F2

}
.

This effect is related to the optical anisotropy of molecules.
In optically anisotropic gases, the molar Kerr constant
varies linearly with gas density. However, as the density
is increased, collision-induced optical anisotropies arise,
which can be accounted for by a virial expansion such as

K = AK (T ) + BK (T )
1

V
+ CK (T )

1

V 2
+ · · · .

The AK (T ), BK (T ), . . . are the first, second, . . . virial Kerr
coefficients. AK is the ideal gas value of the molar Kerr
constant; for monatomic gases it is related to the hyper-
polarizability. The second Kerr coefficient is given by

BK (T ) = 8π2 N 2
A

405kT (4πε0)

∫ ∞

0
βv(R)β0(R)e−V (R)/kTR2 dR,

where β0(R) and βv(R) are the (nearly equal) collision-
induced anisotropies at zero frequency and the frequency
v of the incident light, respectively. It is exactly this same
collision-induced anisotropy that generates the depolar-
ized collision-induced Raman spectra.

V. SIGNIFICANCE FOR SCIENCE
AND TECHNOLOGY

A. Molecular Physics

Throughout this article numerous remarks have been made
that illustrate the significance of the collision-induced
spectroscopies for the study of molecular interactions. We
summarize these by stating that complete binary spectra
can be reproduced in all detail by a rigorous, quantum

mechanical procedure if two functions of the molecular
interaction are known: the intermolecular interaction po-
tential and the pair induction operator (i.e., the collision-
induced dipole surface if infrared absorption and emission
are considered, or the collision-induced polarizability in-
variants for polarized or depolarized, collision-induced
Raman spectra, respectively). Inversely, we may say that
measurements of such collision-induced spectra define
these functions of the interaction, certainly if accurate
spectra over a wide frequency and temperature range are
obtained. At present, no entirely satisfactory procedure is
known to obtain these functions from spectroscopic mea-
surements. Nevertheless, reasonably successful inversions
of measurements exist which have generated valuable in-
formation concerning intermolecular interactions.

While ternary spectra are known and valuable pioneer-
ing work with various third virial coefficients exists, the
precision of the data is usually somewhat limited. Conse-
quently, the analyses have not always been as discriminat-
ing as one would like. The problem is, of course, the pres-
ence of the dominating binary process, combined with the
contributions from four-body (and higher) interactions.
A subject of considerable interest, namely, the separa-
tion of the irreducible parts of the three-body interactions
from the pairwise component, has recently shown great
promise.

B. Atmospheric Sciences

The interest of the planetary scientist in collisional absorp-
tion comes as no surprise. The most abundant molecules
and atoms in space are non-polar (H2, H, and He). In
the dense and cool regions of space (i.e., in planetary
atmospheres and “cool” stars), the most significant spec-
troscopic signatures that can be observed in the infrared
are of the collision-induced nature. The atmospheres of
the outer planets are opaque in the far infrared because of
collision-induced absorption of H2–H2 and H2–He pairs.

The exploration of the solar system by infrared spec-
troscopy has been an exciting and productive area of astro-
nomical research, especially in recent times. Major goals
are the detection of atmospheric constituents and their
elemental and isotopic abundance ratios, which are so im-
portant to the understanding of the evolutionary process
of the solar system, the establishment of thermal prop-
erties (i.e., brightness temperature and effective tempera-
ture), and the vertical thermal structure of the atmospheres
(p − T profiles). In all these endeavors collision-induced
spectroscopy is an essential ingredient. While we have em-
phasized the hydrogen (H2–H2) collision-induced spectral
contributions, other systems such as H2–He, H2–CH4, and
H2–N2 are also important under many conditions. The two
systems mentioned last are, for example, of interest in
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Titan’s atmosphere, which like the Earth’s atmosphere is
composed primarily of nitrogen. It has, therefore, received
much attention in recent years. The related spectra of the
van der Waals dimers of such systems [e.g., (H2)2 and
H2N2] appear to be of considerable interest for astro-
physics for the same reasons.

The atmospheres of the outer planets are thought to be
of a composition that resembles that of the primordial solar
nebula. Therefore, the study of the composition might pro-
vide important answers to the ancient scientific problem
of the origin of the solar system. Collision-induced spec-
troscopy can help to determine one of the most important
parameters of primordial matter, the helium-to-hydrogen
abundance ratio, which may be determined from the dis-
tinct features of the collision-induced spectra of H2–H2

and H2–He and of the associated (H2)2 dimer spectra. (It
is noteworthy that the H2–He system is one of the few that
do not form a bound dimer.)

Figure 9 shows the far infrared part of the emission
spectra of the north equatorial region of Jupiter, recorded
by the Voyager I IRIS spectrometer during the 1979 fly-by
encounter. The frequency axis (abscissa) ranges from 200
to 600 cm−1. Intensities are measured in units of bright-
ness temperature, i.e., the temperature a black body has
that emits the same intensity at the given wavelength. It
is clear that high brightness temperature corresponds to
high emission intensity. However, one should keep in mind
the fact that brightness temperature is a highly non-linear
measure of intensity.

At low frequencies, we notice structures that have been
identified as molecular bands of the NH3 molecule. Simi-

FIGURE 9 Emission spectrum of Jupiter’s north equatorial belt
obtained with the Voyager 1 IRIS far infrared spectrometer in the
fly-by mission. The relatively sharp, striking structures at the low-
est frequencies are NH3 bands. The collision-induced S(0) line
of the H2 molecule ranges from roughly 280 to 420 cm−1 as a
broad, inverted feature. A similar dark and broad feature at higher
frequencies is partially discernible, which is due to the S(1) line of
H2, with a center near 585 cm−1. The small rectangle near the cen-
ter of the S(0) line points out an interesting structure arising from
bound-to-free transitions involving the van der Waals molecule
(H2)2. [After Frommhold, L., Samuelson, R., and Birnbaum, G.
(1984). Astrophys. J. 283, L82.]

lar bands of other molecules, such as CH4, occur at higher
frequencies (>600 cm−1) and are not shown in the figure.
These strong (allowed) bands come from the deep inte-
rior of the atmospheres where temperatures are high. Of
special interest here are the broad, relatively unstructured
regions of the smallest intensities, extending from about
250 to beyond 600 cm−1. These are the collision-induced
rotational absorption lines of H2 molecules that are colli-
sionally interacting with other H2 molecules or with He
atoms. (These lines are the same shown in Figs. 3 and
4.) We note that helium atoms are the second most abun-
dant species after H2 in the atmosphere. Contrary to the
NH3 and CH4 bands mentioned, these lines are forbidden
in the non-interacting H2 molecules. The broad dips of
the emission spectra are centered near 354 and 585 cm−1.
The H2 S0(0) and S0(1) lines are actually “dark fringes”
in the thermal emission spectrum of Jupiter; their origin is
completely analogous to the well-known dark Fraunhofer
lines in the solar spectrum. The relatively cool outer re-
gions of Jupiter’s atmosphere are opaque at these frequen-
cies, owing to collision-induced absorption; emitted radi-
ation reflects the temperatures of these opaque regions.
In contrast to the Fraunhofer lines, the collision-induced
features are very broad because of the short durations of
typical H2–H2 and H2–He collisions [Eq. (1)]. We note
that the hydrogen densities in the outer regions where
collision-induced absorption takes place amount to about
0.4 amagat; the mean absorption pathlength amounts to
roughly 20 km.

C. Astrophysics

In 1952, a few years after the discovery of collision-
induced absorption, G. Herzberg pointed out the collision-
induced S3(0) overtone structure of hydrogen in the spectra
of Uranus and Neptune. This was the first direct evidence
for the existence of molecular hydrogen (H2) in the at-
mospheres of the outer planets, which consist of roughly
90% H2 molecules! This direct detection of H2 had to
await the discovery of collision-induced absorption.

D. Applied Sciences

The liberation of observational data for astronomy, satel-
lite-supported meteorology, and remote atmospheric sens-
ing from the aggravating influence of the Earth’s atmo-
sphere has been a classical problem in the applied sciences.
Precise quantitative knowledge of the coefficients of con-
tinuous absorption, especially in the far wings of spectral
lines, and of their temperature dependence is indispens-
able for the solution of the inverse problem in satellite
meteorology and weather prediction. The inverse problem
attempts to reproduce accurately the distribution curves
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of physical parameters of the atmosphere from measure-
ments of spectral composition and emission. For these
tasks the collision-induced spectra of the atmospheric
constituents (e.g., N2, O2, and H2O) are essential.

The propagation of laser beams through the atmosphere
is affected by atmospheric extinction from the scatter-
ing and absorption of light, both of which have a sig-
nificant collision-induced component. Long-range mon-
itoring of various physical and chemical parameters of
the atmosphere (LIDAR) is a promising new direction in
science and engineering; it is affected by collisional spec-
troscopies. To some extent all laser communication and
information transmission systems, locating and teleme-
tering systems, and mapping and navigational systems
require access to quantitative data describing the effect
of a dense atmosphere on the parameters of laser beams,
which serve as the carriers of information.

Photoattenuation at wavelengths in the extreme red
wings of resonant lines of electronic transitions have a
strong collision-induced component. The degree of at-
tenuation increases rapidly with increasing temperature,
which has a detrimental effect on the performance of gas
lasers. Since every scattering process has a stimulated
counterpart, the coefficient of collision-induced scatter-
ing is likely to increase with increasing laser power (stim-
ulated collision-induced scattering) to severely limit the
highest attainable internal power density of high-power
lasers. Collision-induced dipoles are known to be the
prime cause of far-wing absorption of radiation in ex-
cimer lasers and multiphoton processes. Volumetric heat-
ing of non-polar gases, liquids, and even solids is pos-
sible by utilizing collision-induced absorption lines of
the systems involved. Other applications in laser physics
and chemistry have been proposed that attempt to control
collisional processes and involve collision-induced spec-
troscopic transitions and lasers.

Frozen deuterium-tritium mixtures may be used as nu-
clear fuel for inertial confinement fusion reactors. Col-
lision-induced, vibrational-rotational spectra of liquid and
solid mixtures of deuterium are known, which are the iso-
topic analogs of the hydrogen spectra shown in Fig. 5.
However, new infrared lines in the tritiated solid hydro-
gens below about 11 K were observed, which are due to
tritium molecules perturbed by the electrostatic field of
nearby ions that were formed by the beta rays of a decay-
ing tritium nucleus. This is a form of collisional induction
by a charged particle. The new lines are apparently those
of the fundamental band but are shifted by the strong field
of the electric monopoles (Stark shift).

In recent years a considerable technological interest in
the non-linear optical properties of liquids has evolved.
It centers around the third-order susceptibility, which
controls many aspects of optical signal processing, im-
age processing, stimulated scattering, and so on. Molecu-

lar susceptibility is related to the polarizabilities that de-
termine the Rayleigh and induced Raman spectra of the
fluids.

VI. CONCLUSIONS

The examples of collision-induced spectra shown in this
article are chosen for their relative simplicity. The spectra
were those of complexes of atoms and simple molecules,
recorded under well-defined laboratory conditions and re-
produced from the fundamental theory with precision for
a demonstration of the basic principles involved. These
choices, however, do not indicate the scope of collisional
induction, which actually encompasses (1) quite large
molecules as well as the smallest ones; (2) virtually any
gas or mixtures of gases, liquids, and solids; (3) spectra in
virtually any frequency band of the electromagnetic spec-
trum, up to X-ray frequencies; and (4) optical phenomena
observable at any temperature, from near absolute zero to
tens of thousands of kelvin.

Collision-induced spectroscopy is the extension of the
spectroscopy of ideal gases to one of real gases and to
important aspects of the condensed state. It is thus a
very practical science that continues to provide new un-
derstanding of molecular interactions. Almost from the
moment of their discovery, the collision-induced spectro-
scopies have had an enormous impact in astrophysics and
other disciplines. Their significance for science and tech-
nology seems to be ever increasing. The field is diverse
and has prospered through the furtherance of many disci-
plines and technologies. Not only has the full extent of mi-
crowave, infrared, and Raman spectroscopy with low and
high resolutions been mobilized, but these techniques had
to be paired with other advanced technologies (e.g., ultra-
high pressure capabilities and laser and cryogenic tech-
nologies) before the now familiar, very general statements
concerning the collision-induced spectroscopies could be
made. New theoretical thinking, combining the elements
of statistical mechanics, liquid state theory, thermodynam-
ics, quantum chemistry, and molecular dynamics studies,
had to be developed and supported by modern supercom-
puters for the simulation of measurements and quantita-
tive tests of the assumptions made. Perhaps because of
the great diversity of interests and resources that have
been essential for all work in the collision-induced spec-
troscopies, only recently have a few major attempts been
known to review the field and to collect the existing knowl-
edge in a few conference proceedings and monographs.
These are quoted below.

Under conditions that are not favorable for the oc-
currence of electronic or molecular spectra, that is, at
low temperatures and if non-polar molecules are consid-
ered, collision-induced spectra can be quite prominent,
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especially at high gas densities, in liquids and solids.
Best known are the rototranslational absorption spectra
in the far infrared and microwave regions of the non-
polar gases and liquids; vibrational absorption bands in
the near infrared, analogous Raman spectra, especially
of the Raman-inactive gases; and various simultaneous
transitions in pairs and triples of interacting molecules.
Collisionally induced spectra are ubiquitous in dense en-
vironments in almost any gas; the only exception of such
absorption spectra seem to be the pure monatomic gases.

Collision-induced spectra and the spectra of van der
Waals molecules (of the same monomeric species) are
due to the same basic dipole induction mechanism. An in-
timate relationship of the induction mechanisms respon-
sible for the collision-induced spectra with the dielectric
virial properties of matter exists.

SEE ALSO THE FOLLOWING ARTICLES

ATOMIC AND MOLECULAR COLLISIONS • ENERGY TRANS-
FER • INFRARED SPECTROSCOPY • MICROWAVE SPEC-

TROSCOPY, MOLECULAR • PLANETARY ATMOSPHERES •
RAMAN SPECTROSCOPY
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GLOSSARY

Above-threshold ionization Ionization of atoms and
molecules by absorption of more photons than the min-
imum needed for ionization. The spectrum of photo-
electrons that are emitted by above-threshold ionization
consists of a series of bands separated by the photon
energy applied.

Doppler-free multiphoton spectroscopy Multiphoton
spectroscopy aims at eliminating inhomogeneous
Doppler broadening.

High-order harmonic generation Conversion process
of multiphotons absorbed by atoms and molecules into
emission of a series of photons with odd harmonic
frequencies of the driving laser field. High-order har-
monic generation is being investigated as a promising
approach to the development of a compact, coherent,
soft X-ray radiation source.

Ion-dip spectroscopy A high-resolution multiphoton
spectroscopy based on competition between ionization
and stimulated emission (or stimulated absorption).

Multiphoton absorption Simultaneous absorption of
multiple numbers of photons by materials under the
irradiation of laser light with high intensities.

Multiphoton ionization mass spectroscopy Multipho-
ton ionization method combined with mass detection.
This spectroscopy allows us to identify molecules by
the optical spectrum related to the resonant intermedi-
ate state as well as by their mass.

Polarization dependence Dependence of the cross sec-
tions of multiphoton transitions on photon polariza-
tions of laser used.

Resonance enhancement A drastic increase in the ability
of the multiphoton process observed when laser is tuned
and the energy of the laser approaches that of a real
intermediate state. See Multiphoton absorption.

Rydberg states States of a valence electron orbiting
about a positively charged core consisting of the nucle-
ous and inner electrons in atoms or molecules. Jumps of
an electron between Rydberg states are called Rydberg
transitions. The transition frequency, ω, is given by the
following:

ωn = Ip − R/(n − δ)2,

where Ip is the ionization potential, R the Rydberg con-
stant, n the principal quantum number of the Rydberg

199
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electron, δ the quantum defect, and R/(n−δ)2 the term
values. The classic orbit radius of the Rydberg electron
increases as n2, while the orbital velocity decreases as
n−1.

MULTIPHOTON SPECTROSCOPY consists of the si-
multaneous interaction of atoms or molecules with two or
much more number of photons. That is, it is spectroscopy
with the use of multiphoton transitions, or, more generally,
the spectroscopic research field of the interaction between
matter and two or more photons.

I. INTRODUCTION

In Fig. 1, several typical multiphoton processes are shown.
The result of the material–multiphoton interaction is usu-
ally detected through direct absorption, fluorescence, ion-
ization current, or a photoelectron detection system. The
excited-state structures of these materials in gases, liq-
uids, or solids, such as electronic, vibrational, or rotational
states or fine structure, which are not found in ordinary
single-photon spectroscopy because of their difference in
selection rules and low transition intensity, can be seen
in a wide frequency range from lower electronic excited
states to ionized continua.

Multiphoton spectroscopy requires an intense light
source. The first experimental observation of the simplest
multiphoton transition, two-photon absorption of an Eu2+-
doped CaF2 crystal in the optical region by Kaiser and
Garrett (1961), was made possible only after a high-power
monochromatic ruby laser was developed as the intense

FIGURE 1 Several multiphoton processes seen in atoms and molecules: (a) a nonresonant two-photon absorption
process; (b) a resonant two-photon absorption process; (c) a two-photon resonant three photon ionization; and (d)
a four-wave mixing process. Solid lines and broken lines represent real and virtual states, respectively; ωi denotes
photon frequencies.

incident light source, although the possibility of simulta-
neous two-photon absorption or stimulated emission was
pointed out in 1931 by Goeppert-Mayer.

The main reasons for wide interest in the multipho-
ton spectroscopy are due to the advent of dye lasers for
tunability and of multiphoton ionization technique for de-
tecting information from the excited state created by the
multiphoton excitation.

The tunability of dye lasers is particularly important for
multiphoton excitation because one can obtain an excita-
tion source by using only a single-frequency laser beam
rather than the two or more lasers of different frequencies.
The multiphoton ionization technique consists of collect-
ing free electrons produced by the multiphoton ionization
process after irradiation by a tunable laser pulse, ampli-
fying ion currents, and recording the signal as a function
of the laser frequency. In general, even ion currents of
only a few charges per second can be detectable. There-
fore, by using this method, one can detect and character-
ize extremely small amounts of atoms or molecules, even
in a rarefied gas. The sensitivity exceeds that of fluores-
cence and other detections. The multiphoton ionization
technique is also important in practical applications such
as isotope separation, laser-induced fusion, and the dry
etching process.

A Ti:Sapphire laser makes it possible to generate pulses
whose intensity is stronger than 1013 W/cm2 in an ul-
trashort time. Application of such intense laser pulses to
atoms and molecules is expected to open up new fields
of study on multiphoton processes, such as high-order
harmonic generation, above-threshold ionization, and
above-threshold dissociation. These cannot be explained
by using a simple perturbative treatment. Nonperturbative
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treatments should be used to explain the mechanisms of
such multiphoton processes. A direct method for solving
the time-dependent Schrödinger equation as well as other
theoretical methods is being developed.

Multiphoton transitions related to the multiphoton
spectroscopy have several characteristic features: laser
intensity dependence, resonance enhancement, polariza-
tion dependence, and so on. For example, the transition
probability of the nonresonant two-photon absorption pro-
cess shown in Fig. 1a with ω1 = ω2, W

(2)
i →f , can be written

as:

W (2)
i→f = I 2σ (2)

/
(hωR)2 (1)

where σ (2), I , and ωR denote the cross section for the two-
photon absorption, the laser intensity, and the laser fre-
quency, respectively. Equation (1) indicates that the two-
photon transition probability is proportional to the square
of the laser intensity applied. This is called the formal
intensity law. If no saturation of photon absorption takes
place during the multiphoton processes, the order or the
multiphoton transition can be experimentally determined
from measuring the slope of log–log plots of the transition
probability as a function of the laser intensity as shown in
Fig. 2:

lnW (2)
i→f = 2 ln I + C (2)

for the nonresonant two-photon process.
Multiphoton spectroscopy usually utilizes resonance

enhancement; that is, a dramatic increase in the multi-

FIGURE 2 The formal intensity law for a nonresonant two-photon
process. Here I and W (2)

i →f denote the laser intensity and two-
photon transition probability from the i to the f state, respectively.

photon transition ability can be seen when the exciting
laser is tuned and its frequency approaches a real inter-
mediate electronic state called a resonant state. In this
case, the level width of the resonant state plays a sig-
nificant role in determining the transition ability. It is
well known that photons can be regarded as particles
of mass 0 and spin 1. Polarization dependence of mul-
tiphoton processes is associated with the spin angular mo-
mentum. Polarization dependence and symmetry selection
rules of multiphoton transitions are of great importance in
characterizing the multiphoton transition process and in
determining the symmetry of the states relevant to the
transitions. For example, for a two-photon transition of a
molecule with a center of symmetry, the initial and final
states have the same parity, which is in contrast to the par-
ity selection rule of one-photon spectroscopy governed by
the opposite parity. Therefore, one- and two-photon spec-
tra are complementary for measuring vibronic states of the
molecule. This relationship between one- and two-photon
spectroscopic techniques is similar to that between the in-
frared (IR) absorption governed by the opposite parity and
Raman spectroscopy by the same parity. These character-
istic features mentioned briefly are described in detail in
Section IV after the theoretical treatment and experimen-
tal techniques for the multiphoton spectroscopy are intro-
duced. Not only structures but also dynamic behaviors in
electronically excited states of atoms and molecules are
widely studied using the multiphoton spectroscopic meth-
ods. Typical examples of such applications of multiphoton
spectroscopy are presented in Section V.

II. THEORY

In order to analyze multiphoton spectra, various theoreti-
cal treatments based on the ordinary time-dependent per-
turbation method, the Green’s function method, the den-
sity matrix method, the susceptibility method, and so on
have been applied to deriving the expressions for the mul-
tiphoton transition probability. A direct method has also
been used for solving the time-dependent Schrödinger
equation for an atom or molecule interacting with intense
laser pulses. In this section these theoretical treatments are
considered, focusing on their advantages and on the re-
strictions on their application to the multiphoton process.

A. General Considerations

The theory of multiphoton processes can be developed
based on the semiclassical or quantum-mechanical for-
malisms. Here the quantum-mechanical theory in which
the photon field is described in the second quantization is
presented. In some cases the semiclassical formalism in
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which the photon field is treated classically and matter–
radiation field interaction is characterized by a time-
dependent behavior is convenient.

The Hamiltonian of the total system consisting of atoms
or molecules plus radiation field is written as follows:

H = HS + HR + V = H0 + V, (3)

where HS is the Hamiltonian of the particles, HR the
Hamiltonian of the free radiation field, and V the inter-
action between them. The radiation Hamiltonian can be
written in terms of photon creation and annihilation oper-
ators as follows:

HR =
∑

k

hωk

(
b†

kbk + 1

2

)
, (4)

where k specifies both the wave vector and polarization,
ωk = c|k| the angular frequency of the kth photon mode,
and b†

k and bk are the creation and annihilation operators
of the photon, respectively. The unperturbed Hamiltonian
of the total system satisfies the following:

H0|I 〉 = εI |I 〉, (5)

where

εI = εi +
∑

k

(
nk + 1

2

)
hωk, (6)

in which εi is an eigenvalue of Hs and nk is the number of
photons with frequency ωk . The eigenstate of the unper-
turbed Hamiltonian H0, |I 〉, can be written as the product
of that of the system |i〉 and that of the radiation field
|n(k1)n(k2) · · ·〉.

The interaction Hamiltonian V originates from the cou-
pling of the vector potential A(r) with moving charged
particles with mass m j and electric charge e j and is given
by the following:

V =
∑

j

(
− e j

m j c

)
P j × A(r j ) +

∑
j

(
e2

j

2m j c2

)
A2(r j ),

(7)
where the vector potential is written as follows:

A(r) =
∑

l

(
h

2ε0L3ωl

)1/2

el
{
bl exp(ikl · r)

+ b†
l exp(−ikl · r)

}
, (8)

where L3 is a cubic box of the photon field and e the
polarization unit vector of the photon.

The interaction Hamiltonian, Eq. (7), can be written in
terms of the multipole expansion as follows:

V = Vd + Vq + · · · , (9)

where Vd and Vq denote the electric dipole and the electric
quadrupole interactions, respectively, and they are given
by the following:

Vd = −er · E (10)

and

Vq = − e

2

∑
i j

Qi j∇ j Ei , (11)

in which Q, the quadrupole dyadic, is defined by the
following:

Qi j = ri r j − 1
3 r2δi j (ri = x, y, z). (12)

Since the wavelength of photons of optical frequencies
is much larger than atomic or molecular dimension, the
spatial dependence of the photon field can be neglected
in calculating the transition probabilities (dipole approxi-
mation). The first term of the interaction Hamiltonian Vd

makes a significant contribution to ordinary multiphoton
transitions, although effects of the quadrupole interaction
term have been observed in some cases. In the dipole ap-
proximation the interaction Hamiltonian can be expressed
as the following:

V = −ie
∑

l

(
hωl

/
2ε0L3

)1/2
r · el

(
bl − b†

l

)
(13)

B. Ordinary Time-Dependent
Perturbation Theory

In the ordinary time-dependent perturbation theory, the
first-order transition probability per unit time from I to F
states, W (1)

I→F , is given by the following:

W (1)
I→F = 2π

h
|VF I |2δ(EF − EI ) (14)

and the mth-order transition probability per unit time,
W (m)

I→F , is given by the following:

W (m)
I→F = 2π

h

∣∣∣∣∣
∑
M1

∑
M2

· · ·
∑
Mm

VFMm · · · VM2 M1 VM1 I

hωMm I · · · hωM1 I

∣∣∣∣∣
2

× δ(EF − EI ), (15)

where M1 · · · Mm specify the intermediate states for the
multiquantum transition. The Dirac δ function δ(EF −EI )
expresses the energy conservation between initial and final
states of the transition. It should be noted that Eqs. (14)
and (15) have been derived in the long time limit t → ∞.
These expressions are usually called Fermi’s golden rule
for the transition probability.

The expression for the multiphoton transition proba-
bility can be derived by using Fermi’s golden rule. The
expression for the m-photon (quantum) transition proba-
bility comes from that of the mth-order transition proba-
bility in Fermi’s golden rule. For example, the expression
for a two-photon absorption probability from initial state
i to the final state f of the system of interest, W (2)

i→f , in-
duced by irradiation of two types of the laser light with
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frequencies ωl and ωl ′ and polarization unit vectors el and
el ′ , takes the following form:

W (2)
i→f = 2π

h2

∑
l

∑
l ′

(
e2nlωl

2ε0L3

)(
e2nl ′ωl ′

2ε0L3

)

× |S f i (ωlel , ωl ′el ′ )|2δ(ω f i − ωl − ωl ′ ), (16)

where

S f i (ωlel , ωl ′el ′ )

=
∑

m

[
el ′ · R f mel · Rmi

ωmi − ωl
+ el · R f mel ′ · Rmi

ωmi − ωl ′

]
, (17)

in which R f m is the transition matrix element defined by
〈 f |r|m〉, and ωmi the frequency difference between m and
i levels.

The summations over the photon modes in Eq. (16) can
be replaced by integrations after taking L → ∞ according
to the following equation:

∑
l

→ L3

8π3c3

∫ ∞

0
dωlω

2
l

∫

l

d
l (18)

together with nl → n(ωl), where 
l is a solid angle about
the polarization vector el . The resulting expression for
the two-photon transition probability is given by the
following:

W (2)
i→f = 2π(2πα)2 I1 I2ω1ω2|S(ω1e1, ω2e2)|2

× δ(ω f i − ω1 − ω2), (19)

where I1 and I2 are the photon fluxes in units of numbers of
photon per second per area and Ii is given by the following:

Ii = 1

8π3c2

∫
dωiω

2
i n(ωi )

∫

i

d
i . (20)

In Eq. (19), α denotes the fine-structure constant and is
given by α = e2/(4πε0 hc) � 1/137.04.

An expression for an m-photon transition probability
can be obtained from the Fermi’s golden rule in a similar
manner. The resulting expression explains the formal in-
tensity law and is valid for nonresonant multiphoton tran-
sitions. In order to study resonance effects and saturation
phenomena, one has to utilize other theoretical treatments
taken into account an infinite perturbation procedure.

C. Green’s Function (Resolvent) Method

The Green’s function method can be applied to the in-
terpretation of optical Stark effects and also resonance
effects. The Green’s function (resolvent) is defined by the
following:

(E − H )G(E) = 1 (21)

The transition amplitude from I to F states, UF I (t), is ex-
pressed in terms of the time-independent Green’s function
as follows:

UFI (t) = 〈F |exp(−itH/h)|I 〉

= 1

2π i

∫
dE exp

(−iEt

h

)
GFI(E), (22)

where GFI(E) is the matrix element of the Green’s
function.

The transition probability per unit time is given by

WI→F = lim
t→∞

d

dt
|UFI(t)|2. (23)

The matrix elements of the Green’s function are evaluated
by using the Dyson equation,

G(E) = G0(E) + G0(E)VG(E), (24)

where the zero-order Green’s function G0(E) satisfies the
following:

(E − H0 + iη)G0(E) = 1, (25)

with η → 0+.
One of the merits of using the Green’s function method

is that the effect of level width M and level shift DM

of the intermediate states of M in the expression for the
multiphoton transition probability can easily be taken into
account. The width and shift originate from the interaction
of atoms or molecules with the photon field and/or the heat
bath. For example, for two-photon processes such as two-
photon absorption, and Raman scattering, after utilizing
the Dyson equation in evaluating the relevant matrix ele-
ments of the Green’s function, the matrix element GFI(E)
can be expressed as follows:

G F I (E) =
∑

M

G0
FF (E)VFM VMI G0

II (E)

E − E0
M − �MM (E)

, (26)

where energy-dependent self-energy �M M (E) can be
written as follows:

�M M (E) = DM (E) − (i/2)M (E), (27)

in which the level shift DM (E) and the width M (E) are
given by the following:

DM (E) = P
∑

B

|〈B|V |M〉|2
E − E0

B

, (28)

where P denotes the principal part and M (E) is defined
by the following:

2π
∑

B

|〈B|V |M〉|2δ(E − E0
B

)
, (29)

respectively. The term B appearing in Eqs. (28) and (29)
excludes the initial, final, and intermediate states and de-
notes the states combined with the intermediate states
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through the system–photon field interaction and/or the
system–perturber interactions. From Eqs. (26), (22), and
(23), an expression for the two-photon transition proba-
bility W (2)

I→F can be derived. The resulting expression is
identical to that derived in the ordinary perturbation ap-
proach, except for the inclusion of the level shifts and the
widths of the intermediate states.

The Green’s function method just described can be ap-
plied to the multiphoton processes in the low-temperature
case. In order to take into account temperature effects on
the multiphoton processes, other methods, such as the
temperature-dependent Green’s function or the density
matrix method, are commonly used.

D. Density Matrix Method

The density matrix method is widely applied to investi-
gation of mechanisms of multiphoton transitions and to
derivation of an expression for the nonlinear susceptibil-
ity for nonlinear optical processes of atoms and molecules
in the presence of the heat bath. Collision-induced multi-
photon transitions that are induced by an elastic interaction
between the system and the heat bath during the photon
absorption, sometimes referred to as optical collisions, can
be explained by using the density matrix method.

The density matrix for the total system, including the
heat bath and the photon field ρ(t), is defined by the
following:

ρ(t) =
∑

i

Ni |ψi (t)〉〈ψi (t)|, (30)

where ψi (t) is the wave function for the i th quantum sys-
tem of the total system at time t and Ni the weighting
factor. The time evolution of the total system is deter-
mined by the Liouville equation for the density matrix as
follows:

ih
∂

∂t
ρ(t) = [H, ρ(t)], (31)

where the square-bracketed term denotes the commutator.
Let us consider a contribution of a collision-induced

two-photon absorption by irradiation of two kinds of lasers
with a near-resonance frequency ω1 between initial and
resonant states and with frequency ω2 to the rate con-
stants. In describing the near-resonant two-photon absorp-
tion processes, it is necessary to obtain the fourth-order
solution of the Liouville equation of Eq. (31). The pertur-
bative solution can be written as follows:

ρ(t) = (ih)−4
∫ t

−∞
dt1

∫ t1

−∞
dt2

∫ t2

−∞
dt3

∫ t3

−∞
dt4

× [V (t1), [V (t2), [V (t3), [V (t4), ρ(−∞)]]]],

(32)

FIGURE 3 Three-level model for a near-resonant two-photon ab-
sorption. The detuning frequency is defined by �ω = ω1 − ωmi ,
where ωmi is the frequency difference between the resonant and
initial levels.

where V (t) denotes the system–photon field interaction
Hamiltonian in the interaction picture and ρ(−∞) is the
density matrix in the initial state. After tracing out over
the photon-field variables and the heat-bath variables, the
diagonal matrix element representing the final state den-
sity of the system ρ

(S)
f f (t) in a three-level model shown in

Fig. 3 can be expressed as follows:

ρ
(S)
f f (t) = 2 Re{A ff (t) + B ff (t) + C ff (t)}, (33)

where

Aff (t) = 1

h4

∫ t

−∞
dt1

∫ t1

−∞
dt2

∫ t2

−∞
dt3

∫ t3

−∞
dt4

× 〈
E (+)

1 (t2)E (−)
1 (t4)

〉〈
E (+)

2 (t1)E (−)
2 (t3)

〉
× gf m(t1 − t2)gf i (t2 − t3)gmi (t3 − t4) (34a)

B ff (t) = 1

h4

∫ t

−∞
dt1

∫ t1

−∞
dt2

∫ t2

−∞
dt3

∫ t3

−∞
dt4

× 〈
E (+)

1 (t3)E (−)
1 (t4)

〉〈
E (+)

2 (t1)E (−)
2 (t2)

〉
× gf m(t1 − t2)gmm(t2 − t3)gmi (t3 − t4)] (34b)

and

Cff (t) = 1

h4

∫ t

−∞
dt1

∫ t1

−∞
dt2

∫ t2

−∞
dt3

∫ t3

−∞
dt4

× 〈
E (+)

1 (t3)E (−)
1 (t4)

〉〈
E (+)

2 (t2)E (−)
2 (t1)

〉
× g f m(t1 − t2)gmm(t2 − t3)gmi (t3 − t4) (34c)
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In Eq. (34), 〈· · ·〉 denotes the photon-field correlation func-
tion. The matrix element g, for example, gmi (tα − tβ), is
that of the time evolution operator for the density matrix
representing the system and heat bath and can be expressed
phenomenologically as follows:

gmi (tα − tβ) = exp[−i(tα − tβ)ωmi −|(tα − tβ)|mi ], (35)

where ωmi is the frequency difference of the system be-
tween m and i states and mi is the dephasing constant
relevant to these states. The structure of the dephasing con-
stant can be clarified by using the density matrix method
combined with the projection operator or the cumulant
expansion technique. In the Markoff approximation, the
dephasing constant is given by the following:

mi = 1
2 (mm + i i ) + 

(d)
mi , (36)

where mm(i i ) represents the population decay constant
of the m(i) state, with 

(d)
mi , in which m �= i is the pure

dephasing constant originating from the elastic interaction
between the system and the heat bath.

In qualitatively understanding the mechanism of mul-
tiphoton processes it is convenient to use a diagrammatic
representation of time evolution of the ket and bra vectors.
The diagrammatic representation in the case of the two-
photon absorption is shown in Fig. 4. Figures 4a–4c corre-
spond to the time evolution in Eqs. (34a), (34b), and (34c),
respectively. The lower and upper lines represent the time
evolution of the ket |〉 and bra 〈| vectors of the system, re-
spectively. Time develops from the left-hand to right-hand
sides. The wavy lines represent the system–photon inter-
action. The dotted points indicate the interaction points.
In the diagram in Fig. 4a, two wavy lines with ω1 and ω2

overlap each other during time t2 − t3. This corresponds
to a simultaneous two-photon process. Figures 4b and 4c
describe sequential two-photon processes in which inter-
actions of the system with the photon fields 1 and 2 are
independent of each other.

The two-photon transition probability per unit time,
W (2)

i→f , is defined as follows:

W (2)
i→f = lim

t→∞
d

dt
ρ

(S)
f f (t). (37)

FIGURE 4 Diagramatic representations of the ket and bra vec-
tors for a near-resonant two-photon absorption: (a), (b), and (c)
correspond to the time evolution of the density matrix in Eqs. (34a),
(34b), and (34c), respectively.

FIGURE 5 A line shape of a two-photon absorption as a function
of the second laser frequency ω2. The broad band centered at
ω2 = ωfm originates from the collision-induced sequential mech-
anism and the sharp band at ω2 = ωfm − �ω from the coherent
two-photon mechanism. The band width of the former is mainly
characterized by the dephasing constant due to the collision be-
tween the system and the perturbers and that of the latter by the
laser band width.

For an idealized steady-state laser excitation characterized
by a negligibly small band width for both lasers, the tran-
sition probability per unit time takes the following form:

W (2)
i→f = ∝ 1

(ωmi − ω1)2 + 2
{πδ(ω f − ωi − ω1 − ω2)

+ 
(d)
mi

mm

[
(ω f − ωm − ω2)2 + 2

] . (38)

In deriving Eq. (38),  f m = mi =  and  f i = 0 have
been assumed for simplicity. The first term in Eq. (38) rep-
resents the coherent two-photon transition, and the second
term the collision-induced (sequential) two-photon tran-
sition due to the system–heat bath elastic interaction. The
latter transition rate constant is proportional to pressure of
the perturbers added. A line-shape function of the reso-
nant two-photon absorption as a function of the frequency
of the second laser ω2 is drawn schematically in Fig. 5
to demonstrate contribution of the collision-induced two-
photon transition to the total line shape. The broad line
shape represents that for the collision-induced sequential
two-photon transition and the sharp line shape that of the
simultaneous process.

E. Susceptibility Method

The susceptibility method is widely applied to the expla-
nation of nonlinear optical phenomena, such as harmonic
generation, sum- and difference-frequency generation,
stimulated scattering, and multiphoton absorption, that
originate from nonlinear interaction between a coherent
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laser field and material. The macroscopic polarization of
the material induced by the incident radiation field P can
be expanded as follows:

P = χ (1) × E + χ (2) : EE + χ (3) ... EEE + · · · , (39)

where E, the incident radiation field, is expressed as
follows:

E = 1

2

∑
i

{ei Ei exp[i(ki × r − ωi t)] + c.c.} (40)

and χ (n) is called the nth-order susceptibility. For isotropic
materials characterized by inversion symmetry, the lowest
nonlinear susceptibility χ (2) vanishes, and the nonlinear-
ity in these materials is usually described in terms of the
third-order nonlinear susceptibility χ (3), neglecting higher
order ones. The electric field E originating from the non-
linear polarization satisfies the Maxwell wave equation as
follows:

∇ × ∇ × E + 1

c2

∂2E
∂t2

= − 1

ε0c2

∂2P
∂t2

. (41)

The real physical fields contain both positive and neg-
ative frequency components. Depending on the choice
of these components, specific optical nonlinear processes
are described. Typical third-order optical processes, third-
harmonic generation, sum-frequency generation, and co-
herent anti-Stokes Raman scattering (CARS) are schemat-
ically shown in Fig. 6.

For a polarization at the sum frequency ω4 = ω1 +
ω2 + ω3, in the presence of the three kinds of lasers with
amplitudes E1, E2, and E3, the electric field amplitude E4

at distance l can be expressed as follows:

E4 = χ (3) E1 E2 E3l[exp(i�k l) − 1]/�k, (42)

where �k, called the phase match parameter, is given by
�k = k1 + k2 + k3 − k4. The intensity of the net field I4

can be written as follows:

FIGURE 6 Schematic energy level diagrams for third-order opti-
cal processes: (a) third-harmonic generation, ω2 = 3ω1; (b) sum-
frequency generation, ω4 = ω1 + ω2 + ω3; (c) coherent anti-Stokes
Raman scattering (CARS), ω3 = 2ω1 − ω2.

I4 = 256π4ω1ω2ω3ω
3
4

c8k1k2k3k4

∣∣χ (3)
∣∣2

I1 I2 I3l2

× [sin(�k l/2)/�k l/2]2, (43)

in which ki = ε
1/2
i ωi/c. Here the dielectric constant

εi = 1 + 4πχ (1) is equal to the square of the index of the
refraction ni . So far the nonlinear wave mixing processes
have been treated in the classical method. It has been
shown that the signal is proportional to the products of
the intensity of each incident laser field, and for the signal
to be observed the phase matching condition �k = 0 has
to be satisfied.

In order to investigate the frequency dependence of
the material, especially resonance enhancement of non-
linear process, it is necessary to clarify the structure of the
third-order nonlinear susceptibility. This can be carried
out by using the semiclassical method, in which the ra-
diation field is treated classically and the material system
quantum-mechanically in solving equation of motion for
the density matrix, Eq. (31). The resulting polarization
is given in terms of the expectation value of the dipole
moment µ= er as follows:

P = N Tr(ρµ), (44)

where ρ is a solution of Eq. (31) in the steady-state
condition.

A two-photon absorption can be treated as a third-order
process in which two lasers at ω1 and ω2 excite atoms
or molecules of the materials from the i to f states. The
nonresonant two-photon absorption coefficient is linearly
proportional to the imaginary part of the third-order non-
linear susceptibility χ ′′(3), which is expressed as follows:

χ ′′(3) = |Sfi |2g(h�ω)(Ni − N f ). (45)

The line shape function g(h�ω) is given as follows:

g(h�ω) = h f i

π
[
(h�ω)2 + (h fi )2

] , (46)

with �ω = ω f − ωi − ω1 − ω2 and Ni (N f ) the number of
atoms or molecules in the initial (final) state.

F. Direct Method for Solving the
Time-Dependent Schrödinger Equation

In treating multiphoton processes of atoms or molecules
induced by an intense ultrashort pulsed laser, it is con-
venient to use the semiclassical treatment of system–
radiation interactions. The Hamiltonian is given as
follows:

H (t) = Hs + Vsr(t), (47)

where Hs is the system Hamiltonian and Vsr(t) is the
interaction Hamiltonian. The interaction Hamiltonian is
expressed in the dipole approximation as follows:
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Vsr(t) = −er · e E(t) sin(ωRt + ϕ(t)), (48)

where E(t) is the pulse-envelope function,ωR is the central
frequency of the laser pulse, and ϕ(t) is the phase which
generally depends on time.

The time-dependent Schrödinger equation is expressed
as follows:

ih
∂�(t)

∂t
= H (t)�(t), (49)

where �(t) is the wave function of the system at time t .
The probability amplitude cm(t) for a bound eigenstate m
is obtained by projecting �(t) on the bare eigenstate of
the free field system, as long as the field is not too strong,
as follows:

cm(t) = 〈m|�(t)〉. (50)

The population at time t is given by taking the absolute
square of the amplitude. The nonlinear scattering light
spectrum σ (ω) related to harmonic generation is obtained
by taking the square of the Fourier transform of time-
dependent acceleration as follows:

α(t) =
〈

d2x

dt2

〉
=

〈
�(t)

∣∣∣∣d2x

dt2

∣∣∣∣�(t)

〉

as

σ (ω) =
∣∣∣∣ 1

T

∫ T

0
dt exp(−iωt)α(t)

∣∣∣∣
2

. (51)

There are two methods for evaluating �(t). One is to
utilize the expansion of spatially delocalized bases with
time-dependent coefficients. The other consists of using
a grid representation. In the former expansion method,
the time-dependent Schrödinger equation is transformed
into a system of coupled first-order differential equations
for the time-dependent coefficients. For the motion of a
spatially localized electronic wavepacket created by an
ultrashort, intense laser field pulse, the description of the
delocalization brings about a poor convergence in certain
cases. In the grid representation method, split operator
techniques combined with a fast Fourier transform have
been successfully applied to nuclear wavepacket dynam-
ics. The time-dependent electronic wave packets are eval-
uated using an analytical potential model for Coulomb
interactions because of its long range and the singular-
ity at the origin. A dual transformation method has re-
cently been developed as an efficient grid method for accu-
rately treating electronic dynamics. This consists of wave
functions that are set at zero at the Coulomb singularity
point and the introduction of a new scaled coordinate in
which the unit is small near the nuclei and large at longer
distances.

III. EXPERIMENTAL METHODS

Since two-photon absorption is a second-order process, it
is rather weak at the moderate light intensities available
from tunable dye lasers. This demands a sensitive tech-
nique for detection of only a few two-photon absorption
events in the sample. In principle, higher light intensities
could be used, but then higher order processes become
more probable and the measured spectrum may be a su-
perposition of two- and three-photon spectra. Even ion-
ization and fragmentation of the molecules is possible at
high light intensities, and in this case also the multipho-
ton spectrum of a fragment may be superposed. For this
reason in most cases one should refer to highly sensitive
detection techniques and moderate light intensities rather
than high light intensities and nonsensitive detection tech-
nique. First, a series of sensitive detection techniques are
discussed in this section.

A. Measurement of the Photon Absorption
Due to a Two-Photon Absorption Process

The measurement of absorption contains two steps: first
the light power in front of the sample has to be mea-
sured and the light power after passing the sample. The
detection limit is strongly dependent on the special tech-
nique used in the experiment, the integration time, and
so on. Usually, one is not able to detect differences in light
intensities less than 0.1%. Qualitatively, it is clear that real
absorption measurements in two-photon spectroscopy are
only possible for samples of high density (e.g., liquids
and solids). It is not a feasible method for gasphase spec-
troscopy, since it is impossible to get the laser light highly
focused over a long absorption path length. The first ab-
sorption measurement in two-photon spectroscopy was
done using the combination of a ruby laser and continuum
flash lamp. The two-photon absorption was monitored on
an oscilloscope as a short dip in the transmitted flash-lamp
light intensity that coincides with the laser pulse. For this
experiment, an accurate overlap of both light beams over
a long distance is necessary in order to get a high level of
absorption.

A special setup was developed by Hopfield et al., who
used a crystal that acts as a light guide for both light
beams.

In a more recent work, a combination of a high-power
pulsed dye laser and a fixed-frequency continuous-wave
(cw) Kr+ ion laser was used to detect absorption differ-
ences as small as 0.1%. Even though in this way a spec-
trum is hard to measure, very accurate absolute values of
the two-photon absorption cross section were obtained for
diphenylbutadiene at a special wavelength. In addition to
the spectrum, the absolute two-photon cross section yields
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further arguments whether the two-photon absorption is
pure electronic or is vibrationally induced.

A very sensitive technique for detection of weak ab-
sorption is the intracavity absorption technique. Here the
weakly absorbing sample is placed in the cavity of a
dye laser. As a consequence, the dye-laser emission is
quenched at those wavelengths where the material ab-
sorbs. In this way an absorption as small as 10−4 can be
detected in a time interval. This technique is appropriate to
detect small amounts of material with sharply structured
spectra rather than to measure a complete spectrum. Two-
photon absorption in anthracene solution was detected by
intracavity absorption.

B. Detection of Fluorescence after Two-Photon
Excitation of Molecules

The most convenient and sensitive method for the mea-
surement of two-photon spectra is the detection of the
fluorescence of the excited molecules. As a consequence
of a two-photon absorption, most molecules emit a pho-
ton at about twice the energy of the absorbed photons, as
shown in Fig. 7. These emitted photons are detected with
high sensitivity. A typical setup is shown in Fig. 8. The
light from a tunable dye laser is focused within the fluo-
rescence cell containing the molecular gas or the solution.
In the small focus, simultaneous absorption of two (visi-
ble) photons takes place and ultraviolet (UV) photons are
emitted with a quantum yield typical for the molecule un-
der investigation. The emitted UV photons are observed
with a high-gain photomultiplier. Special filters are used

FIGURE 7 Principle of a nonresonant two-photon absorption
measurement by proving the photon emission. The straight lines
with arrow denote the photon absorption and emission processes,
and a wavy line represents a relaxation process from the level ex-
cited to the lowest one in the final electronic state.

FIGURE 8 Experimental setup of the fluorescence detection af-
ter a two-photon excitation of a gaseous sample.

in order to discriminate them from the intense exciting
visible light. This can easily be accomplished since there
usually is a large frequency shift between the exciting vis-
ible and the emitted UV light in two-photon spectroscopy.
This greatly improves the signal-to-noise ratios relative
to one-photon excitation and represents a side benefit of
this detection technique. In the gas and in solution of low
concentration there is no reabsorption of the emitted pho-
tons; however, this can be a problem in pure liquids and
in crystals with a large absorption cross section. The sig-
nal of the photomultiplier is then fed into a boxcar in-
tegrator and integrated there within a short time inter-
val of 10 nsec to some picoseconds, depending on the
lifetime of the fluorescence. The integrated signal then is
recorded on a strip-chart recorder. Finally, when continu-
ously scanning the wavelength of the dye laser, one obtains
the two-photon excitation spectrum of the molecule under
investigation. For very weak signals and for time-resolved
fluorescence measurements, the boxcar integrator may be
replaced by a transient digitizer and a data-processing
system.

The solid angle for observation of fluorescence is about
6 × 10−1 sr in this setup. The detection limit of the setup
is reached when the signal-to-noise ratio in the measured
spectrum is better than 1:1. For a conventional photomulti-
plier, the recording of two-photon spectra is possible when
200 photons are transmitted from the focus for a single ex-
citing laser pulse.

For molecules with a fluorescence quantum yield of
unity, this means that some 200 two-photon absorption
events should have taken place during the laser pulse in
order to be able to measure a two-photon excitation spec-
trum. Unfortunately, the fluorescence quantum yield of
most molecules is smaller than 1, this being a fundamen-
tal disadvantage of the fluorescence detection method. In
this case the detection by resonance-enhanced multipho-
ton ionization might be useful, as discussed in the next
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section. It is also possible to detect phosphorescence if
the molecules undergo a fast intersystem crossing process
into the triplet system. For detection of vibronic states
with high excess energies above S1, it might be useful to
use a high-pressure buffer gas producing a fast collisional
deactivation of the excited levels down to the vibrationless
ground state. At high pressures this collisional deactiva-
tion might compete with the internal radiationless process,
and fluorescence from the thermalized S1 with laser flu-
orescence quantum yields is observed. By this method,
vibronic states with excess energy as large as 6000 cm−1

above the vibrationless electronic S1 state have been
observed.

C. Detection of Two- or Three-Photon
Absorption by Multiphoton Ionization
of Molecules

After a molecule has been excited in an intense light field
by two- or three-photon absorption, there is a high proba-
bility of absorbing further photons, which finally result in
an ionization of the molecule. Another sensitive detection
technique for two- or three-photon absorption processes
in molecular gases is based on the subsequent ionization
of the molecule after the two- or three-photon excitation.

The interesting feature of the multiphoton ionization
from the spectroscopic point of view is the resonance en-
hancement by resonant intermediate states. Since the ion-
ization efficiency is strongly enhanced when the photon
energy comes to resonance with real intermediate states,
a wavelength scan of the laser leads to a modulation of the
ion current, which reflects the spectrum of the intermediate
states. Thus it is possible to measure the intermediate-state
(two- or three-photon) spectrum by measuring the ion cur-
rents. This method is used to measure two-photon spec-
tra of polyatomic molecules by a three- and four-photon
ionization.

1. The Ionization Cell

In Fig. 9, the ionization cell is shown in detail. The laser
is focused into the cell containing the molecular gas at a
typical pressure of a few torr. Very common is a device
with a thin wire that is axially positioned in a cylindri-
cal metal plate biased with a positive voltage of some
100 V. The potential drives the free electrons produced by
the multiphoton ionization process to the electrode with
positive charge. If enough voltage is applied between the
electrodes, and if the particle density is sufficient, charge
amplification by collisions can take place, increasing the
detectability of the electrons. If the gas pressure is very
low, the addition of a buffer gas is necessary in order to get
charge multiplications in the ionization cell. The voltage

FIGURE 9 Ionization cell and the setup for recording multiphoton
intermediate-state spectra of gaseous samples.

produced by the current at a 1-M
 impedance is then am-
plified in a preamplifier by one order of magnitude fed into
a boxcar integrator and then integrated with a gate width of
some 10 µsec. The modulation of the current as a function
of wavelength is then recorded on a strip-chart recorder
and reflects the intermediate-state resonance. Without a
charge amplification in the ionization cell, the empirically
found detection limit is about 1000 ions produced within
one laser pulse.

2. Ion Detection in a Mass Spectrometer

Ion detection in an ionization cell is the simplest method
and is very sensitive. There is, however, no information
about the type of ions produced in the multiphoton ion-
ization process.

In order to shed light on the ionization process, it is
useful to detect the ions in a mass spectrometer, which
allows one to determine the mass of the ions. The scheme
of the setup for mass-selective ion detection is shown in
Fig. 10. The tunable laser light or the frequency-doubled
light is focused into an effusive molecular beam close
to the aperture of the nozzle. The ions produced by the
multiphoton ionization process are withdrawn through an

FIGURE 10 Experimental setup for multiphoton ionization mass
spectroscopy.
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ion lens system into the mass filter, mass-analyzed, and
finally recorded with an ion multiplier. Ion detection in
a mass spectrometer clearly reveals that in a typical two-
photon experiment, molecules are not only excited to the
two-photon state but molecules are ionized, and a rich
pattern of fragment ions is formed. Therefore, in a two- or,
especially, three-photon experiment with highly intense
laser light, we must check whether these fragments may
influence the measured two- or three-photon spectrum.
This is certainly of importance for the three- and four-
photon ionization experiments.

The ions produced in a multiphoton ionization process
have particular features: they are produced within a short
time interval of some nanoseconds during the laser pulse
in the small volume of about 10−5 cm3 given by the focus
of the laser light. This spotlike type of pulsed ion sources
makes feasible a special type of mass spectrometer. Mass
detection for these types of ion sources can be achieved
in a more appropriate manner by a time-of-flight mass
analyzer.

D. Photoacoustic Detection Method

In this section, the photoacoustic detection method is
briefly discussed. This method is principally different
from the most convenient methods discussed in Sec-
tions III.B and III.C. Fluorescence detection and, to some
degree, ionization detection decrease in sensitivity when
a fast competing intra- or intermolecular relaxation takes
place from the multiphoton excited level. In this case there
is a dissipation of the energy selectively released in the
excited level into thermal energy. After pulsed excitation
there is a rapid conversion of absorbed energy into pressure
fluctuations, which then can be detected by a microphone.
This means that photoacoustic spectroscopy is based on
the detection of those effects that are loss channels in flu-
orescence and ionization detection. Apparently, photoa-
coustic detection technique should be principally suitable
for observing two-photon spectra in weakly fluorescing
materials.

For the time being, there have been only a few successful
attempts to measure multiphoton spectra of molecules by
the photoacoustic methods. The two-photon spectrum of
liquid benzene has been published with the main vibronic
bands and a value for the two-photon absorption cross
section.

E. Detection of Photoelectrons

This method is a combination of a photoelectron spectro-
scopic technique and a multiphoton spectroscopic tech-
nique with a multiphoton ionization laser system. The
photoelectron intensity is measured as a function of
the kinetic energy of electrons released. This is called
multiphoton ionization photoelectron spectroscopy. The

FIGURE 11 Principle of a multiphoton ionization photoelectron
spectroscopy; K denotes the photoelectron energy.

observed spectra contain information about the final states
of the ions produced by multiphoton excitation when the
resonant intermediate states are well identified or about the
resonant states when the final ionic states are well defined.
A schematic model is shown in Fig. 11 for observing the
multiphoton ionization photoelectron spectra. The pho-
toelectron energy is denoted by K . The photoelectrons
from a sample irradiated by a pulsed tunable dye laser are
detected by a time-of-flight energy analyzer. The photo-
electron kinetic energy K (eV) is calculated by the formula
v = (5.93 × 107)K 1/2, where v(cm/sec) is the velocity of
the observed photoelectron.

F. Miscellaneous Detection Methods

Some other methods have been proven to be sensitive
enough for detection of a two-photon process.

One of these methods is thermal blooming, which is
also based on the energy-loss mechanisms in the excited
states. The transfer of energy from the excited states into
heat causes a change of refractive index of the material
under investigation. This is then detected by changes in
the optical behavior of the material; that is, by a weak
focusing or defocusing of the exciting laser beam. The
thermal blooming technique has been applied to the test
molecule benzene. Two-photon spectra of liquid benzene
were measured point by point in the range between 360
and 530 nm. More recently a spectrum generated by this
technique yielded additional information about the posi-
tion of the 1E1g state of benzene. Another detection method
for the two-photon absorption is based on changes of the
susceptibility of the material under investigation in the
presence of the light field. In a strong light field there
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are higher order contributions χ (n) to the susceptibility:
The real part of the nonlinear susceptibility Re χ

(3)
i jkl  pro-

duces an intensity-dependent index of refraction that may
turn the polarization vector of the incoming light wave,
and the imaginary part of the third-order susceptibility
Im χ

(3)
i jkl  produces an intensity-dependent absorption co-

efficient, which increases if there is a resonance at the
two-photon energy. These two-photon resonances in the
third-order susceptibility χ (3) may be detected in several
ways.

Two-photon resonances of gases such as SO2 and NO
can be detected in a four-wave mixing experiment. Since
this method creates no real population of the resonant
state, the detection of the resonances does not directly
depend on the dynamical pathway followed by the ex-
cited state. The dynamics of the resonant states enters
only through a damping parameter, thereby limiting the
magnitude of the resonance term. It has been shown
that this method is suitable for obtaining absolute two-
photon cross section by comparison of the two-photon
resonances with coherent antistokes Raman resonances
of χ

(3)
i jkl . Two-photon cross sections are then given in

terms of the accurately known Raman cross sections. As
demonstrated for Na vapors, the change of polarization
produced by the imaginary part of the third-order sus-
ceptibility χ

(3)
i jkl can be detected for observation of the

two-photon spectrum. An extension of this method of
the case of molecules seems possible even though the
sensitivity is not expected to be better than that of the
other methods discussed above. The general virtue of two-
photon absorption detection via χ

(3)
i jkl  is the calibration of

two-photon cross sections on the basis of Raman cross
sections.

G. Doppler-Free Multiphoton Spectroscopy

One of the advantages of multiphoton spectroscopy is
elimination of the inhomogeneous Doppler broadening
in the spectra. For an ambient atomic or molecular gas,
there is an isotropic velocity distribution that brings about
different shifts for the atoms or molecules with different
velocity components in the direction of light propagation.
The average of these shifts results in a Doppler broadening
in the optical transition. For a Maxwell–Boltzmann ve-
locity distribution, a Gaussian line profile in the spectra is
characterized by a full-width-at-half-maximum (FWHM)
as follows:

�ωD = (2ωo/c)[2 ln(2kT/m)]1/2

= (2.163 × 10−7)ωo(T/M)1/2, (52)

where ωo is the optical transition angular frequency, T
the temperature (K), m the mass in kilograms, and M
the molecular weight of the particles in atomic mass

units. Typically, the Doppler width in angular frequency
�ωD for a polyatomic molecule such as benzene C6H6

with M = 78 at room temperature is �ωD = 1.67 GHz for
ωo = 40,000 cm−1. This value of the Doppler width is sev-
eral times larger than the average spacing of rovibronic
transitions in polyatomic molecules. Therefore, in this
case it is not possible to observe single Doppler-broadened
lines, but the envelope of the line produces a typical rota-
tional contour of the vibronic band.

The frequency shifts of Doppler-limited and Doppler-
free two-photon absorption are shown in Fig. 12, in which
the interaction of the particle with two monochromatic
light beams with frequencies ω1 and ω2 is presented. In
general, the Doppler broadening in angular frequency is
given by �ω = �k × v, where �k is the change in mo-
mentum of the laser light and v is the atomic or molecular
velocity. For each particle with velocity v whose prop-
agation component in the propagation direction of the
laser beams is vx , the optical frequency ωo is shifted by
(ω1 + ω2)vx/c. When an ensemble of the particles in ther-
mal equilibrium is investigated, this yields a broadening
of the transition line according to Eq. (47). If two light
beams with frequencies ω1 and ω2 propagate in opposite
direction, as shown in the lower part of Fig. 12, and the par-
ticle absorbs one photon from each beam, then the cor-
responding Doppler shifts have opposite signs and the
residual Doppler shift is given as (ω1 − ω2)vx/c. The shift
cancels exactly to zero if the frequencies of both laser
beams are equal to each other.

A typical experimental setup for observing the Doppler-
free two-photon absorption is shown in Fig. 13. There
are optics for polarization of photon and focusing laser
beam, and there is a sample cell between the laser and
detection system. Applications of the Doppler-free two-
photon absorption of atoms and molecules are presented
in Section V.

FIGURE 12 Principle of Doppler-limited and Doppler-free two-
photon absorptions.
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FIGURE 13 Experimental setup for observing the Doppler-free
two-photon absorption.

H. Ionization-Dip Spectroscopy

This is a high-resolution multiphoton spectroscopy based
on competition between ionization and stimulated emis-
sion (or stimulated absorption). Figure 14 shows the prin-
ciple for the two-photon ionization case. Two photons at
ω1 induce efficient ionization because resonance enhance-
ment occurs through intermediate electronic state m. A
high-intensity laser probe at frequency ω2 is introduced.
When ω1 − ω2 matches a suitable vibrational frequency
ωvi in the electronic ground state, stimulated emission
competes with ionization; this decreases the effective pop-
ulation in state m and reduces the ionization signal (i.e.,
ion dip). Ion dips may also take place if state ω is at a
higher energy than state m.

IV. CHARACTERISTICS AND
SPECTRAL PROPERTIES

Laser-intensity dependence and polarization behavior in
multiphoton transitions, which are the main characteris-
tics of multiphoton spectroscopy, are presented first. An
application of the polarization behavior to a two-photon
transition of a molecular system is described. Spectral
properties of atomic and molecular multiphoton transi-
tions are finally described, focusing on their difference be-
tween nonresonant and resonant multiphoton transitions.

FIGURE 14 Simplified energy level diagram for ionization-dip
spectroscopy.

A. Laser-Intensity Dependence

1. Perturbative Regime—Formal Intensity Law

Measurement of the laser-intensity dependence is very
important to understand the mechanism of multiphoton
processes. The laser-intensity dependence observed in the
multiphoton transitions can be classified into two types.
One type originates from an intrinsic laser intensity de-
pendence, called the formal intensity law, and the other
type from geometrical effects of the focused laser beam
applied in the region of material–photon interaction. The
latter is sometimes called the 3

2 -power law in multipho-
ton ionization dissociation experiments because product
yields are proportional to I 3/2, the 3

2 -power of laser inten-
sity, or in some cases to noninteger powers of the laser
intensity irrelevant to the intrinsic intensity dependence.
The I 3/2 dependence has been explained by the laser inten-
sity change due to conical focusing in the material–photon
interaction region.

The formal intensity law means that the n-photon tran-
sition rate constant is proportional to the nth order of laser
intensity, I n . This can be understood from the nonresonant
multiphoton rate expression derived in the ordinary time-
dependent perturbation theory; for an n-photon absorption
experiment in which a single laser beam with frequency
ωR is irradiated, the transition probability from i to f
states, W (n)

i→f , is written as follows:

W (n)
i→f = I nσ

(n)
i→f (53a)

or

W (n)
i→f = I nσ

(n)
i→f

(hωR)n
, (53b)

where I is the photon flux in units of photons per area per
time and the photon intensity in units of energy per area
per time in Eq. (53a) and (53b), respectively, and σ (n) is
the cross section in units of (area)n (time)n−1, written as
follows:

σ
(n)
i→f = 2π (2πα)nωn

R

∣∣∣∣∣
∑
m1

∑
m2

· · ·
∑
mn−1

× 〈 f |r · e|mn−1〉 · · · 〈m1|r · e|i〉/{[
ωmn−1 − ωi − (n − 1)ωR

]

· · · (ωm1 − ωi − ωR)
}∣∣∣∣∣

2

× δ(ω f − ωi − nωR). (54)

The formal intensity law has been utilized to determine
orders of multiphoton processes. It should be noted that
this law holds for nonresonant multiphoton transitions in
low-intensity-laser experiments. The geometric effect of
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the focused laser beam can be eliminated by setting up the
laser in the crossed atomic or molecular beam.

2. High-Intensity Regime—Rate
Equation Approach

Use of a high-intensity laser for resonant multiphoton tran-
sitions may result in a deviation from I n dependence even
after elimination of the geometric effect. A qualitative in-
terpretation of the deviation can be made by using the
rate equation approach. For simplicity, let us consider a
resonant two-photon ionization shown in Fig. 15.

In the case of the weak laser field in which the effect
of stimulated emission is negligible, and, furthermore, in
the time regions of W (1)

mi t ≤ 1, the ionization rate is ap-
proximately proportional to W (1)

f m W (1)
mi t , which indicates a

quadratic intensity dependence. The ion number is also
given by the quadratic intensity dependence. On the other
hand, in the case in which a strong laser intensity is ap-
plied, the stimulated emission process makes an important
contribution, and the deviation of the ionization rate from
the quadratic intensity dependence; that is, linear intensity
dependence takes place. Two cases can be seen depending
on the relative magnitudes between W (1)

mi (W
(1)
im ) and W (1)

f m .
When W (1)

mi > W (1)
f m , an equilibrium between the initial

and resonant states is achieved and the excitation process
from the resonant to the final state can be observed as
the apparent transition. When W (1)

mi < W (1)
f m , in which the

resonant and ionized states are strongly coupled in terms of
the dipole transition, the initial excitation process i → m
can be observed as the apparent transition.

FIGURE 15 A simple model for a resonant two-photon ionization.

FIGURE 16 Bond softening of molecular hydrogen ion H+
2 using

a 532-nm laser light. The potential curves are calculated by the
Floquet method. Solid curves indicate adiabatic potential at the
intensity of 3.5 × 1013 W/cm2. Dashed curves indicate diabatic
(free-field) 1sσg and 2pσu states shifted by n hω for an n-photon
process. [From Backsbaum, P. H., Zavriyev, A., Muller, H. G., and
Schumacher, D. W. (1990). Phys. Rev. Lett. 64, 1883.]

3. High-Intensity Regime—Bond Softening
and Above-Threshold Dissociation

At high-intensity regimes, molecules exhibit dissociation
that is different from multiphoton dissociation. This is
called above-threshold dissociation. Above-threshold dis-
sociation takes place at perturbative regimes. Interaction
between molecules and intense laser fields brings about
potential curves that are softened or flattened in the vicin-
ity of a multiphoton resonance, as shown in Fig. 16. At
the intensity of 3.5 × 1013 W/cm2, the vibrational quan-
tum number v = 6 of hydrogen molecular ion H+

2 is no
longer bound. Three channels of the above-threshold dis-
sociation of H+

2 are indicated in Fig. 16. Both multiphoton
absorption and stimulated emission are involved in the
bond softening and hardening processes. Bond softening
causes the molecule to dissociate through possible chan-
nels corresponding to the absorption of one, two, or more
photons. The resultant molecular dissociation fragments
appear with kinetic energy equivalent to less than one pho-
ton. By analyzing the kinetic energy spectra of dissociative
species (protons and deuterons), the magnitudes of bond
softening can be estimated.

B. Polarization Behavior

Cross sections of multiphoton transitions of atoms or
molecules in solids, liquids, and gases depend on whether
linearly or circularly polarized laser light is applied. This
is called the polarization dependence, one of the important
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characteristics of multiphoton spectroscopy. Measure-
ment of the polarization dependence makes it possible
to assign the excited-state symmetry of the material and
to obtain information about the mechanism of the transi-
tion. In order to see the origin of the polarization behav-
iors, the concept of photon angular momentum are briefly
mentioned first. Polarization behaviors in multiphoton
ionization of atoms and those in two-photon absorp-
tions of both nonrotating and rotating molecules are then
described.

1. Photon Angular Momentum
and Polarization Effects

A photon state is characterized not only by its linear mo-
mentum but also by the polarization vector eλ, which trans-
forms like a vector and is considered to be the intrinsic
angular momentum (spin). Circular polarization vectors
constructed by the linear polarization vectors ex and ey as
follows:

e± = ∓(1/
√

2)(ex ± iey) (55)

are associated with the spin component m = ±1 of spin 1
where the quantization axis has been chosen in the pho-
ton propagation (z) direction. On the other hand, linear
polarization vectors ex and ey are eigenstates of the in-
trinsic angular momentum but are not eigenstates of the
projection of the spin on the polarization direction. There-
fore, in an electronic transition induced by one-photon
absorption or emission, one unit of angular momentum
is transferred between the electromagnetic field and the
electron in the dipole approximation. Because of a differ-
ent selection rule for the spin component between linearly
and circularly polarized photons—that is, the selection
rule of the magnetic quantum number �m = 0 for lin-
early polarized photons along the z axis and �m = ±1 for
photons circularly polarized and propagating along the z
axis, in which (+) and (−) correspond to right and left
polarization, respectively—transition rates of multipho-
ton processes in which more than one unit of angular
momentum are transferred depend on the polarization
applied. A simple example (Fig. 17) in a hydrogenic,
one-electron model shows the angular-momentum chan-
nels available for four-photon transition from an S ini-
tial state. As a result of the difference in the number of
available channels with different cross sections, the total
transition rates of the multiphoton process depend on the
polarization.

One of the polarization effects can be seen in multipho-
ton ionization of atoms and molecules, which is analyzed
by using a method of multiphoton ionization photoelec-
tron spectroscopy. The final ionized state is in the contin-
uum and can adequately be expressed as a superposition

FIGURE 17 Angular momentum channels available for four-
photon ionization of an atomic S state. (a) The linearly (—–) and
circularly (– – –) polarized cases are illustrated in the case of a
negligibly small spin–orbit coupling. (b) The case for atoms with
spin–orbit split levels and right circular polarization. The numbers
in parentheses are the spin projection quantum numbers, while
the arrows illustrate the possible orientations of the free electron
spin. [From Lambropoulos, P. (1976). Adv. Atomic Mol. Phys. 12,
87.]

of partial waves with well-defined angular momentum l;
its electronic part is written as follows:

| f (r )〉 = 4π

∞∑
l =0

i l exp(−iδl)Gl(k, r)

×
l∑

m =−l

Y ∗lm(�, �)Ylm(θ, φ), (56)

where δl is the phase shift, Gl the radial part of the partial
wave, and Y ∗lm and Ylm are spherical harmonics. The spher-
ical coordinates of the wave vector/radius vector (k) and
(r) are denoted by (k, �, �) and (r, θ, φ), respectively. All
angular momenta in the final state are available for the mul-
tiphoton transition; that is, a photon of any arbitrary polar-
ization leads to ionization, in contrast to a bound–bound
transition. The total ionization rate again depends on the
photon polarization. For example, a three-photon ioniza-
tion with a circularly polarized photon leads to a photo-
electron of orbital angular momentum l = 3 (F wave); on
the other hand, in the case of a linearly polarized photon,
it leads to a photoelectron whose state is a superposition
of l = 1 (P wave) and l = 3, as shown in Fig. 17.

Another interesting example of polarization behavior
in multiphoton processes can be seen in bound–bound
transitions of molecules.

2. Polarization Behavior of Nonrotating Molecules

Let us consider a nonresonant two-photon absorption of
randomly oriented nonrotating molecules excited by two
lasers with polarization vectors e1, e2, that is, (ex , ey) or
(e+, e−), and angular frequencies ω1 and ω2. The two-
photon transition probability from i to f states, W (2)

i→f , is
given by the following:

W (2)
i→f = 2π (2πα)2 I1 I2ω1ω2|S f i (ω1e1, ω2e2)|2

× δ(ω f i − ω1 − ω2), (57)
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where Sfi (ω1e1, ω2e2), the two-photon transition ampli-
tude, takes the following form:

Sfi (ω1e1, ω2e2) =
∑

m

[
e2 · Rfme1 · Rmi

ωmi − ω1

+ 
e1 · Rfme2 · Rmi

ωmi − ω2

]
. (58)

The polarization vectors are usually expressed in a labo-
ratory coordinate system, while the electronic transition
moment operator r is expressed in the molecular system,
and therefore a coordinate transformation has to be taken
into account in order to evaluate the two-photon transition
amplitude. This can be carried out by introducing the Eu-
ler angles, which specify the molecular coordinate system
with respect to the laboratory one. After the transformation
is accomplished, the two-photon transition probability av-
erage over all the molecular orientations, 〈W (2)

i→f 〉, can be
written as follows:〈

W (2)
i →f

〉 = δF F + δG G + δH H, (59)

where F , G, and H , which are experimentally controllable
polarization variables, are given by the following:

F = 4|e1 · e2 |2 − 1 − |e1 · e∗
2 | (60a)

G = −|e1 · e2 |2 + 4 − |e1 · e∗
2 | (60b)

H = −|e1 · e2 |2 − 1 + 4|e1 · e∗
2 |2 (60c)

In Eq. (59), δF , δG , and δH , which are characterized by the
molecular quantities, laser flux, and laser detuning, take
the following forms:

δF = 1

15
(2πα)2 I1 I2ω1ω2

×
∑

a

∑
b

Saa
fi S

bb∗
fi δ(ω fi − ω1 − ω2) (61a)

δG = 1

15
(2πα)2 I1 I2ω1ω2

×
∑

a

∑
b

Sba
fi S

ba ∗
fi δ(ω fi − ω1 − ω2) (61b)

δH = 1

15
(2πα)2 I1 I2ω1ω2

×
∑

a

∑
b

Sba
fi S

ab∗
fi δ(ω fi − ω1 − ω2) (61c)

where Sba
fi , the component of the two-photon transition

tensor in the molecular coordinate system, is defined by
the following:

Sba
fi =

∑
m

[ 〈 f |rb |m 〉〈 m |ra |i 〉
ωmi − ω2

+ 〈 f |ra |m 〉〈 m |rb |i 〉
ωmi − ω1

]
.

(62)

It should be noted that since Eq. (61a) is expressed in
terms of the absolute square of the trace of the two-photon
transition tensor, δF �= 0 is satisfied only for the case of a
transition to a totally symmetric state when the initial state
is of a totally symmetric.

Depending on the combination of polarizations used,
some experimental cases can be considered: (1) two lin-
early polarized photons with parallel polarization; (2) two
linearly polarized photons with perpendicular polariza-
tion; (3) one linear and one circular with linear polariza-
tion perpendicular to the plane of the circular polarization;
(4) both circular, in either the same or opposite sense, with
perpendicular propagation; (5) both linear, with θ = 45◦

between the two polarization vectors; (6) one linear and
one circular, with linear polarization in the plane of the cir-
cular polarization; (7) both circular in the same sense, with
parallel propagation; and (8) both circular in the opposite
sense, with parallel propagation.

In Table I, the values of F , G, and H that correspond
to these cases are presented.

As a simple example of the polarization dependence, let
us consider two cases of a two-photon transition from a
totally symmetric ground state to a nontotally symmetric
state: in one case the transition is excited by the laser
beam with two linearly polarized photons [case (1), in
which the transition probability is denoted by 〈W (2)

i→f 〉↑↑]
and in the other case the transition is induced by lasers of
two circularly polarized photons with parallel propagation
[case (7), in which the transition probability is denoted by
〈W (2)

i→f 〉 ]. From Table I in this case, the ratio is given by
the following:

〈
W (2)

i→f

〉 /〈
W (2)

i→f

〉↑↑ = 
3
2 .

When one assigns a two-photon absorption of
molecules, it is important to know the tensor patterns,
which depend only on the symmetry of the molecular
states relevant to the transition. The tensor patterns are
tabulated in Table II. Here the initial state is assumed
to belong to the totally symmetric representation A. The
tabulated quantity is as follows:

TABLE I Values of the Polarization Variables F, G, and H for
Eight Two-Photon Transitionsa

Case

Polarization 1 2 3 4 5 6 7 8
variable

F 2 −1 −1 − 1
4

1
2

1
2 −2 3

G 2 4 4 7
2 3 3 3 3

H 2 −1 −1 − 1
4

1
2

1
2 3 −2

a From Monson, P. R., and McClain, W. M. (1970). J. Chem. Phys.
53, 29.
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TABLE II Cartesian Tensor Patterns for Two-Photon Processesa

1. Groups C1 and Ci

A =




s1 s2 s3

s4 s5 s6

s7 s8 s9




2. Groups C2, C3, and C2h

A =




s1 s4 0

s5 s2 0

0 0 s3


 , B =




0 0 s6

0 0 s7

s8 s9 0




3. Groups C2v, D2, and D2h

A1 = A =




s1 0 0

0 s2 0

0 0 s3


 , A2 = B1 =




0 s4 0

s5 0 0

0 0 0




B1(C2v) = B2 =




0 0 s6

0 0 0

s7 0 0


 , B2(C2v) = B3 =




0 0 0

0 0 s8

0 s9 0




4. Groups C4, C4h, and S4

A =




s1 s3 0

−s3 s1 0

0 0 s2


 , B =




s4 s3 0

s5 −s4 0

0 0 0


 , E =




0 0 s6

0 0 −is6

s7 −is7 0


 , and




0 0 s∗
6

0 0 is∗
6

s∗
7 is∗

7 0




5. Groups C4v, D4, D2d, and D4h

A1 =




s1 0 0

0 s1 0

0 0 s2


 , A2 =




0 s3 0

−s3 0 0

0 0 0


 , B1 =




s4 0 0

0 −s4 0

0 0 0


 , B2 =




0 s5 0

s5 0 0

0 0 0


 ,

E =




0 0 s6

0 0 −is6

s7 −is7 0


 , and




0 0 s∗
6

0 0 is∗
6

s∗
7 is∗

7 0




6. Groups C3 and S6 = C3h

A =




s1 s3 0

−s3 s1 0

0 0 s2


 , E =




s4 is4 s5

is4 −s4 −is5

s6 −is6 0


 , and




s∗
4 −is∗

4 s∗
5

−is∗
4 −s∗

4 is∗
5

s∗
6 is∗

6 0




7. Groups C3v, D3, and D3d

A1 =




s1 0 0

0 s1 0

0 0 s2


 , A2 =




0 s3 0

−s3 0 0

0 0 0


, E =




s4 is4 s5

is4 −s4 −is3

s6 −is6 0


 , and




s∗
4 −is∗

4 s∗
5

−is∗
4 −s∗

4 is∗
5

s∗
6 is∗

6 0




8. Groups C3h, C6, and C6h

A =




s1 s3 0

−s3 s1 0

0 0 s2


, E1 =




0 0 s4

0 0 −is4

s5 −is5 0


 and




0 0 s∗
4

0 0 is∗
4

s∗
5 is∗

5 0


 , E2 =




s6 −is6 0

−is6 −s6 0

0 0 0


 and




s∗
6 is∗

6 0

is∗
6 −s∗

6 0

0 0 0




9. Groups C6v, D3h, D6, and D6h; groups C∞v and D∞v

A1 =  + =




s1 0 0

0 s1 0

0 0 s2


 , A2 =  − =




0 s3 0

−s3 0 0

0 0 0


 E1 = ! =




0 0 s4

0 0 is4

s5 is5 0


 and




0 0 s∗
4

0 0 −is∗
4

s∗
5 −is∗

5 0




E2 = � =




s6 −is6 0

−is6 −s6 0

0 0 0


 and




s∗
6 is∗

6 0

is∗
6 −s∗

6 0

0 0 0




continues
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TABLE II (Continued )

10. Groups T and Th, ω = exp(2π i/3)

A =




s1 0 0

0 s1 0

0 0 s1


 , E =




s2 0 0

0 ωs2 0

0 0 ω∗s2


 and




s∗
2 0 0

0 ω∗s∗
2 0

0 0 ωs∗
2




T =




0 0 0

0 0 s3

0 s4 0


 and




0 0 s4

0 0 0

s3 0 0


 and




0 s3 0

s4 0 0

0 0 0




11. Groups O, Oh, and Td, ω = exp(2π i/3)

A =




s1 0 0

0 s1 0

0 0 s1


 , E =




s2 0 0

0 ωs2 0

0 0 ω∗s2


 and




s∗
2 0 0

0 ω∗s∗
2 0

0 0 ωs∗
2




T1 =




0 s2 0

−s2 0 0

0 0 0


 and




0 0 −s3

0 0 0

s3 0 0


 and




0 0 0

0 0 s3

0 −s3 0




T2 =




0 s4 0

s4 0 0

0 0 0


 and




0 0 s4

0 0 0

s4 0 0


 and




0 0 0

0 0 s4

0 s4 0




a The tabulated quantity is Sba(A → J ). The table is divided into 11 sets of groups. Within each set, the groups either are isomorphic or differ
from each other only by the inclusion of the center of inversion element. The tensors are labeled by the symbol J only, and that symbol is often
simplified by dropping primes and subscripts, due to the variability of nomenclature among different groups within the same isomorphic set. The word
“and” is written between tensors that belong to the different parts of a degenerate transition; such pairs must always be used together, for example,
for a twofold degeneracy, according to W (2) = |e1 · S1 · e2|2 + |e1 · S11 · e2|2. The basis sets for symmetry species A and B are always unambiguous.
When the group has one E species, the basis set is [x + iy, x − iy], except in the tetrahedral and octahedral groups (sets 10 and 11), where the basis is
[u + iv, u − iv], with u = 2z2 − x2 − y2 and v = 31/2(x2 − y2). When the group has two E species, the basis of E1 is [x + iy, x − iy] and the basis of
E2 is [(x + iy)2, (x − iy)2]. In groups T and Th (set 10), the basis of species T is (x, y, z). In groups O , Oh, and Td, the basis of T1 is (x, y, z) and the
basis of T2 is (yz, zx, xy). In sets 10 and 11, note that 1 + ω + ω∗ = 0. [From McClain, W. M., and Harris, R. A. (1977). Excited States 3, 2.]

Sba
f i = 〈 f J |A Sba + BSba + · · · |i A〉,

where A, B, . . . , J represent the names of the symmetry
species (A, B, E , T , etc.).

3. Polarization Behavior of Rotating Molecules

Rotational structures in multiphoton spectra of molecules
in gases are well resolved by using a narrow-band tunable
dye laser. In these experiments, the different rotational
branches of the same band of two-photon excitation spec-
tra of gaseous molecules differ in their polarization be-
havior. In this subsection, the polarization behavior seen
in rotational contour in a nonresonant two-photon absorp-
tion of a rotating symmetric molecule is treated. The ini-
tial and final rovibronic states are respectively specified
as |i〉 = |i, Ji , Ki , Mi 〉 and | f 〉 = | f, J f , K f , M f 〉, where
i and f in the right-hand side denote the vibronic states of
the initial and final states, respectively; and J , K , and M
refer to the total angular momentum, the component of J
along the molecular fixed z axis, and that of J along the
Z axis of the laboratory coordinates.

In the absence of a magnetic field, each JK level is
(2J + 1)-fold degenerated. After summations over Mi and
M f , the transition probability is as follows:

W (2)
Ji Ki →J f K f

= 2π (2πα)2 I1 I2ω1ω2
1

2Ji + 1

×
∑
Mi

∑
M f

|〈J f K f M f |

× Ŝ f i (ω1e1, ω2e2)|Ji Ki Mi 〉|2

× δ(ω f i − ω1 − ω2), (63)

where the rotational quantum number dependence of the
two-photon transition operator, Ŝ f i (ω1e1, ω2e2), has been
omitted as follows:

Ŝ f i (ω1e1, ω2e2) =
∑

m

[
e2 · r|m〉〈m|e1 · r

ωmi − ω1

+ e1 · r|m〉〈m|e2 · r
ωmi − ω2

]
, (64)

in which m denotes the vibronic states of the interme-
diate states. This approximation is valid for nonresonant
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transitions. After performing the transformation between
the laboratory and molecular coordinates in the two-
photon transition amplitude by using the spherical-
coordinate basis set and evaluating the matrix element,
the two-photon transition probability can be written in the
product form of the geometrical factor C , the molecular
factor M , and the rotational factor R as follows:

W (2)
Ji Ki →J f K f

=
2∑

J=0

CJ MJ RJ , (65)

where the geometrical factors CJ , which are functions
only of the polarization vectors e1 and e2, are given by the
following:

C0 = |e1 · e2|2/3

C1 = |e1 × e2|2/6 (66)

C2 = (1 − C0 − 3C1)/5.

The molecular factors MJ are written as follows:

MJ = ∣∣M (J )
�K

∣∣2

= (2J + 1)

∣∣∣∣∣
∑

a

∑
b

(
1 1 J

−a −b �K

)
Sba

f i

∣∣∣∣∣
2

(67)

with |�K | ≤ J . The matrix ( ) is called the Wigner 3 j
symbols. Equation (67) can be evaluated with the aid of
the symmetry property of the Wigner 3 j symbols. All the
possible values of the molecular factors are tabulated in
Table III.

TABLE III Molecular Factors Mj of the General Expression
in Eq. (67) for Two-Photon Absorption in Rotating Molecules
in Spherical and Cartesian Coordinatesa

Molecular factors MJ = |M(J)
∆K |2 with |∆K | �� J

Spherical
J ∆K coordinates Cartesian coordinates

2 ±2 |M±±|2 1
4 (Mxx − Myy )2 + 1

4 (Mxy + Myx )2

±1 1
2 |M±0 + M0±|2 1

4 (Mxz + Mzx )2 + 1
4 (Myz + Mzy )2

0 1
6 |M+− + M−+ + 2M00|2 1

6 (2Mzz − Mxx − Myy )2

1 ±1 1
2 |M±0 − M0±|2 1

4 (Mxz − Mzx )2 + 1
4 (Myz − Mzy )2

0 1
2 |M+− − M−+|2 1

2 (Mxy − Myx )2

0 0 1
3 |M+− + M−+ + M00|2 1

3 (Mxx + Myy + Mzz)2

a Molecular factors are listed for different �K and given in the molec-
ular frame system. Spherical coordinates r+, r0, and r− correspond to
−2−1/2(x + iy), z, and 2−1/2(x − iy), respectively. Matrix elements Mba

correspond to Sba
f i in Eq. (67). [From Metz, F., Howard, W. E., Wunsch,

L., Neusser, H. J., and Schlag, E. W. (1978). Proc. R. Soc. London Ser.
A. 363, 381.]

The rotational factors R j are defined as follows:

RJ = (2J f + 1)(2Ji + 1)

(
Ji J f J

−Ki K f �K

)2

(68)

From this expression the rotational selection rule can be
obtained as follows:

R0 �= 0 for �J = 0,

�K = 0; Q branch only

R1 �= 0 for �J = 0, ±1,

�K = 0, ±1; P, Q, R branches

R2 �= 0 for �J = 0, ±1, ±2,

�K = 0, ±1, ±2; O, P, Q, R,

S branches.

As an application of the theory described above, let us
consider the ratio of the linearly to the circularly polar-
ized two-photon absorption probability. Noting that the
geometrical factors for the linearly and circularly polar-
ized laser beams are given by C0 = 1

3 , C1 = 0, and C3 = 2
15

and C0 = 0, C2 = 0, and C2 = 1
5 , respectively; the ratio can

be expressed as follows:

W (2)↑↑
Ji Ki→J f K f

W (2)
Ji Ki →J f K f

= 2

3
+ 5M0 R0

3M2 R2
. (69)

This equation indicates that for nontotally symmetric tran-
sitions characterized by M0 = 0, the ratio is independent
of the rotational quantum numbers J and K , and is given
by 2

3 . The same behavior of the ratio is also expected for
the rotational lines of branches except Q branch of a to-
tally symmetric transition, because M0 �= 0 and R0 = 0.
The ratio of the Q branch in which M0 �= 0 and R0 �= 0 de-
viate from 2

3 , and the magnitude of the deviation depends
strongly on M0 R0/M2 R2, in which usually M0 > M2 and
R0 > R2, and then on the rotational quantum numbers.

C. Spectral Properties of Multiphoton
Transitions

Spectral properties of the multiphoton transitions of atoms
and molecules depend strongly on whether the resonance
condition is satisfied. In this subsection, resonance effects
in atomic multiphoton transitions are first presented, fo-
cusing on the role of the intermediate states, and then the
appearance of the vibronic structures in molecular multi-
photon transitions is presented, focusing on the difference
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in the spectral intensity distribution between nonresonant
and resonant multiphoton transitions.

1. Resonance Effects in Atomic
Multiphoton Transitions

A drastic intensity enhancement in the multiphoton tran-
sitions can be observed when the energy of the photon is
close to that of an intermediate state. An example of the
resonance enhancement is shown in Fig. 18, in which two-
photon transition rates of 23Na for the 3S (hyperfine level
F = 2, see Section V.A) → 4D5/2 and 3S (F = 2) → 4D3/2

transitions are recorded as a function of the wavelength of
the second laser λ2 by detecting the fluorescence from
the excited D state. The frequency of the first laser is ad-
justed to make it close to the 3S–3P doublet. As the fre-
quency approaches to 3S–3P3/2 absorption line, the cross
sections for the two-photon transitions to the 4D5/2 and
4D3/2 levels are enhanced by a factor of 108. The deep
minimum, known as the Fano profile, originates from an
interference between 3P3/2 → 4D1/2 and 3P3/2 → 4D5/2

transitions, and on the other hand, since 3P1/2 → 4D5/2,
there is no such interference in the two-photon transition
via the 3P1/2 state. Generally, resonance peak positions
depend on the laser intensity in a moderate laser intensity
range, as shown in Fig. 19. Here variations of the number
of ions in four-photon ionization of Cs atoms are drawn
as a function of laser frequency in the neighborhood of
the resonant three-photon transition 6S → 6F. The dashed
line shows the resonance shift linear with respect to the

FIGURE 18 Resonant enhancement of the two-photon absorp-
tion rate of Na; h (ω1 + ω2) is fixed at the 3S(F = 2)−4D3/2 or
3S(F = 2)−4D5/2 transition, while hω1 is tuned through the (one-
photon) yellow doublet. The points are experimental and the
curves are theoretical. The insert shows the behavior in the re-
gion from 5885 to 5900 Å with an expanded horizontal axis. [From
Bjorkholm, J. E., and Liao, P. F. (1974). Phys. Rev. Lett. 33, 128.]

FIGURE 19 Variation of the number of ions in the four-photon
ionization of Cs as a function of laser frequency in the neighbor-
hood of the resonant three-photon transition 6S → 6F. Dashed
line shows the resonance shift for increasing values of laser in-
tensity I. [From Mainfray, G., and Manus, C. (1980). Appl. Opt. 19,
3934.]

laser intensity I . The origin of the resonance shift was
explained in Section II.C.

2. Vibronic Coupling in Molecular
Two-Photon Transitions

From the symmetry argument in a previous section it can
be understood that two-photon absorptions between the
g and g or u and u electronic states of molecules with
inversion symmetry take place with high intensity. How-
ever, two-photon transitions between electronic states with
different inversion symmetry u ↔ g are also observed,
although their intensity is very weak. The u ↔ g tran-
sition, called the forbidden two-photon transition or vi-
bronically induced two-photon transition, can be allowed
by coupling of nuclear vibrations of u inversion symme-
try with electrons (vibronic coupling). As an example of
the vibronically induced two-photon transition, one can
see the two-photon absorption from the ground state 1A1g

to the first excited singlet state 1B2u in benzene. For the
two-photon transition of benzene, using two photons
with identical frequency, the tensor pattern belongs to
the A1g, E1g, and E2g irreducible representations of the
D6h point group. The species of vibrations inducing
the two-photon absorption (1B2u ← 1A1g),  j can be
specified from the symmetry consideration,  j × B2u ×
A1g = {A1g, E1g, E2g}; that is, the inducing modes be-
longing to the b2u, e2u, and e1u species. In Fig. 20, the
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FIGURE 20 Normalized multiphoton ionization spectrum of ben-
zene resonant with S1. [From Murakami, J., Kaya, K., and Ito, M.
(1980). J. Chem. Phys. 72, 3263.]

normalized four-photon ionization spectrum of benzene
two-photon resonant with the S1 state is shown. The vi-
bronic structure consists mainly of the v1 totally sym-
metric mode progression that starts from the vibronically
induced 141

0 band. The inducing mode v14 is the C C
bond-alternating vibration belonging to the b2u species.
The two-photon fluorescence excitation spectrum of the
1B2u ← 1A1g transition of benzene shows very similar vi-
bronic structure.

In order to predict which mode acts as the inducing
mode and to evaluate the two-photon transition prob-
ability, magnitudes of the transition amplitude have to
be calculated. This can be carried out first by expand-
ing the transition moments to the first order of Q j in
the Born–Oppenheimer approximation, for example, as
follows:

FIGURE 21 Ionization processes induced by intense laser fields: (a) The multiphoton ionization process; (b) the
tunnel ionization process is indicated by an arrow. Bold curves show instantaneous, effective, electronic potential for
hydrogen atom in an intense laser fields. Dotted curves show the bare electronic potential. A broken line shows the
interaction potential between the electron and the laser field. A tunnel ionization from the lowest electronic energy
level denoted by E1s is indicated by an arrow.

〈m |r|i 〉 � 〈�mv(Q)|�iv(Q)〉
× 〈�m(r, Q)|�i (r, Q)〉| Q =Q0

+
∑

j

〈�mv(Q)|Q j |�iv(Q)〉

× ∂

∂ Q j
〈�m(r, Q)|r|�i (r, Q)〉| Q =Q0 , (70)

where �(r, Q) and �(Q) denote the electronic and vibra-
tional wave functions, respectively, and 〈�mv(Q)|�iv(Q)〉
is the optical Franck–Condon overlap integral. The
vibronically induced transition originates from the second
term of Eq. (70). The term Q j denotes the inducing modes.
Summation over the intermediate states in the transition
amplitude is then performed neglecting the vibrational
quantum number dependence in the energy denominator
of the transition amplitude in the case of nonresonant two-
photon transitions. In resonant cases, on the other hand, the
vibrational quantum number dependence has to be eval-
uated explicitly. Several methods—the Green’s function
method, numerical method, path integral method, and so
on—can be applied to the evaluation of the resonant two-
photon transition probability of molecules.

3. Evolution from Multiphoton Ionization to Tunnel
Ionization for Atoms and Molecules

In intense laser fields, there are two types of the ioniza-
tion processes from atoms: multiphoton and tunnel pro-
cesses, as schematically shown in Fig. 21. For example, for
atoms induced by intense, near-infrared laser pulses, such
as Ti:sapphire laser pulses, tunnel ionization competes
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with multiphoton ionization. In general, these two pro-
cesses can be identified by observing the band width in
photoelectron spectra. Broad bands are due to the tunnel-
ing ionization, and sharp bands repeated with the photon
energy period are due to the multiphoton process or the
above-threshold ionization process, as shown in Fig. 22.

The adiabaticity or Keldysh parameter γ is used to clas-
sify these processes. This is expressed as the ratio of the
tunneling time to the period of the frequency of the laser
as follows:

γ = ωL/ωT,

where ωT is the tunneling frequency and ωL is the fre-
quency of the laser. For γ � 1, the multiphoton mecha-
nism makes the main contribution. This is the case for
ionization by visible or UV lasers. On the other hand, for
γ � 1, the tunnel mechanism dominates. The adiabaticity
parameter is expressed in terms of the ionization potential
Ip and pondermotive energy of a free electron in a laser
field of amplitude E as follows:

FIGURE 22 (a) Photoelectron spectrum from ionization of xenon
by 617-nm, 100-fsec laser pulses with an intensity of 6.2 ×
1013 W/cm2. This is a typical spectrum of atoms induced by multi-
photon ionization (above-threshold ionization). (b) Photoelectron
spectrum from ionization of helium by the same laser pulses with
an intensity of 1.5 × 1015 W/cm2. This is a typical spectrum from
atoms induced by tunnel ionization. [From Mevel, E., Breger, P.,
Trainham, R., Petite, G., Agostini, P., Migus, A., Chambaret, J-P.,
and Antonetti, A. (1993). Phys. Rev. Lett. 70, 406.]

Up = e2 E2/(4mωL) as γ = √
Ip/(2Up).

Figure 22 shows typical examples of photoelectron
spectra due to multiphoton ionization and tunnel ioniza-
tion of atoms. The photoelectron spectrum from multipho-
ton ionization of xenon by 617-nm, 100-fsec laser pulses
of intensity 6.2 × 1013 W/cm2 is shown in Fig. 22a, in
which a structure repeated with the photon energy period
can be clearly seen. This is a feature of multiphoton ioniza-
tion, that is, above-threshold ionization. Tunnel ionization
from helium at 1.5 × 1015 W/cm2 is shown in Fig. 22b, in
which there is no structure above 30 eV. The chaotic spik-
ing seen below is not reproducible and shows no relation
with the photon energy. This is a typical spectrum from
atoms induced by tunnel ionization.

As in the case of atoms, tunnel ionization competes
with multiphoton ionization or above-threshold ionization
in the case of molecules at high intensities. The photo-
electron spectra for benzene, naphthalene, and anthracene
ionized by using a 780-nm, 170-fsec laser pulse with an
intensity of 3.8 × 1013 W/cm2 are shown in Figs. 23a–23c,
respectively. The spectral features in these figures reveal a
decrease in the discrete features associated with above-
threshold ionization and dominant role of the tunnel
ionization as the molecular size increases. The intensity
of laser pulses used in these experiments corresponds to
a regime of multiphoton ionization in the Keldysh-type
model. In Fig. 23a, there is a series of sharp bands from
0.3 to 0.16 eV, which is attributable to ionization from the
e1g molecular orbital. The structure with photon energy of
1.5 eV, observed from 2.5 to 15 eV, reveals the feature of
above-threshold ionization. A broad electron distribution
ranging from 0 to 15 eV, which is due to a tunnel ion-
ization process, is observed. In Fig. 23b, above-threshold
ionization features are observed, but a large contribution
of tunnel ionization is overlapped. In Fig. 23c, a broad
band structure due to tunnel ionization is observed from
0 to 15 eV. A semiquantitative argument indicates that
the evolution from the multiphoton to tunneling ioniza-
tion from the molecules investigated is due to an increase
in the electronic delocalization.

V. APPLICATIONS

In this section, some of the typical applications of mul-
tiphoton spectroscopic methods to atoms and molecules
are presented.

A. Doppler-Free Multiphoton Transitions
in Atoms and Molecules

In Doppler-free multiphoton spectroscopy, one can
observe many interesting phenomena that cannot be
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FIGURE 23 Photoelectron spectra measured using 3.8 × 1013 W/cm2, 780-nm, 170-fsec duration laser pulses for
molecules (a) benzene (C6H6), (b) naphthalene (C10H8) and (c) anthracene (C14H10). The integrated, pressure-
corrected photoelectron currents are normalized to benzene. A typical background spectrum is plotted to scale in b.
[From DeWitt, M. J., and Levis, R. J. (1998). Phys. Rev. Lett. 81, 5101.]

resolvable in a Doppler-limited spectroscopy, such as
fine and hyperfine splittings of excited states, isotope
shifts, Zeeman splittings, collision-induced broadenings
and shifts, and rovibronic structures. Doppler-free two-
photon absorption was first demonstrated in sodium vapor
by using the fluorescence detection method. A hyperfine
splitting of the 32S–52S transition at 6022 Å of 23Na is
shown in Fig. 24. The 23Na nucleus has spin 3

2 , and it in-
teracts with the spin of the unpaired electron by means of
a magnetic hyperfine Hamiltonian H = AI · S. The split-
ting of the F = 2 and F = 1 hyperfine levels of an S state
is thus 2AnS/h in frequency units. The selection rules
for the transition result in two absorption lines separated
by �v = (A3S − AnS)/h; since the ground-state hyperfine
splitting is well known for sodium, the splitting of the 5S
state can be measured.

In the case of the two-photon absorption of linearly
polarized light traveling in the same direction, the hy-
perfine splitting cannot be resolved, as shown in the bot-
tom of Fig. 24. The suppression of the Doppler back-
ground in an even-quantum absorption process can be car-
ried out based on the angular-momentum selection rules
when the initial and final state angular momenta are equal.
Since the orbital angular momentum vanishes in the initial
and final states of sodium 3S → 5S transition, the selec-
tion rule �L = 0, �m = 0 applies. In the case of using
circularly polarized light, the transitions can take place
only when the atoms absorb one quantum with angular

momentum +1 from one laser beam and a quantum with
angular momentum −1 from the oppositely propagating
beam, as shown in the upper part of Fig. 24. Absorption
of two quanta from a single circularly polarized beam re-
quires �m = ±2; it is impossible to excite the atoms. On
the other hand, when linearly polarized laser beams point-
ing in opposite directions are used, as shown in the middle
part of Fig. 24, effects of the Doppler broadening still ex-
ist. This originates from the absorption of the two-quanta
photon of the linearly polarized beam, �m = 0, traveling
in the same direction.

The ratio of the intensity of the F = 2 to that of the F = 1
line is 5:3 from the statistical weights of the F states in
the 3S ground level. From the separation of the doublet,
a value of A5S/h = 78 ± 5 MHz can be obtained for the
hyperfine interaction constant in the 5S state. With the suc-
cess of the initial experiments with sodium vapor, charac-
teristics of alkali atom states (for example, see Fig. 18) and
those of other atomic states have been clarified by using
Doppler-free multiphoton spectroscopy.

Applications of Doppler-free multiphoton spectroscopy
to measurement of rovibronic states of molecules such as
Na2, NO, and C6H6 (benzene) have been reported in de-
tail. Especially, spectral lineshapes for rovibronic transi-
tions in polyatomic molecules like benzene overlap due to
Doppler broadening, they cannot be resolved in conven-
tional spectroscopy, and the Doppler-free spectroscopy
is necessary. Information about geometrical structures of
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FIGURE 24 Two-photon absorption signal on the 3S → 5S tran-
sition of atomic 23Na. The experimental traces record the ob-
served resonance fluorescence intensity at 330 nm (4P–3S tran-
sition), following the two-photon absorption. [From Bloembergen,
N., and Levenson, M. D. (1976). Doppler-free two-photon ab-
sorption spectroscopy. In “High Resolution Laser Spectroscopy”
(K. Shimoda, ed.), pp. 315–369. Springer-Verlag, Berlin.]

electronically excited states and nonradiative processes
such as intramolecular vibrational energy redistribution
and electronic energy relaxation can be obtained from the
line position and width only after removal of the Doppler
broadening. In Fig. 25 is a part of the two-photon spectrum
(S1 ← S0) of benzene as measured with different spectral
resolutions shown. Many lines corresponding to the ro-
tational transitions can be seen only in the Doppler-free
spectrum shown at the bottom of Fig. 25. This spectrum
is the blue edge of the Q branch (�J = 0) of the totally
symmetric transition 141

0 induced by the vibration v14 in
the 1B2u electronic state. For this type, two-photon absorp-
tion, the Doppler-free spectrum can be observed by using
countercircularly polarized light as indicated in atomic
S–S two-photon transitions.

B. Multiphoton Ionization of Molecules
via Rydberg States

There have been many experimental results on the multi-
photon ionization of molecules involving Rydberg states
(e.g., iodine, nitric oxide, and aromatic molecules). Mech-
anisms of the ionization and characteristics of the Rydberg
states have been clarified. In Fig. 26, the resonant
(2 + 1) and (3 + 1) multiphoton ionization spectrum of
trans-1,3-butadiene is shown together with the energy
level diagram. The spectrum is separated into two regions,

FIGURE 25 Part of the two-photon spectrum of C6H6 as mea-
sured with different spectral resolution. The middle trace rep-
resents the highest resolution possible in Doppler-limited spec-
troscopy. Only in the Doppler-free spectrum (lower part) are single
rotational lines resolved. [From Lin, S. H., Fujimura, Y., Neusser,
H. J., and Schlag, E. W. (1984). “Multiphoton Spectroscopy of
Molecules,” Academic Press, Orlando, Florida.]

one to the blue side of 410 nm and one to the red side. In the
former region, the structure of the multiphoton ionization
spectrum is characteristic of an allowed two-photon reso-
nance with the B̃ state designated by Herzberg: that is, the
rate-determining step of the (2 + 1) multiphoton transition
is the initial two-photon transition process. The B̃ state
with 1Bg symmetry is formed by removal of a π -electron
to an S-type Rydberg orbital. Many three-photon reso-
nances with Rydberg states have been measured, from the
(3 + 1) four-photon ionization regions to below 410 nm.
The structures of the observed spectra reflect those of
the initial three-photon absorption process, which is very
similar to the vacuum UV spectra because three-photon
transitions have the same selection rules as one-photon
transitions in a C2h molecule. Quantum defects for the
Rydberg series have been identified to clarify the charac-
ter of the Rydberg orbitals.

C. Low-Lying Electronic Excited States (1Ag)
of Linear Polyenes

Much experimental and theoretical attention has been
given to locating low-lying “hidden” electronic ex-
cited valence states (1Ag) of linear polyenes be-
cause of their photochemical and biochemical inter-
est. One of the fruitful applications of multiphoton
spectroscopy is the direct observation of the excited
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FIGURE 26 Multiphoton ionization spectrum of trans-1,3-
butadiene, along with an energy-level diagram showing some of
the states that appear in the spectrum. [From Johnson, P. M.
(1980). Acc. Chem. Res. 13, 20.]

states of linear polyenes, trans-1,3-butadiene, trans-1,3,5-
hexatriene, trans, trans-1,3,5,7-octatetraene, and so on.
The 1Ag-1Ag transitions that are forbidden for the one-
photon process have been observed in the two-photon ex-
citation spectra. The two-photon excitation spectrum of
all-trans-diphenylhexatriene in ether-isopentane-ethanol
(EPA) solvent at 77 K is shown in Fig. 27. The origin
of the lowest excited Ag state is located at 25,050 cm−1,
which is at about 900 cm−1 below the origin of the first
one-photon allowed 1Bu ← 1Ag transition. The ordering
of the electronic energy levels of linear polyenes depends,

FIGURE 27 Two-photon excitation spectrum of all-trans-
diphenylhexatriene in EPA at 77 K. The one-photon absorption
is shown by the dashed curve. [From Fang, H. L. B., Thrash,
R. J., and Leroi, G. E. (1978). Chem. Phys. 57, 59.]

of course, on the substitution groups, as well as on ex-
perimental conditions such as the solvent used and the
temperature.

D. Above-Threshold Ionization of Atoms

Multiphoton ionizations of atoms by a strong laser field
can lead to the production of electrons at energies corre-
sponding to the absorption of extra photons as well as
to the absorption of the minimum number of required
photons. This process involving the extra photon absorp-
tion is called the above-threshold (multiphoton) ioniza-
tion or continuum–continuum transition. Developments
in measuring the energy spectrum of photoelectrons
makes it possible to observe the above-threshold ion-
ization phenomenon. Since measurement of the above-
threshold ionization of xenon atoms under the irradiation
of a frequency-doubled Q-switched Nd:YAG (yttrium alu-
minum garnet) laser, experimental and theoretical studies
on the mechanism of the above-threshold ionization have
both become very active because by analyzing the spec-
tra one can obtain information on the magnitude of the
continuum–continuum transition probability and can also
understand dynamics taking place above the ionization
threshold, where the simple perturbation theory breaks
down.

Figure 28 shows electron energy spectra arising from
multiphoton ionization of Xe by a Nd:YAG laser of
1064 nm wavelength at several pulse energies indicated.

FIGURE 28 Electron spectra from multiphoton ionization of
xenon at 1064 nm. The vertical scales are normalized. The pulse
energy (in units of millijoules) and pressure at which each spec-
trum is taken are given. The estimated intensity is pulse energy
(mJ) × 2.1012 W/cm2. [From Kruit, P., Kimman, J., Muller, H. G.,
and van der Wiel, M. J. (1983). Phys. Rev. A28, 248.]
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FIGURE 29 Energy-level diagram of xenon. A part of the above-
threshold ionization of xenon with 1074-nm photons is schemat-
ically shown. [From Kruit, P., Kimman, J., Muller, H. G., and van
der Wiel, M. J. (1983). Phys. Rev. A28, 248.]

Xenon pressure chosen in such a way that the total elec-
tron signal in each spectrum is 25–50 electrons per pulse
is also indicated in Fig. 28. From this figure it can be rec-
ognized that 12- to 19-photon ionization processes with
higher relative probabilities take place in addition to 11-
photon ionization. A schematic explanation for the origin
of the electron energy spectrum of Xe that involves two
ionization potentials, at 12.127 eV for the 2P3/2 core and
at 13.44 eV for the 2P1/2 core, is given in Fig. 29. Angular
distributions of photoelectrons resulting from the above-
threshold ionization are measured to study the mechanism.
The above-threshold ionization phenomenon is also ob-
served for other atoms.

E. Above-Threshold Ionization
and Dissociation of H2

Multiphoton excitations of molecules above ionization
threshold frequently lead to dissociations of the ions
because the dissociation continuum overlaps with the
ionization continuum in most cases. The nonstationary
state embedded in these continua is sometimes called
the superexcited state. Dynamics of such superexcited
states is well studied mainly on hydrogen by using the
multiphoton spectroscopy. Figure 30, for example, repre-
sents comparison of H+

2 and H+ ions produced via six-
photon ionization of H2 through four-photon resonance
on E, F 1 +

g vE = 0 (vibrationless state) at laser intensity
of 1.5 × 1011 W cm−2. The schematic energy diagram rel-
evant to the multiphoton transition is given in Fig. 31. The
fragment ions H+ are formed by photodissociation of H+

2
after six-photon absorption as follows:

H2(X, v = 0) + 6E p → H+
2 (v+) + e,

H+
2 (v+) + E p → H+ + H(1s),

FIGURE 30 H+
2 and H+ resonance profiles as a function of the

four-photon energy, σ , and of the laser wavelength, λ, at laser
intensity of 1.5 ×1011 W cm−2. [From Normand, D., Cornaggia, C.,
and Morellec, J. (1986). J. Phys. B: At. Mol. Phys. 19, 2881.]

where E p denotes the one-photon energy of the laser. Such
an investigation on the dynamics of the superexcited states
of the simplest molecule gives us important information in
clarifying mechanisms of resonant multiphoton ionization
dissociations of large molecules such as hydrocarbons as
well.

F. Multiphoton Ionization Mass Spectroscopy

This method consists of the multiphoton ionization com-
bined with mass detection and allows us to identify atoms
and molecules by the optical spectrum related to a reso-
nant intermediate state as well as by their mass. Isotopic
species, for example the 13C molecule, can be preferen-
tially ionized in a natural isotopic mixture by shifting the
wavelength from the absorption band of the light species
if the intermediate state spectrum shows sharp features.
The scheme of the setup for mass-selective ion detection
has already been shown in Fig. 10.

The fragmentation patterns in the multiphoton ioniza-
tion mass spectroscopy depend on the laser intensity, and
they are different from those obtained by electron impact
excitation, charge-exchange excitation, and other meth-
ods. In the multiphoton ionization mass spectroscopy, ions
with small mass weights can be produced compared with
those obtained by other methods. The fragmentation pat-
tern in the mass spectrum of benzene (C6H6) is shown
in Fig. 32. One can see that atomic fragment ions C+

are produced with a high probability. To interpret the



P1: GPA/GWT P2: GLM Final Pages

Encyclopedia of Physical Science and Technology EN010F-464 July 14, 2001 17:11

226 Multiphoton Spectroscopy

FIGURE 31 Potential energy diagram relevant to the six-photon
ionization of H2 with a four-photon resonance on the vibrationless
state of E, F 1 +

g electronic state. [From Normand, D., Cornaggia,
C., and Morellec, J. (1986). J. Phys. B: At. Mol. Phys. 19, 2881.]

fragmentation pattern of polyatomic molecules, several
theoretical treatments based on information-theoretical
statistical and rate equation approaches have been
proposed.

G. Femtosecond Multiphoton Spectroscopy

Femtosecond multiphoton spectroscopy utilizes a res-
onant multiphoton excitation with femtosecond pulses
whose durations are shorter than molecular vibration
time. Dynamics in superexcited states above ionization
and/or dissociation limits can be studied directly. The final
continuum states are analyzed by time-of-flight spectro-
meters for ionic fragments and electrons. The merit of

FIGURE 32 Fragmentation pattern in the mass spectrum of
benzene (C6H6) obtained by two-step photoionization with UV
laser light at 2590.1 Å. At high intensities (>107 W cm−2),
smaller molecular ions are observed. The molecular ions are an-
alyzed with the time-of-flight mass spectrometer. (From Boesl, U.,
Neusser, H. J., and Schlag, E. W. (1978). Z. Naturforsch., Teil.
A(33), 1546.]

using such an ultrashort pulse is that the observation is
related to excitation processes taking place at restricted
internuclear distances but not to further laser-induced ex-
citation or ionization of the fragments. In Fig. 33, the time-
of-flight spectra of ions formed and electrons ejected from
Na2 molecular beams are shown after excitation of laser
pulses with 120-fsec time duration and 616-nm central
frequency. The time needed for the fragments to separate
to 10 Å is in the range of 0.1 to 1 psec depending on the
recoil energy, W .

The “fast” Na+ ions in Fig. 33(a), whose ejected elec-
tron peaks are around 330 nsec in Fig. 29(b), are due to
resonant multiphoton and dissociation processes shown
in Fig. 34(a). The slow Na+ ions are produced by auto-
ionization-induced fragmentation mechanism from bound
doubly excited state 1!u(4s + 3p) of Na∗∗ indicated in
Fig. 34(b),

Na∗∗[1
!u(4s + 4p)

] → Na∗∗
2 (2 +

u ) + e

→ Na+ + Na(3s) + W

FIGURE 33 (a) Time-of-flight spectrum of ions formed by the
interaction of femtosecond laser pulses with Na2 molecular
beam; (b) time-of-flight spectrum of the ejected electrons. [From
Baumert, T., Bühler, B., Thalweiser, R., and Gerber, G. (1990).
Phys. Rev. Lett. 64, 733.]
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FIGURE 34 (a) Potential energy diagram of Na2 illustrating the process leading to fast Na+ ionic fragments; (b)
excitation and autoionization processes of the doubly excited 1!u(4s + 3p) state of Na2. [From Baumert, T., Bühler, B.,
Thalweiser, R., and Gerber, G. (1990). Phys. Rev. Lett. 64, 733.]

The spectra shown above are obtained by applying
the femtosecond, one color laser apparatus. Dynam-
ics of transition states in chemical reaction as well as
the superexcited states can be further studied by using
femtosecond time-resolved, multicolor multiphoton spec-
troscopic methods.

The processes of multiphoton ionization and dissocia-
tion of molecules induced by intense femtosecond infrared
laser pulses is thought to be different from that induced
by nanosecond UV laser light. This is because, first, the
interaction times are comparable to or shorter than the
time scale of excited state dynamics of molecules and,
second, bcause the tunnel ionization process plays a dom-
inant role in multiphoton ionization irradiated by infrared
laser pulses with a peak intensity of 1014 to 1015 W/cm2.
Figure 35 shows a mass spectrum of deuterated benzene
(C6H5D) irradiated by laser pulses with 2 × 1015 W/cm2

at 50 fsec and at 790 nm. The spectrum consists of parent
ion peaks charged at 3+ and 2+ and a number of (M - nH)
satellites in addition to the strongest peak of the parent
ion mass (79). The two expanded areas in Fig. 29 corre-
spond to the multiple-charged parent ions and the satel-
lites. Two half-mass peaks at 37.5 and 38.5 in Fig. 29c

correspond to C6H3
2+ and C6H3D2+, respectively. The

appearance of the multiple charged parent ions is very
different from that irradiated with nanosecond pulses at
109 W/cm2, in which low-mass fragments are dominant.
Application of very intense laser pulses to molecules
induces a Coulomb explosion, which creates multiple-
charged atoms and fragments with small masses due to
the Coulomb repulsion forces of multiple-charged parent
ions.

H. High-Order Harmonic Generation

Atoms or molecules with absorbed energy higher than
their ionization potential emit a series of high-energy pho-
tons at odd harmonic frequencies of the applied laser
field, which is similar to third-order harmonic generation,
shown in Fig. 6. This process is called high-order harmonic
generation (HG). Harmonic generation is an elastic scat-
tering process and preserves the phase relation between
the incident and the emitted photons; a high-order HG is
generated when an electron is recombined with the core at
return time. A high-order HG can be used as a soft X-ray
source of a compact tabletop.
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FIGURE 35 Mass spectrum of deuterated benzene with ex-
panded areas around the 2+ and 3+ parent ions. The laser in-
tensity is 2 × 1015 W/cm2 with a pulse width of 50 fsec and a
wavelength of 790 nm. [From Ledingham, K. W. D., Singhal, R. P.,
Smith, D. J., McCanny, T., Graham, P., Kiliv, H. S., Peng, W. X.,
Wang, S. L., Langley, A. J., Taday, P. F., and Kosmidis, C. (1998).
J. Phys. Chem. 102, 3002.]

In Fig. 36 is shown a high-order HG spectrum of Xe,
which is characterized by a flat distribution as a function
of harmonic order, known as the plateau, followed by a
sudden decrease in efficiency, referred to as the cutoff. The
cutoff determines the highest harmonic order from atoms
or ions. The cutoff is evaluated by Ip + 3.17 Up in the
semiclassical method, where Ip is the ionization potential
and Up is the ponder motive energy. The maximum photon
energy produced by high-order HG, hωmax, is therefore
given by the cutoff ωmax = Ip + 3.17 Up. This cutoff law
indicates qualitatively that the shortest wavelength of the
high-order HG can be generated as a result of interaction
between atoms or ions having a high ionization potential
and the laser field with a low frequency.

I. Nonsequential Multiple Ionization of Atoms

The nonsequential multiple ionization of atoms is in-
duced by a breakdown of the single-electron-excitation
approximation. In this approximation, multiple ioniza-
tion takes place sequentially. Evidence of nonsequential
multiple ionization is the appearance of a bump in the
ion yield-versus-laser intensity curve of atoms as shown
in Fig. 37. Here helium (He) ion yields induced by lin-
early polarized, 100-fsec, 780-nm laser pulses are shown

FIGURE 36 Number of harmonic photons in Xe at 15 torr at sev-
eral laser intensities of a Nd:YAG laser (1064-nm wavelength)
with a focal length of 300 mm. [From Lompre, L. A., L’Huillier, A.,
Ferray, M., Monot, P., Mainfray, G., and Manus, C. (1990). J. Opt.
Soc. Am. B 7, 754.]

covering 12 orders of magnitude dynamic range. Calcu-
lations obtained within a single active electron (SAE) ap-
proximation are shown as solid lines and those obtained
within an ac-tunnel model are shown as dashed lines. In
an SAE approximation, the time-dependent Schrödinger
equation is solved under the condition in which the elec-
tron moves in response to the laser in the time-independent
field of the remaining electron in the ground state. Non-
sequential multiple ionization is dependent on a polariza-
tion; that is, it is suppressed by circularly polarization. Two
models, a rescattering model and a shake-off model, have
been proposed for nonsequential multiple ionization. In
the rescattering model, nonsequential multiple ionization
is explained by an inelastic collision between a previously
ionized electron and an electron that can be further ion-
ized located near the parent ion. In the shake-off model,
the removal of the first electron is so rapid that the other
electrons cannot follow adiabatically to the energy states,
and there is a possibility that some of the electrons are
excited to an ionized state (shake-off process) as well as
to higher bound excited states (shake-up process).

VI. SUMMARY

In the early 2000s, multiphoton spectroscopy is a widely
used tool for clarifying their dynamical behaviors as well
as for determining electronic structures and vibrational
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FIGURE 37 Measured He ion yields for linearly polarized, 100-
fsec, 780-nm laser pulses. Calculations are shown as solid (SAE)
and dashed (ac-tunnel) lines. The solid curve on the right is the
calculated sequential He2+ yields. [From Walker, B., Sheehy, B.,
Dimauro, L. F., Abostini, P., Schafer, K. J., and Kulander, K. C.
(1994). Phys. Rev. Lett. 73, 1227.]

structures. The use of multiphoton spectroscopy has ex-
panded to various research fields due to developments of
laser technology. For example, intense ultrashort pulses
generated by a Ti:sapphire laser with wavelength 800 nm
have opened up new fields of research on multiphoton
phenomena, such as tunnel ionization and generation of
multiply charged ions, which can only be explained by
nonperturbation theory, not by simple perturbation the-
ory. Multiphoton spectroscopy already has further poten-

tial applications for clarification of new phenomena in-
duced by nonlinear matter–radiation interactions.

In this article, the theoretical basis and experimental
principles of multiphoton spectroscopy have been pre-
sented. Perturbative and nonperturbative treatments based
on both the time-dependent and time-dependent theories,
have been described from the theoretical view point. Ex-
perimental methods for detecting photon and photoelec-
trons have been described in detail. Characteristic fea-
tures and spectral properties of multiphoton spectroscopy
have been presented. Differences in laser-intensity de-
pendence between perturbative, weak field regime and
nonperturbative, high-intensity regimes have also been
described. Photon polarization behaviors in atomic and
molecules have been described. Finally, typical examples
of multiphoton spectroscopy applied to atomic and molec-
ular physics and chemistry have been given.
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GLOSSARY

Absorption spectrum Plot of the wavelength (or fre-
quency) dependence of the propensity for a given
molecule to absorb electromagnetic radiation.

Photodissociation The fragmentation of a molecule fol-
lowing absorption of one or more photons.

Potential energy surface A function that, for a particu-
lar electronic state, describes how the molecular energy
varies with nuclear configuration. This is normally cal-
culated for a mesh of discrete molecular geometries
using ab initio quantum mechanical methods.

Radiationless transitions Processes by which popula-
tion transfers from one electronic state to another with-
out emission of a photon. Examples include internal
conversion (population transfer between two states of
the same spin multiplicity), intersystem crossing (pop-
ulation transfer between states of different spin multi-
plicity), and predissociation (population transfer from
a bound to a dissociative state).

Radiative transitions Processes by which population in

an excited state decays to levels of lower energy by
emission of a photon. Examples include fluorescence
and phosphorescence.

Rydberg state An excited electronic state of an atom or
molecule in which at least one electron is considered to
be in a spatially diffuse, “hydrogen-like” orbital with a
principal quantum number greater than that of any of
the valence electrons.

Vacuum ultraviolet (VUV) The region of the electro-
magnetic spectrum lying within the wavelength range
100–200 nm.

THE VACUUM ULTRAVIOLET (VUV) region of the
electromagnetic spectrum is generally taken to span
the wavelength range 100 ≤ λ ≤ 200 nm (correspond-
ing to the energy range 6.2–12.4 eV or, in wavenum-
ber units, 50,000–100,000 cm−1). The long wavelength
limit is determined by the onset of significant atmospheric
absorption, associated with the Schumann-Runge absorp-
tion system of molecular oxygen, while the high energy

 15
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limit [where the VUV merges into the extreme ultravi-
olet (XUV) region] corresponds to the wavelength be-
low which there are no readily available transparent crys-
talline window materials (even lithium fluoride is opaque
at λ < 105 nm). The VUV region is of great interest to pho-
tochemists, since the photon absorption provides sufficient
energy to break any chemical bond (of all molecules, car-
bon monoxide has the highest bond dissociation energy,
D0(C O) = 11.19 eV). Such fragmentation can occur di-
rectly, or only after the excited molecule has undergone
substantial nuclear and, in many cases, electronic rear-
rangement. For most molecules, however, the alternative
process of photoionization is only possible, energetically,
at the end of the VUV range. This article reviews some of
the various means of studying photochemical processes
induced by VUV photon absorption and unravelling de-
tails of the interplay and competition between the various
possible decay mechanisms.

I. SOURCES OF VUV RADIATION

Available VUV light sources divide into three broad
classes. The oldest, simplest, and cheapest are resonance
lamps based on atomic and molecular discharges excited,
for example, by passing microwaves through a flowing (or
sealed) sample of an appropriate gas. Low pressure dis-
charges provide emission lines at specific discrete wave-
lengths that are characteristic of the atomic carrier; these
lines broaden and are supplemented by molecular emis-
sions at higher pressures to yield continuous emission
spectra. These higher pressure sources can be used in con-
junction with a monochromator to provide narrower band-
width VUV excitation (albeit of relatively low intensity)
at any VUV wavelength of choice. Table I provides an
overview of some of the more common discharge sources
and the wavelengths they provide.

TABLE I Traditional Sources of VUV Radiation:
Discrete Line and Continuum Sources

Atomic species Emission wavelengths (nm)

Line sources
H 121.6

Ar 104.8, 106.6

Kr 116.5, 123.6

O 130.2, 130.5, 130.6

Xe 129.6, 147.0

Hg 184.9

Continuum sources

Ar 105–155

Kr 125–180

Xe 148–200

Synchrotrons are the present-day successors to the con-
tinuum lamps. Synchrotron radiation is produced when-
ever fast-moving, charged particles are deflected in a mag-
netic field. Circular electron accelerators and storage rings
are useful sources of synchrotron radiation. Such radiation
has a number of characteristic and attractive properties. It
spans a very wide spectral range, from the infrared (IR) to
the deep X-ray region (including the VUV region), with an
intensity distribution that is dependent upon the energy of
the electron beam and is readily calculable. Synchrotron
sources provide short (subnanosecond) pulses of intense,
highly collimated radiation with well-defined polarization
properties (linear or elliptical). Modern synchrotrons of-
ten have additional magnetic structures inserted within
the storage ring, e.g., wigglers and undulators, to shift the
spectral output to shorter wavelength and to give higher
spectral brightness, respectively. As with the early con-
tinuum lamps, it is necessary to disperse the broadband
synchrotron output through a monochromator in order to
obtain linewidths comparable to that from the low pressure
atomic resonance lamps or from narrow bandwidth lasers
(see below), but synchrotron radiation offers the huge ad-
vantage of being continuously tunable. To give an idea of
the current state of the art, the Chemical Dynamics Beam-
line at the Advanced Light Source (ALS) offers a quoted
flux of∼1016 photons per square millimeter per second at a
resolution (E/�E) of 40. However, after passage through
a 6.65-m monochromator, this drops to ∼1012 photons
per square millimeter per second for photon wavenum-
bers ∼100,000 cm−1 and E/�E = 3000, and to <109

photons per square millimeter per second at E/�E = 105

which would correspond to 1 cm−1 resolution at these
energies.

Lasers provide the third route to accessing the VUV
spectral region. The output of a laser is derived from the
stimulated emission of radiation from an inverted popula-
tion distribution. In general, excited state population can
decay both by spontaneous and by stimulated emission.
The relative probability of these two processes scales with
the third power of the transition frequency. Spontaneous
emission from highly excited electronic states thus occurs
rapidly, and, as a result, there are few lasers whose fun-
damental output falls in the VUV spectral region. Two
notable exceptions are the ArF exciplex laser (operating
at 193.1 nm) and the molecular F2 laser (at 157.5 and
157.6 nm). The lasing transition in the former is between
an upper state in which the atoms are bound as an excited
diatomic molecule and a lower level that is dissociative
(i.e., unstable with respect to the constituent atoms), thus
ensuring the population inversion needed for laser action.
Both are pulsed lasers, and available commercial systems
provide photon intensities—at their respective operating
wavelengths—that are orders of magnitude higher than
any synchrotron. The caveat is important, since the use



P1: GSY Final Pages

Encyclopedia of Physical Science and Technology EN012H-564 July 25, 2001 16:4

Photochemistry by VUV Photons 17

of lasers to generate high intensity coherent radiation at
other VUV wavelengths is considerably more involved.

Anti-Stokes Raman shifting, in which stimulated
Raman scattering is used to “shift” the frequency of in-
tense fundamental laser radiation as illustrated in Fig. 1a,
is one route. For example, using the fourth harmonic of
an Nd-YAG laser (λ = 266 nm, ω ∼ 37,590 cm−1) and a
high pressure of H2 gas as the Raman shifting medium
(ωvib ∼ 4155 cm−1) allows generation of coherent radi-
ation at ∼199.78 nm (ω ∼ 50,050 cm−1), ∼184.45 nm
(ω ∼ 54,210 cm−1), and 171.34 nm (ω ∼ 58,640 cm−1)—
the third (3AS), fourth (4AS), and fifth (5AS) anti-Stokes
components, respectively. Conversion efficiencies depend
on both the pressure and the temperature of the gas used in
the Raman shifter, but higher order shifts are progressively
less efficient. This hinders access to the shorter VUV
wavelengths. This limitation, and the fact that the tech-
nique only provides continuously tunable VUV radiation

FIGURE 1 Energy level diagrams illustrating VUV generation by
(a) anti-Stokes Raman shifting, (b) third harmonic generation,
(c) four wave sum frequency mixing, and (d) four wave difference
frequency mixing. Solid and dashed horizontal lines represent real
and virtual levels, respectively.

if the incident laser source is itself tunable, ensures that a
variety of third order nonlinear optical techniques are now
the methods of choice for generating tunable VUV radia-
tion in the laboratory. The simplest such technique is third
harmonic generation, also known as frequency tripling.
In this technique, illustrated in Fig. 1b, the polarization
induced in a suitable gaseous medium by a laser field of
frequency ω1 acts as the source for a new wave at the
third harmonic frequency ω3 = 3ω1, which can attain use-
ful intensities if the necessary phase matching conditions
are satisfied. The efficiencies of such third order processes
are greatly enhanced if it can be arranged that a real excited
state of the tripling gas is resonant at, say, the energy of
two ω1 photons. The combined requirements of efficiency
and tunability can then be satisfied by the use of two input
radiation fields, with frequencies ω1 and ω2, and gener-
ation of resonance-enhanced VUV radiation at the sum
(ωsum = 2ω1 + ω2) and difference (ωdiff = 2ω1 − ω2) fre-
quencies as illustrated in Figs. 1c and 1d. The rare gases
(either individually, or as suitable phase matched mix-
tures) are the nonlinear media used most commonly. They
are photochemically inert and allow complete coverage of
the wavelength range 100 ≤ λ ≤ 200 nm; however, much
of the longer part of this range can be accessed more ef-
ficiently by using an appropriate hot metal (e.g., Mg) va-
por as the nonlinear medium. Such methods can provide
much higher VUV intensities than current synchrotron
sources, but at the expense of broad tunability. For ex-
ample, several laboratories now use third harmonic gen-
eration (in phase matched Kr/Ar mixtures) or four wave
difference frequency mixing in Kr to generate >1012 pho-
tons at the Lyman-α wavelength (121.6 nm, 82,259 cm−1)
with ∼1 cm−1 bandwidth and pulse duration <10 ns.

Finally, for completeness, we note that multiphoton ex-
citations involving the coherent absorption of two or three
photons (of the same or different frequencies) from an
intense pulse of UV or visible laser radiation provide an
alternative means of reaching excited electronic states ly-
ing at VUV equivalent energies. The implementation of
such multiphoton excitation methods normally relies on
the fact that a further one photon absorption by the ex-
cited state of interest will result in ion formation, thereby
providing a sensitive means of detecting that multiphoton
absorption has occurred. The selection rules governing
one and multiphoton excitations are often different and
therefore complementary.

II. NATURE OF EXCITED ELECTRONIC
STATES POPULATED BY ABSORPTION
AT VUV PHOTON ENERGIES

Most of the excited electronic states lying at VUV equiv-
alent energies are Rydberg states, i.e., states that arise as a
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result of electron promotion from the highest (or one of the
highest) occupied molecular orbitals in the ground state
configuration to nonbonding, spatially diffuse, atomic-like
orbitals. As in atoms, molecular Rydberg states form se-
ries that converge on the various ionisation limits. As a
result, the density of such states increases rapidly as these
energetic limits are approached. These Rydberg states
supplement, and can interact with, the manifold of va-
lence excited states that arise from electronic excitations to
the nonbonding and/or anti-bonding valence orbitals that
lie above the highest occupied orbitals of the ground state
configuration. Since these states lie at energies above the
bond dissociation energy, they will generally dissociate,
either directly or by predissociation (see below), to neutral
fragments in their ground or excited electronic states. Ion
pair states—states formed by the union of an anion and
a cation—are a third class of excited state that may con-
tribute to the overall manifold of electronic states in the
VUV spectral region. The various selection rules govern-
ing allowed optical transitions will ensure that only a frac-
tion of the complete manifold of excited electronic states
actually contributes to the one photon VUV absorption
spectrum; these restrictions can be circumvented to some
extent by complementary multiphoton excitation studies
of the same (VUV equivalent) energy regions. Similarly,
Franck-Condon considerations dictate that both one and
multiphoton excitation spectra will only reveal a small
fraction of the wealth of vibrational and/or continuum en-
ergy levels associated with these excited electronic states.
Finally, we must recognize that the high state density, of-
ten compounded by spectral line broadening (in the case
that the excited state lifetimes are short—see below), will
mean that not all excited states that contribute to molec-
ular absorption spectra can actually be recognized and
assigned. Theory is playing an ever more critical role in
the interpretation of such spectra, reflecting the continual
improvements in computing power and the accessibility
of ab initio quantum chemistry codes for calculation of
reliable potential energy functions for excited electronic
states and of methods for following nuclear motions on
such potentials.

III. POSSIBLE FATES OF A MOLECULE
FOLLOWING EXCITATION
WITH A VUV PHOTON

Figure 2 shows some of the likely fates of an isolated gas
phase molecule following photon absorption, in the form
of a so-called Jablonski diagram. The molecule in this
example is presumed to have singlet spin multiplicity in
its ground state (labelled S0). Allowed electronic transi-
tions involve promotion of one electron from the ground
state configuration and, unless spin-orbit coupling is large,

FIGURE 2 Jablonski diagram illustrating some of the various
possible fates of a molecule following photoexcitation to excited
rovibrational levels within the S1 electronic state. Key: ABS, ab-
sorption; FL, fluorescence; PH, phosphorescence; IC, internal
conversion; ISC, intersystem crossing; CR, collisional relaxation.
Bold and thin horizontal lines indicate, respectively, electronic ori-
gins and excited rovibrational levels built on these origins.

conservation of the overall electron spin. Thus, the excited
states appearing in the electronic absorption spectrum will
have singlet spin multiplicity also; these are traditionally
labelled S1, S2, etc. in order of increasing energy. For ev-
ery excited singlet state there must also be a corresponding
triplet state (here labelled T1, T2, etc.) in which the two
unpaired electrons have parallel spins.

We start by considering a molecule excited to its S1

state at an energy below that required for dissociation.
This molecule may decay by emission of a photon, to a
singlet state of lower energy (the S0 state in this case), or
nonradiatively. Radiative decay between two states with
the same spin multiplicity is termed fluorescence (FL). In
a nonradiative process, however, the energy introduced by
photon absorption must be conserved within the molecule.
Thus, if the S1 population decays by transfer to an elec-
tronic state whose origin lies at lower energy, overall en-
ergy conservation requires that there must be a concomi-
tant increase in the nuclear (vibrational) energy content of
the molecule. In some cases, this enhanced nuclear motion
may be sufficient to allow isomerization. Both the T1 and
S0 states are possible acceptors for the decaying S1 pop-
ulation. Nonradiative decay between states of the same
multiplicity is termed internal conversion (IC), while the
competing spin-changing S1 ❀ T1 transfer is called in-
tersystem crossing (ISC). Any T1 population formed in
this way will itself ultimately decay. Relaxation within
the manifold of vibrational levels associated with the T1

state must be followed, eventually, by further ISC (to high
levels of the ground state) or radiative decay. This latter
T1 → S0 emission is called phosphorescence (PH) and,
being spin forbidden, is generally slow. The relative ef-
ficiencies of these various processes from any particular
initially populated level are expressed as the respective
quantum yields, φI, where

φFL + φPH + φIC + φISC = 1. (1)
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This discussion has tended to focus on decay of the ex-
cited state population in the absence of collisions. The rel-
ative magnitudes of the various φI are, however, sensitive
to the external environment; collisions generally enhance
the rates of both ISC and IC (often bracketed simply as
quenching processes) and open up another possible loss
mechanism—bimolecular chemical reaction.

The preceding discussion will be valid for any electron-
ically excited molecule, not just one that has specifically
absorbed a VUV photon. VUV excitation, however, pro-
vides sufficient energy to break at least one bond in any
polyatomic molecule, so the picture presented thus far
has to be modified further to include dissociation of the
excited state molecule, with quantum yield φDISS. Photo-
chemists have spent considerable time and effort unravel-
ling details of the way in which molecules fragment. This
is not just because of its intrinsic interest as a route to
forming chemical lasers and its relevance to, for example,
atmospheric, interstellar, and plasma scientists, but also
because of the perceived analogy between a full bimolec-
ular reactive collision, proceeding via a transition state,
and the (simpler) “half-collision” in which a photoexcited
molecule (the mimic of the reaction transition state) breaks
up into products.

Molecular dissociations are normally considered in a
number of subcategories. Figure 3 illustrates two generic
types of fragmentation mechanism for diatomic mole-
cules. In Fig. 3a, photoexcitation promotes a molecule
from a bound ground state to an excited electronic state
that has no net bonding and thus dissociates directly into
its constituent atoms. The ground and excited electronic
states are represented by so-called potential energy (PE)
curves. These are theoretical constructs obtained by invok-
ing the Born-Oppenheimer approximation and solving the
Schrödinger equation for the two nuclei and the ensemble

FIGURE 3 Potential energy diagrams for a representative di-
atomic molecule, AB, illustrating (a) direct dissociation and
(b) predissociation.

of electrons that, together, make up the molecule. In this
picture, each electronic state has its associated PE curve
(so called because it is regarded as an effective potential
that governs the motion of the nuclei), which varies as a
function of the internuclear separation, R. The equilib-
rium bond length, Re, of the ground state molecule is the
internuclear separation at which the potential curve for
this state has a minimum. In Fig. 3a, the potential curve
for the excited state has its minimum at R = ∞ and is
purely repulsive. The act of photon absorption occurs so
rapidly that the molecule has no opportunity to adjust its
bond length during the transition. Electronic excitations
are thus represented as vertical transitions between such
PE curves. The nuclei adjust to their new electronic envi-
ronment after promotion to the excited state potential, in
this case by separating into two free atoms on a timescale
of the order of one half of a vibrational period (∼10−13

to 10−14 sec). Fragmentations of this kind are termed di-
rect dissociations. Transitions to such short-lived, purely
dissociative excited states reveal themselves as broad, con-
tinuous features in absorption spectroscopy. HF and HCl
are examples of molecules that fragment in this way fol-
lowing excitation in the VUV spectral region.

Such behavior should be contrasted with that which
would occur in the case of a molecule with PE curves ar-
ranged such as in Fig. 3b. The key point to note in this
case is that there is a region of configuration space (here
corresponding to an internuclear separation larger than the
ground state equilibrium bond length) at which the PE of a
bound excited state matches that of a second, dissociative
electronic state. Initial photoexcitation from the ground
state, at or above this energy, will result in population
of the “bound” vibrational level, but as the bond extends
the excited electronic configuration will evolve, acquiring
more of the character of the dissociative state. Each time
the nuclei sample the extended geometry they can choose
whether to follow the bound or repulsive potential; those
that follow the former execute another molecular vibra-
tion, but those taking the latter route continue to separate
from one another, forming atomic fragments. Such disso-
ciation is termed predissociation, because the dissociation
occurs at an energy below that of the natural dissociation
limit of the initially populated bound state. Clearly, pre-
dissociation rates can span many orders of magnitude,
depending upon the efficiency of the coupling between
the bound and repulsive state potentials. The energy-time
form of the Uncertainty Principle

δE ≈ h

τ
(2)

requires that the energy of an ensemble of molecules in
an excited state with average lifetime τ will be blurred to
an extent of order δE . Transitions to levels that predisso-
ciate very rapidly (i.e., have small τ ) show substantial
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“lifetime broadening”; e.g., an excited state with
τ = 10−13 sec will exhibit associated lifetime broadened
linewidths of ∼53 cm−1 which may prove hard to distin-
guish from a direct dissociation simply by inspection of
the (apparently continuous) absorption spectrum. In con-
trast, transitions to only weakly predissociated levels can
appear as resolved rovibrational structures in absorption
spectroscopy and, in extreme cases, the weakly predisso-
ciated excited states may exhibit measurable fluorescence
quantum yields. The VUV absorption spectra of virtu-
ally all diatomic molecules show some fine structure at-
tributable to predissociated excited states when viewed at
sufficiently high spectral resolution.

The electronic state density changes little upon pro-
gressing from diatomic to polyatomic molecules, but the
complexity of the nuclear motions, particularly the num-
ber of vibrational degrees of freedom and thus the vibra-
tional state density, increases dramatically. Inevitably, this
leads to further spectral congestion, but, more importantly
from the photochemical viewpoint, also means that exam-
ples of simple direct dissociations (as described above for
a diatomic molecule) are rare in the case of electronically
excited polyatomic molecules. Much more commonly, the
excited molecule will fragment after intramolecular vi-
brational redistribution (IVR) either within the initially
prepared excited state (often termed vibrational predisso-
ciation) or after radiationless transfer (e.g., internal con-
version) to an unbound potential energy surface (PES).
This latter mechanism is the polyatomic analogue of the
electronic predissociation process described above for the
case of a diatomic fragmentation.

Figure 4 shows illustrative PESs for the excited states of
two hypothetical triatomic molecules which serve to illus-
trate the distinction between direct dissociation and vibra-

FIGURE 4 Potential energy surfaces for two electronically ex-
cited triatomic molecules, ABC (showing, in the form of contour
plots, how the PE varies as a function of the two bond lengths,
with the interbond angle held fixed). The individual contours are
labelled 1, . . . , n, with low numbers corresponding to low poten-
tial energy. ✉ identifies the center of the vertical Franck-Condon
region; the trajectories (→) illustrate the motion of a configuration
point undergoing (a) direct dissociation and (b) indirect dissocia-
tion (vibrational predissociation).

tional predissociation. In the former case, Fig. 4a, a vertical
transition from the ground state equilibrium geometry pre-
pares the excited molecule in the exit channel for A BC
bond fission; the accompanying trajectory shows the A
and BC fragments separating, directly and irreversibly,
under the influence of such a potential. Contrast this be-
havior with that illustrated by the second example, Fig. 4b,
in which the excited state PES has a potential well, with
a minimum at configurations corresponding to concerted
elongation of both the A B and B C bonds. In this case,
the initial nuclear motion following vertical excitation in-
volves extension of both bonds; this vibrational motion has
to evolve (i.e., undergo IVR on the excited state PES) until
there is sufficient kinetic energy directed into the A BC
local stretching mode to surmount the exit channel barrier;
only then will the final bond fission occur. Clearly, frag-
mentations of polyatomic molecules can exhibit a range
of timescales. As with a diatomic molecule, “direct” dis-
sociation on a single PES can occur in <10−13 sec, but
most polyatomic dissociations will occur over a longer
timescale, reflecting either the time required for the nec-
essary IVR on the excited PES populated initially or, in the
case of electronic predissociations, the time for IC and/or
ISC to a lower PES and, quite probably, subsequent IVR
on this latter surface.

IV. METHODS FOR STUDYING
VUV PHOTOCHEMISTRY

All but the very simplest molecules (e.g., H2) exhibit
strong absorption throughout most, if not all, of the VUV
spectral region. The penetration depth of VUV radiation
into most samples is thus very short, and, as a result, the
vast majority of photochemical studies involving VUV
photons involve low pressure gas samples (especially, re-
cently, jet-cooled molecular beams). This, together with
the fact that a VUV photon generally provides more than
sufficient energy to break at least one bond in the tar-
get molecule, ensures that most studies of photochem-
istry induced by VUV photon absorption rely on careful
investigation of the resulting fragments in order to gain
insight into the various dissociation pathways, their quan-
tum yields, and the details of the forces acting during the
breakup of the nuclear framework. Table II provides an
overview of some of the more commonly employed tech-
niques used in studying photochemistry. Note that none are
the exclusive province of photochemists working specifi-
cally with VUV photons. The rest of this article is devoted
to some brief consideration of the merits of the various
techniques, supplemented by a few illustrative examples
of molecular photochemistry induced by VUV photon
absorption.
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TABLE II Observables in VUV Photochemical Studies, and
How They May Be Measured

Observable Experimental technique

Frequency of Absorption; resonance-enhanced multiphoton
absorption ionization (REMPI); photofragment

excitation (PHOFEX) spectroscopy

Excited state Absorption linewidths; analysis of
lifetimes photofragment recoil anisotropy;

fluorescence decay

Product yields Fluorescence; laser-induced fluorescence (LIF);
and/or branching REMPI detection of products; photofragment
ratios translational spectroscopy (PTS); ion imaging

Product vibration, As for product yields (above)
rotation

Product translational PTS; Doppler lineshape measurements
energies

Recoil anisotropy Ion imaging; PTS; Doppler profiles

A. Absorption Spectroscopy

Absorption spectroscopy was for many years the tradi-
tional means of gaining some information about the ener-
gies, structure, and relative stability of excited electronic
states of molecules, and the room temperature VUV ab-
sorption spectra of most stable small- and medium-sized
gas phase molecules have been known for several decades.
In many cases, one or more series of transitions to (pre-
dissociated) Rydberg states are observable as relatively
sharp features superimposed on a background of continu-
ous absorption; molecular ionization potentials have been
deduced by extrapolating to the energy of such series lim-
its. The energies of individual series members (relative
to the ionization potential) provide a measure of the ex-
tent to which the Rydberg electron penetrates into the lo-
calized region in which the remaining valence and core
electrons are concentrated (characterized by the so-called
quantum defect), and thus some insight into the dominant
nature (s, p, d, etc.) of the Rydberg orbital populated by
the electronic excitation. Figure 5, which shows the elec-
tronic absorption spectrum of a room temperature sample
of H2O vapor, provides an illustrative example. If the Ryd-
berg states predissociate sufficiently slowly, the transitions
to them should show resolvable fine structure. Analysis of
such structure should enable detailed characterization of
the excited state structure and symmetry. In practice, only
in diatomics and some of the smaller hydride polyatomic
molecules (like H2O and NH3) do any of the transitions
evident in the room temperature absorption spectra show
sufficient resolved rotational structure to allow such spec-
troscopic analysis. Transitions to the C̃1B1 Rydberg state
of H2O (the origin band at ∼124.1 nm is clearly evident
in Fig. 5) provide one example, which we return to later.

Many of the Rydberg states of larger polyatomic
molecules will be just as stable with respect to predissoci-

ation. However, the room temperature absorption spec-
tra of these molecules will appear continuous because
of the density of overlapping spectral lines. Seeding the
molecule of interest in a supersonic molecular beam of
inert carrier gas (e.g., argon or helium) provides a means
of “cooling” the rovibrational state population distribution
into just the few, lowest energy quantum states, thereby re-
lieving much of the complexity (both rotational congestion
and hot band absorptions) evident in the room temperature
spectrum. To date, however, such jet-cooling techniques
have found relatively little use in direct VUV absorption
studies. This is a reflection of two practical limitations:
(1) the short optical path lengths achievable in a molecular
beam and (2) the scarcity of high intensity, high resolution
tunable VUV light sources. Synchrotrons are generally the
light source of choice for such measurements, but, as with
any broadband source that has to be used in conjunction
with a monochromator, there is the unavoidable trade-off
between resolution and spectral brightness.

B. Resonance-Enhanced Multiphoton
Ionization (REMPI)

REMPI, in contrast, is very well suited for use with
molecular beam samples. The probability of coherent
n-photon absorption typically scales with the nth power of
the incident light intensity. Such multiphoton absorption
thus tends to be localized in the most intense regions of a

FIGURE 5 VUV absorption spectrum of a room temperature
sample of H2O vapor (upper trace) together with (below) the
PHOFEX spectrum for forming electronically excited OH(A) frag-
ments. The first members of Rydberg series associated with
excitation to p and d Rydberg orbitals are indicated, as is the
wavelength corresponding to the first ionization potential (I.P.).
[Adapted from Lee, L. C., and Suto, M. (1986) “Quantitative pho-
toabsorption and fluorescence study of H2O and D2O at 50–
190 nm,” Chem. Phys. 110, 161–169. With permission from El-
sevier Science, New York.]
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pulsed focused laser beam, which can easily be arranged
to overlap with the densest region of a pulsed molecu-
lar beam. Figure 6 shows the 3 + 1 REMPI spectrum of
a 300 K sample of H2O vapor recorded using excitation
wavelengths ∼372 nm so as to be resonant, at the three
photon energy, with the zero-point level of the C̃ state. This
example serves to highlight some of the strengths and lim-
itations of using REMPI to study photochemistry at VUV
energies. One obvious strength is the resolution which, if
the excited molecules are sufficiently long lived, can be
limited by the bandwidth of the available laser radiation,
thus allowing observation of a wealth of rotational fine
structure that is hard (though, in this particular case, not
impossible) to observe in direct one photon absorption.
Analysis of the line positions provides information on the
symmetry and geometry of the excited state, while, as
Fig. 6 shows, modelling the relative intensities of the lines

FIGURE 6 (a) 3 + 1 REMPI spectrum of a 300 K sample of H2O
vapor following excitation at wavelengths ∼372 nm, showing pre-
dissociation broadened rotational fine structure. (b) The predicted
band contor for the H2O(C̃1B1 ← X1A1) origin transition calcu-
lated using the appropriate three rotational line strength factors.
(c) The good match with the experimental spectrum that results
after proper allowance for the rotational level dependent predis-
sociation of the C̃1B1 Rydberg state. [Adapted from Bayley, J. M.
(1985). Ph.D. Thesis, University of Bristol.]

can also provide detailed insight into the predissociation
mechanism(s) affecting the excited state molecules. Com-
paring Figs. 5 and 6, however, also reveals a limitation of
the REMPI method, namely, the fact that it discriminates
in favor of the more long-lived excited states at the expense
of short-lived continuous absorptions. Thus, the technique
has found considerable application in unravelling details
of excited states of small polyatomics, lying at VUV ener-
gies, that predissociate on timescales of the order of a few
picoseconds, but it should always be borne in mind that
the REMPI spectrum is unlikely to give a representative
view of the complete VUV absorption spectrum.

C. Photofragment Excitation
(PHOFEX) Spectroscopy

PHOFEX spectra are obtained by monitoring the yield
of a chosen photofragment as a function of the wave-
length used to excite the parent molecule. Therefore, such
spectra provide a view of the wavelength-dependent par-
tial cross section for forming a particular product, P, nor-
mally in a particular quantum state (or states). Such spec-
tra may be obtained straightforwardly if the product of
interest is formed in an excited electronic state which de-
cays by spontaneous fluorescence. H2O is such a molecule.
The PHOFEX spectrum for forming electronically excited
OH(A) fragments is shown below the absorption spectrum
in Fig. 5. Several important parameters can be derived
from such spectra. For example, the ratio of the PHOFEX
signal divided by the total absorption provides a mea-
sure of the quantum yield for this excited product channel
(∼10% at λ ∼ 130 nm, falling to ∼2% at λ ∼ 100 nm, and
with local minima at wavelengths corresponding to the
sharp Rydberg absorption features). Additionally, estab-
lishing the long wavelength onset (λ ∼ 137 nm) provides
an upper limit value for the dissociation energy for form-
ing these electronically excited products. The analysis of
such spectra does require caution, however. As already
hinted, the threshold measurement will overestimate the
bond dissociation energy if there is an energy barrier in the
coordinate leading to the excited products. The quantum
yield analysis will be complicated if the emitting fragment
is formed in a range of rovibrational quantum states, the
distribution of which varies with parent excitation wave-
length. The Einstein A coefficients and detection efficien-
cies for the various emitting levels then need to be con-
sidered carefully; further complications may arise if, as
in the case of OH(A), certain of the product rovibrational
levels predissociate sufficiently rapidly that they do not
contribute to the measured PHOFEX spectrum.

The low quantum yield of the H + OH(A) product chan-
nel following excitation of H2O vapor with VUV photons
serves to emphasize the fact that any complete picture
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of a molecular fragmentation requires knowledge of the
ground state and/or nonfluorescent products also. Both
laser-induced fluorescence (LIF) and REMPI detection
methods are used to monitor such photofragments; how-
ever, neither is trivial to implement. Use of the former re-
quires the fragment P to have a suitable fluorescing excited
state, which generally restricts LIF detection to atomic,
diatomic, and a few triatomic products. Both probe tech-
niques involve use of narrow bandwidth excitation lasers.
This can be beneficial if the spectroscopy of the elec-
tronic transition used to probe P is reasonably well un-
derstood, since it allows determination of detailed quan-
tum state population distributions in the product P (see
below). However, probing at just one wavelength yields a
PHOFEX spectrum for forming products P in just those
particular quantum state(s) that are excited at that particu-
lar wavelength; this will not correspond to the integral (i.e.,
nonquantum state resolved) PHOFEX spectrum for form-
ing products P if (as is usually the case) the distribution of
population among its quantum states varies as the parent
excitation wavelength (and thus the energy supplied to the
system) is varied. Mass spectrometry and direct photoion-
ization (using a single VUV photon), with subsequent
time-of-flight mass separation, have also been used to
measure wavelength-dependent product quantum yields.

D. Photofragment Product State Distributions

Section IV.C described the way in which the partial cross
section for forming a particular quantum state of a se-
lected photoproduct can be obtained by monitoring the
spontaneous fluorescence, or an LIF or REMPI signal,
associated with the product of interest, as the photo-
ysis wavelength is varied. The complementary experi-
ment, in which the parent excitation wavelength is fixed
and the probe frequency is scanned, can also provide
information about the fragmentation dynamics of the
excited parent molecule. Specifically, analysis of such
spectra can, in favorable cases, reveal the relative effi-
ciencies with which quantum states (vibration, rotation,
spin-orbit, �-doublet, etc.) of the product are formed. In
the case of jet-cooled H2O molecules, for example, LIF
probing of the OH(X2�) fragments that result follow-
ing excitation within the Ã1B1 ← X̃1A1 absorption band
(190 ≤ λ ≤ 140 nm, see Fig. 5) reveals a preference for
their being formed in the upper (more antisymmetric)
�-doublet states and with only modest rotational excita-
tion, the extent of which scales with the parent rotational
temperature; most of the “excess energy” provided by the
photolysis photon (i.e., the energy over and above that
needed to break the H OH bond) is released in the form
of product translation. The �-doublet propensity can be
rationalized in terms of conserving the symmetry of the

electronic charge distribution about the central O atom
(in the plane defined by the three nuclei) as the molecule
breaks up. The minimal rotational excitation of the OH(X)
fragments reflects the fact that the Ã state potential is rela-
tively isotropic in the � HOH bending coordinate, i.e., little
or no torque acts on the fragments as they separate. Vibra-
tional excitation of the OH(X) fragments is also modest,
but increases with increasing photon energy. This obser-
vation and the energy dependence of the balance between
OH vibration and product recoil can also be reproduced
by detailed calculations of the nuclear motion on a reliable
ab initio PES for the H2O(Ã) state.

The photofragmentation of Ã state H2O molecules is
an unusually favorable example. The dissociation occurs
on a single PES, the detailed topology of which can be
established via accurate quantum mechanical calculation.
The OH(X) fragment can be detected by LIF with high
sensitivity. The resulting spectrum is well characterized
and can be used to derive quantitative product state pop-
ulation distributions. However, for most excited states of
most polyatomic molecules, detailed ab initio PESs are
not available. Dissociations that involve the transfer of
flux between PESs are far less amenable to detailed the-
oretical treatment. Many fragments are not detectable by
LIF (or REMPI) and, of those that are, in many cases their
spectroscopy is insufficiently well characterized to allow
extraction of reliable quantum state population distribu-
tions. Section IV.E describes various forms of an alterna-
tive, more general, experimental strategy which goes some
way to overcoming these limitations.

E. Photofragment Translational Spectroscopy
(PTS) and Ion Imaging

Consider the case of a photoexcited molecule (AB) disso-
ciating into two fragments (A and B, which can be atoms
or molecular entities). PTS relies on measurement of the
velocity, v, (and thus kinetic energy, KE) of one known
fragment (e.g., A). Energy and linear momentum must be
conserved during the dissociation, thus knowledge of vA

automatically gives the velocity of the partner fragment B
and thus the total recoil energy, Etrans. This, in turn, can
provide clues as to the internal energy partitioning within
A and B via the energy conservation requirement

Ephoton + Eparent = D0(A B) + Etrans + Eint(A)+ Eint(B).
(3)

Ephoton and Eparent are, respectively, the photon energy and
the internal energy present in the parent molecule prior to
photoexcitation. The latter is minimized by working with
jet-cooled AB molecules in a supersonic molecular beam.
D0(A−B) is the dissociation energy of the breaking bond,
and Eint(A) and Eint(B) are the internal energies of the
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fragments. Three methods of measuring fragment recoil
velocities find common usage.

The first, Doppler spectroscopy, is again restricted to
the subset of possible fragments that can be monitored by
LIF or REMPI. It relies on the fact that the frequency, ν,
of light absorbed by a fragment moving with a velocity vz

relative to a probing light source differs from that absorbed
by the same fragment if stationary (ν0) by an amount

�ν = ν − ν0 = ±ν0
vz

c
, (4)

where c is the speed of light in vacuum. To excite a
transition in a fragment moving toward the probe laser
source, it is necessary to tune to a slightly lower fre-
quency than if the same fragment was moving in the op-
posite direction. An ensemble of photofragments will ex-
hibit a spread of absorption frequencies, reflecting their
recoil velocity distribution. How well this distribution can
be determined depends on the magnitude of the asso-
ciated Doppler shift and how these compare with other
factors contributing to the measured lineshapes (e.g., the
spread of initial parent velocities, the probe laser band-
width, etc.). The characterization also depends on the
form of the recoil velocity distribution and, in particu-
lar, its spatial anisotropy. This anisotropy arises because
the probability of an electric dipole allowed excitation
is proportional to the square of the scalar product µ.ε.
Thus, even though the original sample of parent molecules
will normally be randomly oriented in space, the inci-
dent radiation will interact selectively with the subset that
happens to be lying such that their transition dipole µ

is parallel to the electric vector ε of the photolysis ra-
diation. As a result, the photoexcited molecules will be
aligned in the laboratory frame with a distribution propor-
tional to the square of the cosine of the angle, θ , between
µ and ε. If these excited molecules dissociate rapidly
(i.e., on a timescale that is fast relative to their period
of rotation), then this alignment will normally reveal it-
self as an anisotropic distribution of recoiling fragments.
The angular distribution function will have the general
form

I (θ ) ∝ 1 + β

2
(3 cos2 θ − 1), (5)

where β is the anisotropy parameter. β takes the limiting
values of +2 (i.e., I (θ ) ∝ cos2 θ ) in the case that vAlies
parallel to µ and −1 when vA and µ are perpendicular
(i.e., I (θ ) ∝ sin2 θ ). An isotropic distribution of recoiling
fragments is characterized by β = 0. Figure 7 illustrates
the way in which photofragment Doppler lineshapes can
vary with β for the case that the photolysis and probe laser
beams are propagating at 90◦ to each other, that the ε vec-
tor of the photolysis laser is in the plane defined by the
two laser beams, and that the fragment has a single speed,

FIGURE 7 Doppler profiles predicted for a photofragment re-
coiling with a single speed, v, but different degrees of spatial
anisotropy characterized by, respectively, β = 2, 0, and −1 (see
Eq. 5), given that the photolysis and probe lasers propagate along
orthogonal axes and that the ε vector of the photolysis laser lies
in the plane in which these two beams propagate.

vA, and is probed by LIF. In most instances, however,
fragment A will be formed with a spread of velocities (re-
flecting the range of possible Eint values of the partner B
fragment, and any spread of initial velocities and internal
energies of the parent molecule). The measured lineshape
may be further complicated if there is any correlation be-
tween vA and JA [the fragment rotational (or electronic,
in the case of an atom) angular momentum]; determining
the fragment recoil velocity distribution, unambiguously,
from Doppler lineshape measurements can be a nontrivial
exercise.

Other photofragment translational spectroscopy tech-
niques rely on more direct temporally or spatially resolved
measurements of the velocities of the recoiling products.
Consider a jet-cooled molecular beam of AB molecules
excited with a pulse of monochromatic radiation at a well-
defined point in space and time. If the energy absorbed
exceeds the bond strength D0(A−B), A and B fragments
can be formed. The velocities with which these recoil from
the interaction region will be determined by the combined
requirements that energy and momentum be conserved;
these can be determined by measuring the times taken for
the fragment of interest to recoil a well-defined distance,
without suffering any collisions, to a detector. In the tra-
ditional PTS experiment, shown in Fig. 8a, the photolysis
beam is arranged to intercept the molecular beam and in-
duce photodissociation. The small fraction of the resulting
products that recoil in the appropriate direction will reach
a detector [e.g., the source region of a quadrupole mass
spectrometer (QMS)] located a known distance, L , from
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FIGURE 8 Schematics of the various forms of photofragment
translational spectroscopy: (a) traditional set-up involving a ro-
tatable molecular beam source (BS) and a detector (D)—in this
case a quadrupole mass spectrometer (QMS); (b) Rydberg tag-
ging method in which the fragment of interest (usually an H or
D atom) is excited to a high n Rydberg state at source and field
ionized after recoiling to the detector (a particle multiplier); (c) ion
imaging in which the fragment of interest is ionized, at source, by
REMPI and the resulting ion cloud is extracted with appropriate
ion optics so as to impact on a time and position sensitive detec-
tor (microchannel plate/phosphor screen assembly). PH and PR
in this figure indicate photolysis and probe laser beams, respec-
tively. The former is shown with its polarization vector ε aligned
perpendicular to the detection axis. The thin lines indicate the
way in which the fragments of interest expand from the interaction
region, ✉, with time after the photolysis pulse.

the interaction volume. Electron impact will ionize some
fraction of these products, allowing time-of-arrival mea-
surements of fragments of any chosen mass. Such an appa-
ratus is often referred to as a “universal” detector, reflect-
ing the generality of the detection method. However, this
implementation of the technique offers only limited veloc-
ity (and thus KE) resolution—limited by the ratio �L/L ,
where �L is the length of the ionization region—and is
species, but not quantum state, specific. Photofragment
translational energy spectra measured in this way can, in
favorable cases, and after the appropriate laboratory to
center-of-mass frame transformation, provide a measure
of the relevant bond dissociation energy and some infor-
mation about the vibrational (though not the detailed rota-
tional) energy disposal within the recoiling fragments. The
angular distribution of the recoiling fragments can also be

deduced by measuring the yield of the chosen product as
a function of the angle between the polarization vector ε

of the photolysis light and the detection axis. These kinds
of information will usually suffice to distinguish between
direct dissociations and slower predissociations and to re-
veal the presence (or otherwise) of any significant energy
barrier in the dissociation coordinate.

Figure 8b shows a schematic of a high resolution version
of the PTS experiment, which has been used in many stud-
ies of hydride molecule photolysis. The resulting H(D)
atom products are excited to a high n Rydberg state (by
two color, double resonant excitation), at source, before
escaping the interaction volume. Once “tagged,” the H/D
photofragments continue to recoil with their nascent ve-
locity distribution; those that happen to fly along the de-
tection axis are field ionized immediately prior to detec-
tion by a particle multiplier. Again, angular distributions
may be investigated simply by rotating the ε vector of
the photolysis radiation relative to the detection axis. The
method offers much enhanced resolution [since the flight
path from the interaction volume to the detector is well de-
fined) and signal to noise ratio [since each photolysis laser
pulse gives rise to a complete time-of-flight (TOF) spec-
trum of the H(D) atom fragment]. This is illustrated by
Fig. 9, which shows a TOF spectrum of H atoms resulting
from photolysis of jet-cooled H2O molecules at 121.6 nm
and of the total kinetic energy release (TKER) spectrum
that results if it is assumed that the partner fragment is

FIGURE 9 (a) H Rydberg atom TOF spectrum resulting from pho-
tolysis of jet-cooled H2O molecules at 121.6 nm recorded with ε

aligned parallel to the detection axis. (b) The corresponding TKER
spectrum of the H + OH fragments, with the energies of the various
rovibrational levels of the OH(X2�)v=0 partner indicated; peaks at
low TKER are associated with fragmentations leading to formation
of rotationally excited OH(A2�+) products. [Adapted with permis-
sion from Harich, S., et al. (2000). “Photodissociation of H2O at
121.6 nm; a state-to-state picture,” J. Chem. Phys. 113, 10073–
10090. Copyright, American Institute of Physics, 2000.]
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the OH radical (i.e., has mass 17 amu). This is confirmed
by the observation of clearly resolved features associated
with individual rovibrational levels of OH in both spectra.
Apart from providing a precise measure of the dissocia-
tion energy D0(H OH), analysis reveals that the detected
H atoms are formed in conjunction with OH partners in
both their ground (X2�) and first excited (A2�+) elec-
tronic states. In both cases these fragments are formed in
a wide range of high rotational quantum states. Such be-
havior has been rationalized in the light of available ab
initio PESs. The B̃1A1 state of H2O—reached by pho-
toabsorption at 121.6 nm—has a minimum energy con-
figuration at linear geometries. Thus, the initial motion
of H2O molecules prepared on the B̃ state potential fol-
lowing Franck-Condon excitation from the (bent) ground
state involves simultaneous H OH bond extension and
� HOH angle opening. The PESs for the B̃1A1 and ground
X̃1A1 states are degenerate (a so-called conical intersec-
tion) at linear geometries and RH OH ∼ 1.67 Å. Molecules
that attain linearity at, or before, this amount of H OH
bond stretching can couple to one of two lower PESs
and dissociate to ground state products. This coupling ex-
plains the observation that both electronically excited and
ground state OH products are formed in this dissociation,
while the strong angular anisotropy of the B̃ state potential
accounts for the observed high levels of OH product
rotation.

Ion imaging, illustrated in Fig. 8c, is the third PTS tech-
nique to be described. Again, a jet-cooled molecular beam
of the parent under investigation is photolyzed by pulsed
laser radiation. The nascent photofragments of interest
are then ionized by REMPI, at source, using the output
of a second pulsed laser focused into the interaction vol-
ume. The resulting ion cloud continues to expand with the
speed and angular distributions characteristic of the initial
photolysis event, but is simultaneously accelerated using
carefully designed ion optics into a time-of-flight mass
spectrometer (TOFMS), at the end of which it impinges
on a microchannel plate plus phosphor screen detector as-
sembly. The spot of phosphorescence associated with each
ion impact is viewed with a charge coupled device (CCD)
camera and accumulated (while scanning backwards and
forewards across the full Doppler linewidth of the REMPI
probe transition) to build up a complete ion image. This
image is a squashed two-dimensional (2-D) projection of
the full three-dimensional (3-D) velocity distribution of
the nascent fragments; the latter distribution can be recov-
ered using a mathematical (inverse Abel) transform.

Ion imaging offers many potential benefits. It is inher-
ently sensitive. The method ensures species (by virtue of
the measured ion TOF) and quantum state (by appropriate
choice of probe wavelength) specificity and can be ap-
plied to any fragment amenable to REMPI probing. This

FIGURE 10 Raw (left half) and Abel inverted (right half) im-
ages of the O(3P2) fragments arising in the 193-nm photoexci-
tation of jet-cooled O2 molecules. Fragmentation channels giving
rise to the various features in the image, evident in the TKER
spectrum shown on the right, are identified as follows: (a) O2
1 × 226 nm−−−−−−→ O(3P2) + O(3P), i.e., photolysis resulting from absorp-
tion of one REMPI probe photon; (b) O2

1 × 193 nm−−−−−→ O(3P2) +
O(3P), the process of primary interest in this work; (c) O2

2 × 226 nm−−−−−→
O(3P2) + O(1D), two photon dissociation induced by the REMPI
probe laser; (d) O2

2 × 193 nm−−−−−→ O(3P2) + O(1D). [Adapted with per-
mission from Bakker, B. L. G., and Parker, D. H. (2000). “Photo-
physics of O2 excited by tunable laser radiation around 193 nm,”
J. Chem. Phys. 112, 4037–4044. Copyright, American Institute of
Physics, 2000.]

is illustrated in Fig. 10, which shows both the raw image
and a slice through the transformed 3-D distribution of the
O(3P2) fragments formed following 193 nm photodissoci-
ation of O2 (i.e., within the Schumann-Runge absorption
system) and the deduced TKER spectrum. The O(3P2)
products are probed by 2 + 1 REMPI using photons of
wavelength λ ∼ 226 nm. The two smallest rings [i.e., the
slowest moving O(3P2) products] are attributable to pre-
dissociation of O2 molecules to two ground state atoms,
following absorption of one photon at, respectively, 226
and 193 nm. All of the larger diameter rings [i.e., faster
O(3P2) products] arise following multiphoton excitation of
the O2 molecules. Clearly, the image provides a particu-
larly direct visualization of the various active dissociation
channels and their relative importances; different velocity
subgroups appear in the image with different radii, while
the angular variation of the signal intensity in any one ring
reveals the recoil anisotropy associated with that particular
fragmentation channel. However, these images also serve
to illustrate a limitation of the ion imaging method—its
limited velocity (and KE) resolution. Our chosen exam-
ple involves a diatomic molecule fragmenting into two
atoms; the various product channels look well resolved
but, even in this case, and for the slowest features, the
image resolution is insufficient to provide information
about the relative branching into the J = 0, 1, and 2 spin-
orbit levels of the O(3PJ) partner to the monitored O(3P2)
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atom. For polyatomic systems, where one or (in most
cases) both of the resulting fragments are formed in a
range of rovibrational states, the rings associated with
the various product channels will rapidly merge together
and the measured image will appear as an unresolved
“blob.”

V. CONCLUSIONS AND OUTLOOK

This article summarizes the various sources of VUV ra-
diation available for photochemical studies and then fo-
cuses on some of the more probable fates that can befall
an isolated gas phase molecule following absorption of a
VUV photon and on how these can be investigated exper-
imentally. It has also tried to emphasize the ever-growing
importance of companion high level theory (ab initio elec-
tronic structure calculation of excited state PESs and the
couplings between such surfaces, and studies of the nu-
clear dynamics thereon) in guiding the interpretation of
such experimental observations.

The illustrative examples all involve small (diatomic
and triatomic) molecules. Each additional atom adds an-
other three vibrational degrees of freedom to the problem;
the concomitant increase in the associated density of states
(both in the parent molecule and in the products) soon pre-
cludes quantum state resolution in the experimental mea-
surements and renders detailed theory impotent. The size
of molecule by which experiment and theory are starting
to struggle is still depressingly small. CH4, for example,
shows a featureless VUV absorption spectrum for which
no definitive analysis yet exists. The H atoms resulting
from Lyman-α photolysis of CH4 have been studied by
Doppler spectroscopy, by H (Rydberg) PTS methods, and
by ion imaging. REMPI and ion imaging methods have
also been used to gain some insight into the H2 products
that are eliminated from CH4 following photo-excitation at
the high energy end of the VUV region. Apart from the H2

REMPI studies, these experiments provide little in the way
of detailed quantum state resolved product distributions,
but the deduced KE distributions have been interpreted
(with the aid of ab initio calculations of various sections
through the S1 and T1 PESs) in terms of (at least) three
competing fragmentation pathways, viz. H2 elimination
and formation of singlet CH2 radicals on the S1 surface,
and H atom elimination (leaving CH3 radicals as the part-
ner fragment) following both ISC to the T1 PES and IC
to high levels of the ground electronic state. Some of the
resulting CH3 radicals are formed with such high levels of
internal excitation that they must be unstable with respect
to further fragmentation; statistical considerations suggest
that the major products of this secondary decay will be CH
radicals and H2 molecules. The observation of H atoms as

a major dissociation product of the Lyman-α photolysis
of CH4 served to contradict the previous consensus view
and has implications for the hydrocarbon balance in the
atmospheres of some of the outer planets and their moons
(notably Titan). Not surprisingly, our detailed understand-
ing of the primary photochemistry of yet larger, heavier
polyatomic molecules is even less complete.

Ab initio theory, and each of the experimental meth-
ods outlined above, can all be expected to continue to add
to the body of available knowledge relating to molecular
photochemistry induced by absorption of VUV photons.
Ion imaging studies involving VUV photons are at this
time still rare, but they can be expected to increase rapidly
in number—so, too, can absorption and PHOFEX type
studies involving the new generation of more intense syn-
chrotrons. We are still awaiting the extension of ultrafast
pump-probe type studies into the VUV spectral region.
Whether such studies can shed much new light on the
generally fast processes occurring in isolated gas phase
molecules remains unclear, but they could gain in impor-
tance as scientists begin to focus on condensed phase prob-
lems, e.g., the photophysics of VUV excited molecules
trapped in matrices.
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GLOSSARY

Absorption cross section Equates the capacity of a
molecule to absorb photons to that of a perfectly ab-
sorbing disk whose surface normal is parallel to the k
vector of the incident radiation; it is usually denoted σ

and satisfies Beer’s law: I = I0 exp(−σ N x), where N
is the concentration of the absorbing species.

Adiabatic potential Diabatic potentials of the same sym-
metry are coupled when the energies are close to one
another (curve crossing), resulting in adiabatic poten-
tials; the dominant electronic configurations are differ-
ent on either side of the crossing region.

Born–Oppenheimer approximation Electronic wave
functions and energies are calculated at a given ge-
ometry by assuming that the nuclei are stationary.

Curve crossing Potential curves intersect (cross) at lo-
cations in configuration space. Perturbation terms in
the Hamiltonian cause avoided crossings for states of
the same symmetry; there is no interaction for states of
different symmetries.

Diabatic potential Obtained for a given dominant elec-
tronic configuration.

Double resonance The resonant excitation of one transi-
tion is required in order that a signal is obtained upon
the resonant excitation of another transition.

Electric dipole interaction The interaction energy of an
electric dipole moment in the presence of an external
electric field.

Franck–Condon factor The square of the overlap inte-
gral of nuclear wave functions that belong to different
electronic states.

Internal conversion Adiabatic potential surfaces of the
same multiplicity are coupled via the nonadiabatic in-
teraction that is due to the coupling of the nuclear and
electron motions; this coupling is ignored in the Born–
Oppenheimer approximation.

Intersystem crossing Coupling between potential en-
ergy surfaces of different multiplicity brought about
by spin–orbit interaction.

Intramolecular vibrational redistribution Vibrational
energy redistributes within a polyatomic molecule;
there are no classical constants of motion or quantum
mechanical good quantum numbers for the vibrational
degrees of freedom.

Maxwell’s equations Equations describing classical, as

 29
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opposed to quantum mechanical, electromagnetic ra-
diation.

Photodissociation A molecule dissociates as a conse-
quence of having absorbed one or more photons.

Potential energy surface The electronic energy of a
molecule, for a given electronic state, as a function of
the molecule’s 3N − 6 internal (nonrotational) nuclear
coordinates, where N is the number of atoms.

Predissociation A zeroth-order bound electronically ex-
cited state undergoes dissociation because it interacts
with a repulsive potential.

Quantum fluctuations The quantum chaotic nature of
the nuclear dynamics of highly vibrationally excited
polyatomics causes the energy levels to behave errati-
cally. This is true in the region of bound states as well
as the resonances that lie above the reaction threshold.

Radiationless decay The intramolecular energy transfer
process whereby a photoexcited electronic state can be
said to transfer its excitation to nonradiative states, i.e.,
vibrational levels of lower electronic manifolds.

Repulsive potential A repulsive potential energy surface
decreases monotonically along a coordinate that leads
to fragments, ensuring dissociation; the fragments repel
one another along this coordinate.

Resonance A quasi-bound level that has acquired a de-
cay rate and associated linewidth which is usually
Lorentzian.

Selection rules Rules that determine the allowed optical
transitions for electric dipole, quadrupole, etc., transi-
tions for different polarizations of the electromagnetic
field.

Unimolecular decomposition Dissociation is treated
statistically by invoking transition states that separate
the molecular and product regions. Transition state lev-
els constitute independent open channels, so the rate
coefficient is equal to the number of open channels
times the rate per open channel. By using statistical
mechanics, this is calculated to be 1/hρ.

Wave packet A coherent superposition, usually of eigen-
states or a convenient basis; the individual phases are
such that the term packet is justified somewhere in the
temporal evolution.

PHOTOCHEMISTRY, as its name implies, is the chemi-
cal change that results from the absorption of electromag-
netic radiation, in quantized units of energy called pho-
tons, by material substances made of protons, neutrons,
and electrons. It is ubiquitous in the world around us—
always has been, always will be. It has played a central
role in our planet’s evolution, from the earliest emergence
of primordial plants and animals to the present day, and
it will continue to play a central role as long as life as we

know it exists on earth. Its importance to the environment,
our quality of life, numerous modern technologies, the
health sciences, a broad range of scientific research areas,
etc. cannot be overstated. All of this is due to the inter-
play that takes place between matter and electromagnetic
waves that were once believed to travel in an ether.

The word photochemistry means different things to dif-
ferent people and has fuzzy boundaries, and applications
so varied that practitioners often find little of a scientific
nature to discuss. Graduate courses, even within the same
academic department but with different instructors, often
have no obvious relationship to one another, and confer-
ences on organic photochemistry have little in common
with their counterparts in physical chemistry. This is just
the way things are in so broad a field.

This overview discusses fundamental aspects of the
photochemistry of polyatomic molecules. This is only re-
strictive in that some phenomena are omitted which are
exclusive to liquid and/or heterogeneous environments.
The material covered ranges from the nature of the elec-
tromagnaetic radiation that drives photochemistry to the
myriad processes that ensue following radiationless decay.
To reinforce the principles, a few examples will be given of
benchmark systems that have advanced our understanding
of the detailed mechanisms.

I. ELECTROMAGNETIC RADIATION

Coulomb’s law is the basis of the classical theory of elec-
tricity and magnetism. In the simplest case of a stationary
point charge in vacuum, it states that an electric field E
is directed radially outward from a charge Q in the direc-
tion r̂, where the caret denotes a unit vector, as shown in
Fig. 1a. This is what a stationary observer perceives, for
example, when measuring the force experienced by a test
charge q. Indeed, this force is used to define the electric
field: F = qE. The electric field due to Q is given in mks
units by

FIGURE 1 (a) The charge Q is stationary. The electric field lines,
which point away from the origin when Q is positive, are equally
spaced, denoting an isotropic distribution. (b) The charge moves
with constant velocity v; note that v is horizontal. The field lines
are more dense in the vertical than the horizontal direction.
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E = Q

4πε0r2
r̂, (1)

where ε0 is a constant called the vacuum permittivity.
From Eq. (1) it is clear that E can also be derived from a
potential � which is a function of coordinates:

E = −∇�, (2)

where � is given by

� = Q

4πε0r
. (3)

This summarizes the situation for a charge Q at rest
in the frame of the observer. In the above equations, no
explicit account is taken of the fact that information travels
from the charge Q to the observer at the speed of light.
Namely, an observer located a distance d from the charge
can only sense an effect that influences the charge with
a delay time d/c. For a stationary charge, this temporal
retardation does not enter.

If Q is moving with a constant velocity v, the electric
field seen by the observer depends on the observer’s lo-
cation relative to the charge as well as to the velocity v.
Figure 1b indicates the intensity of E by the density of the
field lines. Note that v is directed horizontally. The field is
most intense in the direction perpendicular to v. This is a
relativistic effect that depends on velocity; if v/c is small,
Figs.1a and 1b look alike. Figure 1b is obtained by using
the relativistic Lorentz transformation to obtain the field
of the moving charge that is observed in the laboratory
reference frame. No static charge distribution can give the
field distribution shown in Fig. 1b.

If the charge Q responsible for E undergoes accelera-
tion, the observer perceives that E is no longer directed
radially outward from Q. It has acquired a component that
is transverse to r̂ and is traveling outward at the speed of
light.

In Fig. 2, the charge Q has been accelerated abruptly by
an impulsive force. This impulsive force causes the field
lines to change. At a time d/c after the disturbance, where
d is the distance from the origin to the observer, the elec-
tric field seen by the observer bends, having acquired a
component that is transverse to the radial direction. This
transverse field propagates radially outward at the speed of
light. In addition, the transverse field varies as r−1, as op-
posed to the r−2 variation of the radially directed electric
field given by Eq. (1). A common situation is sinusoidal
acceleration of the radiating charges, in which case the
transverse field oscillates sinusoidally.

In addition to the above effect on E, any moving charge,
whether it is accelerated or not, creates a magnetic field,
H. Magnetism is also relativistic. The magnetic field is an
electric field that arises when the Lorentz transformation

FIGURE 2 The charge was initially at rest at its point of origin
when an impulsive force caused its velocity to increase to v. At a
given distance from the origin, the electric field was initally directed
radially outward from the origin. After the charge’s acceleration,
its field lines are not isotropic in the laboratory reference system,
as was also the case in Fig. 1b. In following the field lines, it is
seen that the transverse component travels outward at the speed
of light.

is used to calculate the effect of a moving charge density
observed in the laboratory reference frame. As in the case
of E, when Q is accelerated, the magnetic field H also
acquires a transverse component that varies as r−1. The
transverse E and H fields are perpendicular to one another.

Thus, the time-varying E and H fields are related to one
another and together they contain, in an electromagnetic
wave, the energy that has been spent in accelerating the
charge. The outgoing energy flux (i.e., power per unit area)
is given by the Poynting vector, P:

P = E × H (4)

whose propagation direction k̂ is perpendicular to both E
and H. Thus, in classical electromagnetic theory, all radi-
ation originates from charged matter that has undergone
acceleration. The result is a set of time-varying electric
and magnetic fields that satisfy Maxwell’s equations for a
source-free region:

∇ × E = −∂B
∂t

, (5)

∇ × H = ∂D
∂t

, (6)

where B = µ0H is the magnetic flux density, the con-
stant µ0 is called the vacuum magnetic permeability, and
D = ε0E is the electric flux density. Equations (5) and (6)
are easily converted into standard forms for the wave equa-
tions for the propagating vector fields:

∇2E − 1

c2

∂2E
∂t2

= 0, (7)

∇2H − ∂2H
∂t2

= 0,
(8)
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where ∇2 is the Laplacian operator and c2 = 1/µ0ε0,
where c is the speed of light in vacuum. It is interest-
ing that Maxwell’s equations were obtained originally by
combining empirical observations for electric and mag-
netic forces, whose common origin was not appreciated
at the time of Maxwell’s work. The resulting equations,
which are relativistically correct, preceded the theory of
special relativity by several decades. Equations (7) and
(8) describe all classical electromagnetic radiation, rang-
ing from that which emanates from a blackbody source to
the output from the highest resolution laser.

In photochemical applications, the fields come in all
varieties. They can be unpolarized, linearly polarized, cir-
cularly polarized, or elliptically polarized. For example, a
common type of linearly polarized electric field propagat-
ing in the k̂ direction is given by

E = E0ẑ exp i(k · r − ωt), (9)

where ω is the angular frequency of the oscillating field,
k = 2π/λ is the magnitude of the wave vector k, which is
perpendicular to ẑ, and λ is the wavelength of the radia-
tion. This is called a uniform plane wave; it has no spatial
variation in the plane perpendicular to k. It is widely used
in descriptions of photochemical phenomena.

In the classical theory summarized above, the radia-
tion is not organized into quanta of energy called photons.
When this is done, the energy per unit volume is hν(n + 1

2 ),
where 1

2 hν is the zero-point energy of the vacuum elec-
tromagnetic field whose quantum is hν, h is Planck’s con-
stant, and ν is the frequency.

In addition, it is found that the photons have an intrinsic
angular momentum or spin, which arises because the pho-
ton wave function is a vector field. This intrinsic property
is analogous to the intrinsic spins of electrons, protons, and
neutrons, which arise because of the relativistic require-
ment that space and time be treated on an equal footing.
The angular momentum of the photon plays a key role
in determining the selection rules for photoexcited transi-
tions, as discussed in the next section.

II. INTERACTION OF RADIATION
WITH MATTER

Electromagnetic radiation of an appropriate frequency ν

that is incident on matter can be partially absorbed, thereby
setting the stage for photochemistry. Figure 3 describes
this at the most elementary level: a photon of energy hν is
annihilated by an absorbing molecule, creating an excited
state in the process. The simple picture given in Fig. 3
does not take into account the fate of the excited state thus
created. This fate is the essence of photochemistry.

FIGURE 3 Photoexcitation is used to prepare zeroth-order elec-
tronically excited states, which subsequently react via one or more
mechanisms. Shading indicates variation of the vibrational level
density.

There are many different kinds of excited states associ-
ated with liquids, solids, and molecules, and photochem-
istry can occur via a number of different mechanisms and
with strikingly different results. For example, a molecule
that absorbs an ultraviolet photon of sufficiently high fre-
quency ν has acquired enough internal energy to disso-
ciate. Indeed, some do so rapidly, whereas others do so
slowly, and yet others not at all.

For photochemistry to occur, the photon energy hν must
find its way into a form of energy that promotes chemical
change. This may be direct, for example, rapid photodis-
sociation, or indirect, requiring collective nuclear motions
and much longer time scales. The former is the most con-
ceptually straightforward, while the latter accounts for
most of the photochemistry one is likely to encounter.
The corresponding mechanisms are the scientific bases
for the numerous phenomena that lie within the domain
of photochemistry. They will be identified and discussed
below.

The radiation–matter interaction that is responsible for
the absorption of a portion of the incident electromagnetic
radiation nearly always involves the oscillating electric
field component of the radiation. The total energy density
of the electromagnetic radiation that propagates in vacuum
is made up of equal amounts of energy stored in the elec-
tric and magnetic fields, i.e., their time-averaged energy
densities, ε0 E2/2 and µ0 H 2/2, are equal. However, the
electric field transfers energy to the molecule’s charges,
i.e., essentially the electrons, much more efficiently than
does the magnetic field. This will be the case (i) as long as
there is no symmetry restriction that prevents the electric
field from inducing a transition except via a very weak
interaction and (ii) as long as v/c is small, where v is the
characteristic electron speed and c is the speed of light.
If there is a symmetry restriction, the magnetic field may
win by default.
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The ratio v/c is equal to the ratio of the magnitudes
of the magnetic and electric forces (qv × B and qE, re-
spectively) experienced by a particle of charge q in the
presence of electromagnetic radiation. The small ratio of
the magnitudes of the magnetic and electric forces car-
ries over to electrons that occupy molecular orbitals. This
is why the electrons available for a transition are excited
more efficiently by the electric field part of the incident
radiation than by the accompanying magnetic field. The
condition v 	 c is satisfied for all cases of interest in the
field of photochemistry.

The most common interaction of a molecule with an
external oscillating electric field that induces optical tran-
sitions is referred to as an electric dipole interaction. The
term dipole comes from an expansion, in this case of the
charge distribution, in terms of what are called multipole
moments: monopole, dipole, quadrupole, octupole, etc.,
as shown in Fig. 4. The simplest dipole moment is that of
two point charges, ±Q, separated by r; it is equal to Qr.

The expression for the energy of an electric dipole mo-
ment in an external electric field is −µ · E, where µ is the
dipole moment. It is common practice to introduce this
−µ · E term into the Schrödinger equation ad hoc. This
is intuitive and just as accurate as the more formal ap-
proach, in which the Hamiltonian is constructed by using
the canonically conjugate momentum, p − eA/c, where
p = −ih∇ and A is the magnetic vector potential.

The appropriate matrix element between an initial state
|i〉 and a final state | f 〉 of the molecule is

〈 f |µ · E|i〉, (10)

where the minus sign is understood. In the event that the
radiation field is treated quantum mechanically, this ma-
trix element does not vanish when the radiation field is
in its lowest state and the energy of the state |i〉 is higher
than that of | f 〉. The quantized radiation field is analogous
to a mechanical harmonic oscillator. Its lowest level has a
zero-point energy, which stymied theoretical physics for

FIGURE 4 (a) The monopole moment is a scalar, i.e., the net
charge Q. (b) The dipole moment is a vector, i.e., Q times r; there
is no net charge. (c) The quadrupole moment is a tensor; there is
no net dipole moment and no unique geometry, e.g., in the CO2
molecule, the quadrupole moment is due to oppositely directed
dipoles that lie along the molecular axis.

years because it appears to lead to an infinite energy when
summing over the electromagnetic modes with 0 ≤ ν ≤ ∞.
This zero-point level stimulates a transition from the ex-
cited state |i〉 to the lower state | f 〉, thereby creating a
photon, a process called spontaneous emission. This is an
important physical process, but from the perspective of
photochemistry, it is unimportant because if the system
gives up its energy by emitting a photon, nothing much
has happened. Thus, our considerations will be directed
toward nonradiative processes. In this regard, note that
though the photon is used to create an electronic excita-
tion, its ultimate purpose is to produce mechanical and
chemical work by moving the nuclei.

In dealing with photochemical phenomena, it is sen-
sible to treat the electric field classically and external to
the collection of particles, and rewrite the matrix element
given in Eq. (10) as

〈 f |µ|i〉 · E (11)

where 〈 f |µ|i〉 is the transition dipole moment matrix el-
ement of the molecule. Note that this differs from the
permanent dipole moment of a molecule in a state | j〉,
which is given by 〈 j |µ| j〉. The transition dipole moment
is a measure of the charge redistribution that takes place
when a transition occurs, whereas the permanent dipole
moment reflects the charge distribution in a given state.

In order to evaluate Eq. (11), µ and E, which are most
easily visualized in the molecular and laboratory frames,
respectively, should be referenced to a common set of
axes. To achieve this, one usually transforms the electric
field to a molecule-fixed set of axes. After doing this, it is
straightforward to derive a set of selection rules that dictate
the excited states that can be accessed from a molecule in a
given initial state, which in the present context is usually its
ground electronic state. The selection rules also depend on
the polarization of the radiation, for example, linear versus
circular, but this affects only the spatial alignment and
orientation of the excited state relative to the laboratory
reference frame, which has nothing to do per se with the
system’s photochemistry.

The selection rules for changes in the total angular mo-
mentum and its projection on a space-fixed axis are rigor-
ous for an isolated species in field-free space. These are
obtained by using quantum mechanical angular momen-
tum addition, i.e., 3-j symbols, etc. The photon angular
momentum is added to the initial-state angular momen-
tum to obtain the possible final states. Nuclear spins can
be neglected because the time scales for dynamical pro-
cesses that involve them is usually much longer than that
of photochemistry. Thus, the angular momentum selection
rules are �J = 0, ±1, and �M = 0, ±1, where J is the
total angular momentum not counting the nuclear spins,
and M is its projection on a space-fixed axis. Selection
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FIGURE 5 On the right, the ground and excited PESs are dis-
placed from one another along one of the molecule’s coordinates.
The Franck–Condon factors weight the transition strengths, favor-
ing vertical excitation, as denoted by the thicknesses of the lines
on the left.

rules that govern the changes of the occupied molecular
orbitals of the electrons are obtained straightforwardly by
using group-theoretic methods.

In electronic transitions, there are no selection rules
that govern the possible changes of the vibrational levels.
Instead, there are propensities which can be understood
by noting that the nuclei prefer to not move during an
electronic transition, as indicated in Fig. 5. In evaluating
Eq. (11), the fact that µ depends only on electron coor-
dinates enables a useful approximation to be introduced.
With |i〉 and | j〉 written as products of electronic and vi-
brational wave functions, the 〈 f |µ|i〉 matrix element in
Eq. (11) becomes:

〈
χn

f

∣∣〈ψe
f

∣∣µe

∣∣ψe
i

∣∣χm
i

〉
, (12)

where |χn
f 〉 is the nth vibrational level of the final elec-

tronic state, |ψe
f 〉 is the final electronic state, f is replaced

by i for the initial electronic state, and µe operates only
on electron coordinates. Thus, Eq. (12) can be written

〈
χn

f

∣∣ χm
i

〉 〈
ψe

f

∣∣µe

∣∣ψe
i

〉
. (13)

Squaring this yields the Franck–Condon factors:
∣∣〈χn

f

∣∣ χm
i

〉∣∣2
. (14)

The Franck–Condon factors are observed as progres-
sions in electronic spectra when the zeroth-order electron-
ically excited state is bound and there is a geometry change
between the ground and electronically excited states. The
transfer of an electron from one molecular orbital to an-
other that accompanies an electronic transition usually
changes the character and strength of certain bonds. There-
fore their equilibrium lengths and angles on the excited po-
tential energy surfaces (PESs) are expected to differ sig-
nificantly from those of their ground-state counterparts.

Indeed, these are pronounced effects that enable a broad
range of excited-state energies to be prepared via photoex-
citation. Were the electronically excited-state geometry
the same as that of the ground electronic state, the elec-
tronic absorption spectrum would have a narrow spectral
width. This is rarely the case. The broad spectral widths
of electronic absorption spectra are due to the geometry
changes and the corresponding Franck–Condon factors.

The principles given above also apply to repulsive po-
tential curves. In this case, the Franck–Condon overlap in-
tegrals are between the ground electronic state vibrational
wave functions |χm

i 〉 and the continuum wave functions,
which contribute to the overlap integrals near the classical
turning point of the repulsive potential. This results in the
ground electronic state vibrational wave function being
projected onto the turning point region. In a polyatomic
molecule in which the potential along one of the coor-
dinates is repulsive, the Franck–Condon factors take all
nuclear degrees of freedom into account, i.e., bound and
continuum. Thus, upon dissociation, the electronically ex-
cited state can yield vibrationally excited fragments.

In addition to electric dipole transitions, there also exist
transitions that are due to the higher multipole moments,
i.e., quadrupole, octupole, etc. Relative to the electric
dipole transitions, the quadrupole transitions are typically
104 times weaker. Likewise, magnetic dipole transitions
are also typically 104 times weaker. Thus, in photochemi-
cal systems, we need only consider electric dipole transi-
tions.

In so mature a field, it is inevitable that a number
of theoretical formalisms are available for describing
photoexcitation. One of the simplest uses time-dependent
perturbation theory to calculate the probability per unit
time that a final state appears in the total wave function,
�. The −µ · E perturbation causes the initial and final
states |i〉 and | f 〉 to both appear in �.

This approach can be used to calculate the frequency-
dependent absorption cross section σabs(ν). This is the ef-
fective cross-sectional area that a molecule presents to the
incident radiation. As far as the incident radiation is con-
cerned, the molecule is like a black area that absorbs all
of the radiation incident on it. Thus, the transmission of
radiation through a gas consisting of these absorbers is
given by Beer’s law:

I (ν) = I0(ν) exp(−σabs N x), (15)

where I (ν) and I0(ν) are the transmitted and incident radi-
ation intensities, respectively, N is the number density of
the absorbers, and x is the length of the absorbing medium.
This expression is valid as long as the intensity I0(ν) is
low enough to avoid a phenomenon called saturation. This
occurs when the concentration of absorbers N is depleted.
The expression for σabs(ν) is
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σabs(ν) = π

hε0c
νf i δ(ν f i − ν)|〈 f |µ|i〉 · ê|2, (16)

where δ denotes the Dirac delta function and ê is the unit
vector along the direction of E.

Absorption cross sections are widely used in photo-
chemistry for calculations of photoexcitation rates. Note
that σabs is not limited to the size of the molecule. For
example, transitions in atoms frequently have σabs values
exceeding 105 Å2 when σabs(ν) is integrated over the ab-
sorption linewidth. The atom acts as a small receiving an-
tenna. Its effective dimension for capturing radiation can
be the order of the wavelength of the radiation.

Molecular σabs values are smaller than their atomic
counterparts when integrated over the same spectral width
as for an atom; 1–10 Å2 is considered respectable. The
charge does not move as far and the absorption strength is
spread over the many levels of the nuclear degrees of free-
dom. Absorption cross sections are often reported incor-
rectly because proper account is not taken of the spectral
distribution of the radiation source. If this is broader than
the molecule’s absorption line shape, measuring I/I0 and
using Eq. (15) will underestimate the cross section.

When using laser excitation, it is possible to overcome
rather small σabs values because of the high radiation in-
tensities that are currently available. It is commonplace to
transport a large fraction of the population in a given level,
despite σabs values as low as ∼10−7 Å2.

In addition to the simple picture presented above there
are many coherent phenomena that arise when consider-
ing cases in which E is carefully controlled. However, in
photochemical applications, such phenomena are of minor
importance.

Spectral Regions

Photochemistry that occurs in nature at or near the surface
of the earth is due to the solar flux that reaches there. The
spectral distribution of this radiation extends from about

FIGURE 6 Some small polyatomics whose complex photochemistries have been studied in detail. The origins of
the arrows indicate reaction thresholds. Except for HOCl and H2O2, which are excited by the sequential pumping of
overtone transitions, these systems all undergo photochemistry via radiationless decay. Tunable laser frequencies
were available for all of these systems.

350 nm to longer wavelengths. Shorter wavelengths are
present high in the atmosphere, for example, causing O2

photodissociation, which results in the protective ozone
layer that is present in the stratosphere. Most photochem-
istry that occurs in nature at or near the surface of the
earth is the result of visible or ultraviolet radiation; only
in a minority of cases is near-infrared radiation involved.
Infrared radiation at wavelengths that are characteristic of
fundamental or overtone vibrations plays essentially no
role in the photochemistry of natural systems, though the
importance of such wavelengths in the research laboratory
is another matter, as discussed in a later section.

In the research laboratory, photochemistry is assured at
sufficiently short wavelengths. However, for small poly-
atomic molecules consisting of light nuclei, i.e., exactly
the systems that are most amenable to high-level theo-
retical modeling, the required wavelengths are often in
the vacuum ultraviolet, where tunable radiation is not
easily obtained. Thus, laboratory studies of benchmark
polyatomic molecules have been guided in large part by
the need to match absorption spectra with available laser
sources. Figure 6 indicates a number of molecules whose
study over the last 20 years have contributed greatly to our
understanding of small-molecule photochemistry. It is no
coincidence that tunable laser frequencies were available
for all of these systems.

III. PHOTODISSOCIATION

Direct photodissociation via a repulsive potential curve
is the most conceptually straightforward of all pho-
tochemical events. Figure 7 indicates schematically
photoexcitation in which −µ ·E operating on one or more
low-lying levels creates amplitude on a dissociative ex-
cited potential. This excitation is said to be vertical in the
sense that the nuclei prefer to remain stationary during
the transition. In the case of a diatom, the coordinate r is
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FIGURE 7 Photoexcitation to a repulsive potential. A pulse of radiation of center frequency ν has a short temporal
duration and therefore a large linewidth. It creates a wave packet at t0 near the turning point on the potential. The
wave packet evolves rapidly toward large r , spreading as it travels.

the interatomic separation. For polyatomic species, at
short distances, the reaction coordinate r might involve
simultaneously the positions of several nuclei, while at
large distances, it is the interfragment separation.

Dissociation on the excited potential is easily expressed
from a time-domain perspective. For example, referring to
Fig. 7, consider a photoexcitation process of sufficiently
short temporal duration that a spatially localized wave
packet is created near the turning point on the repulsive
curve. This can be achieved by using ultrafast lasers whose
pulse durations are tens of femtoseconds. In this case,
the wave packet moves out of the initial excitation region
quickly, on time scales of ∼10−13 sec when one of the
fragments is small, and on somewhat longer time scales
when neither of the fragments is small. Because of the
brevity of the overall process, there is insufficient time
for the energy implanted in the molecule by the photon
to be randomized, i.e., distributed statistically among the
molecule’s internal degrees of freedom. The product exci-
tations are said to be dynamically biased. Thus, analyses
can provide information concerning the photoexcitation
and fragmentation processes.

Alternatively, one can imagine a high-resolution exper-
iment carried out by using narrow-linewidth laser radia-
tion. In this case, the excited-state wave function created
by photoexcitation is not localized near the turning point
on the excited potential. To the contrary, it extends well
into the large-r continuum region. As the laser linewidth
is made smaller and smaller, the excited-state wave func-
tion extends further and further into the continuum. The
spectral width of the radiation is too small to create a wave
packet localized in the molecular region.

In this high-resolution experiment, the absorption spec-
trum can be obtained by tuning the laser frequency ν. In
so doing, the occupied vibrational levels of the ground
PES are mapped onto the repulsive potential curve. For the
ground vibrational level, v = 0, where v is the ground PES

vibrational quantum number for the coordinate shown in
Fig. 7, a broad Gaussian-like absorption spectrum is ob-
served: the steeper the repulsive curve, the broader the
spectrum. For absorption from the v = 1 level, the spec-
trum has two broad peaks, corresponding to the peaks in
the probability density, and so forth for the higher v levels.

Direct photodissociation, for example, as depicted in
Fig. 7, is available to all molecules via their repulsive
potentials, albeit with the inclusion of some additional
complexities discussed below. However, in order to access
a molecule’s repulsive potentials, the wavelength region
must be chosen appropriately, meaning that in many cases
the vacuum ultraviolet region is unavoidable.

Prompt dissociation propels fragments into various di-
rections in the laboratory with selectivity, i.e., the frag-
ments are distributed anisotropically in the laboratory ref-
erence frame. When the electric field E of the photolyzing
radiation is linearly polarized, its direction in the labora-
tory is fixed, providing a particularly convenient reference
direction.

Figure 8 depicts alignments that derive from the −µ ·E
interaction in the classical limit. In the case of a linear
molecule, the transition dipole moment is either parallel
or perpendicular to the molecule’s axis. Thus, photoexci-
tation yields distributions of axes that are proportional to
cos2 θ and sin2 θ for the parallel and perpendicular transi-
tions, respectively. Axial forces result in recoil velocities
being imparted along the directions of the axes. This sim-
ple picture is compromised if the molecule rotates during
dissociation, thereby lessening the fragment anisotropy.
In addition, the anisotropy is lessened by parent bend-
ing excitation, even zero-point, which produces velocities
that have components which are transverse to the recoil
direction.

With diatomic molecules, the atomic fragments are pro-
duced in electronic states, the lowest lying of which are
the fine structure states due to spin–orbit interaction. For
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FIGURE 8 Classical picture of parent alignment in direct pho-
todissociation. (a, b) The transition dipole moments are parallel
and perpendicular to the molecular axis, respectively. The electric
dipole interaction aligns the transition dipole moment to the elec-
tric field, thereby creating an anisotropic distribution of excited-
state molecules which dissociate via a repulsive potential. The
fragments depart axially, producing anisotropic distributions of
fragments in the laboratory. (a) Fragments are peaked in the di-
rection of the field; (b) Fragments peak in directions perpendicular
to the field.

example, the area of hot-atom chemistry exploits direct
photodissociation as a means of producing translationally
hot atoms, mainly by photodissociating hydrogen halides
to prepare fast hydrogen atoms and slow halogen atoms
in their two spin–orbit levels. Atomic states that involve
excited electron orbitals require shorter photodissociation
wavelengths, usually hum ultraviolet. Their pho-
tolytic production can constitute a clean, selective means
of preparing excited atoms which, if they are sufficiently
metastable, can be used in other studies, for example, of
collisional phenomena.

For small polyatomic molecules, modern spectroscopic
methods in many cases enable all of the product degrees
of freedom to be probed, for example, vibrational, rota-
tional, and electronic, including fine structure (spin–orbit).
The resulting distributions have proven to be very infor-
mative, enabling theoretical modeling of benchmark sys-
tems to achieve high levels of quantitative accuracy and
improved predictability. Even at a qualitative level, it is
clear that a high percentage of the available energy ap-
pearing as fragment center-of-mass translational energy
indicates repulsion between the separating fragments. At
the same time, such exit channel forces also promote rota-
tional excitation, though not to the same extent as relative
translational motion.

Exit channel forces are inefficient at imparting vibra-
tional excitation to the products. These excitations are due
primarily to geometry changes between the ground and
electronically excited PESs, as indicated in Fig. 5. How-
ever, the correlation between parent vibrational excitation
and product excitations is subtle because the parent vi-
brational degrees of freedom do not in general evolve in

an obvious way to the product degrees of freedom. For
example, parent bending and torsional excitations evolve
to fragment rotational excitations, orbital angular momen-
tum, and relative translational motion, as shown in Fig. 9.
To quantify this requires accurate dynamics calculations.

For polyatomic molecules, anisotropic laboratory frame
product distributions arise in a manner that is analogous to
the case of linear molecules whose alignments are depicted
in Fig. 8. The transition dipole moment is distributed
around E according to a cos2 θ distribution. However, the
location of the transition dipole moment in a body-fixed
reference frame of the polyatomic molecule is not in gen-
eral as easily determined as with linear molecules. In ad-
dition, the bond that breaks, and there may be a number
of equivalent bonds (e.g., C2H4, C2H6, etc.), is in general
neither parallel nor perpendicular to the transition dipole
moment. These complicating features notwithstanding, it
is straightforward to model anisotropies for the photodis-
sociation of polyatomic molecules, and this has proven to
be a useful tool for understanding the photoexcitation and
dissociation processes.

In addition to the possibility of photoexciting more than
one repulsive potential independently, the different repul-
sive curves can cross, making it possible for the system
to evolve into the product region along different repulsive
potentials that
Referring to Fig. 10, one can see that if the zeroth-order

lead to different product electronic levels.

diabatic potentials are of the same symmetry, they can
interact, yielding the adiabatic potentials indicated in the
figure. If the interaction at the crossing region is suffi-
ciently strong, the energy gap between the resulting adia-
batic potentials will be large enough to discourage nonadi-
abatic transitions between the adiabatic potentials during
dissociation. In this case, photoexcitation of either adia-
batic potential proceeds to products without appreciable
population transfer between the adiabatic potentials.

Alternatively, when the energy gap is small, the sys-
tem can efficiently make a transition from one adiabatic

FIGURE 9 (a) The molecule is bending. (b) Following direct pho-
todissociation, the bending motion is transformed, together with
axial recoil, into product rotation and translation. Product transla-
tion is represented as transverse (orbital angular momentum) and
axial recoil components (t and r subscripts, respectively). If the
molecule is initially nonrotating (J0 = 0), the orbital angular mo-
mentum L is equal in magnitude and directed oppositely to the
diatomic fragment’s angular momentum, Jb.
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FIGURE 10 The diabatic repulsive potentials ab and cd interact most strongly in the crossing region. The adiabatic
potential curves ad and cb follow the dashed lines.

potential to the other. In this case, the nuclear motion is
sufficiently rapid that the electrons do not reconfigure in
the crossing region, as they must if they are to follow the
adiabatic potentials. Thus, the system has a high proba-
bility of following the diabatic potentials into the product
region.

In the intermediate region, where neither the diabatic
nor adiabatic representations are good approximations,
quantitative analyses are is required. Electronic structure
theory is now able to provide high-quality potentials, and
exact quantum mechanical dynamics calculations are pos-
sible for small polyatomics. From the perspective of pho-
tochemistry, it is possible to understand branching ratios
for different product electronic states as well as the product
state distributions within these channels.

Predissociation

A dissociation mechanism that involves bound and repul-
sive potentials is depicted in Fig. 11 for the case of a di-

FIGURE 11 The diabatic potentials ab and cd interact most
strongly in the crossing region. Diagonalizing the Hamiltonian
with the coupling terms included yields the adiabatic potentials,
which are separated by an energy gap whose size depends on the
strength of the coupling. When the coupling is weak, some of the
ab vibrational levels are said to predissociate; they have acquired
a small amount of cd character.

atom. A zeroth-order bound electronic state is crossed by a
repulsive potential, raising the possibility that the bound-
state vibrational levels acquire linewidths by virtue of their
interactions with the repulsive potential. The bound-state
vibrational levels are said to undergo predissociation. This
picure applies as long as coupling is sufficiently weak to
justify using the bound vibrational states of the ab diabatic
potential in Fig. 11 as a good descriptor. They can be said
to acquire a small amount of repulsive state character; they
are broadened but otherwise not altered markedly.

From the perspective of photochemistry, it is important
to know if the system dissociates. This will happen as long
as the predissociation rate exceeds both the fluorescence
rate and the rate of any collisional process that deactivates
the system without causing fragmentation.

If coupling is strong, the diabatic potentials do not pro-
vide a good description. Adiabatic potentials result from
diagonalization of the electronic Hamiltonian with the
coupling term included, and transitions between the adi-
abatic potentials are caused by nonadiabatic transitions,
as discussed in the previous section. In this regime, the
term predissociation does not apply to the ab potential;
one deals with the adiabatic potentials.

Polyatomic molecules, with their additional degrees of
freedom, do not have simple one-dimensional curve cross-
ings. The PESs intersect along seams in the multidimen-
sional hyperspace of the molecule’s many internal coordi-
nates. However, the same principles apply: levels are said
to be predissociative by virtue of having acquired some
dissociative character from a repulsive PES.

IV. RADIATIONLESS DECAY

The direct photodissociation processes presented above
have been examined thoroughly in numerous research lab-
oratories throughout the world and important mechanisms
have been revealed and analyzed theoretically. Most of the
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FIGURE 12 Photoexcitation of the excited PESs occurs from
near the equilibrium geometry of the ground PES. At this geom-
etry, the energy of the repulsive potential lies well above that of
the large-r asymptote. The origin of the bound PES lies below the
asymptote, which is a common situation. Thus, the photoexcita-
tion frequencies ν1 and ν2 differ significantly.

fundamental physics has been summarized and made ac-
cessible to nonspecialists in the monograph by Schinke
(1993).

Referring to Fig. 12, one can see that the direct pho-
toexcitation of repulsive potential curves generally occurs
at shorter wavelengths than those used to excite zeroth-
order bound PESs which undergo radiationless decay. Ac-
cessing the repulsive curve in the Franck–Condon region
(i.e., vertically from a low-lying vibrational level of the
lower PES) occurs at energies well above the reaction
threshold shown as the large-r asymptote in the figure.
Consequently, relatively short wavelengths, often in the
vacuum ultraviolet, are required to photoexcite the repul-
sive curves, whereas the absorptions of the bound PESs

FIGURE 13 (a) An S1 level is coupled to a manifold of S0 vibrational levels. These levels are eigenfunctions of
H0. The S1 level decays nonradiatively with a rate �. (b) Diagonalization of H = H0 + V yields eigenstates ψi , which
display the fact that S1 has been dissolved into the S0 quasi-continuum. The distribution of S1 character is Lorentzian
with a full-width of h �.

are accessible in more convenient spectral regions, i.e.,
longer wavelengths.

Mechanisms of radiationless decay in polyatomic mole-
cules have been studied thoroughly, mostly in the 1960s
and 1970s. This has yielded a clear understanding of the
relevant physics, which can be viewed from complemen-
tary time-dependent and time-independent perspectives.
The former is indicated in Fig. 13a, where it is assumed
that an S1 level decays via internal conversion to a man-
ifold of S0 vibrational levels. It treats radiationless decay
as a dynamical process, in which an initially excited S1

level decays with a rate �, populating the molecule’s S0

vibrational degrees of freedom, which constitute a “bath.”
For simplicity, the S0 levels are assumed to be bound,

i.e., dissociation does not occur, and a single zeroth-order
S1 level is considered. The S1 level is assumed to be cou-
pled to all S0 levels that have the same symmetry as the S1

level. Though the matrix elements VS1−S0 differ from one
S0 level to the next, this does not affect the result because
of the large number of S0 levels that are efficiently cou-
pled to the S1 level, i.e., effects due to the different VS1−S0

matrix elements average out.

A. Time-Dependent Perspective

As mentioned above, there are two complementary ways
to view this situation. In Fig. 13a, the S1 level can be said
to decay to a dense manifold of S0 levels. In this case, an
approximation called Fermi’s golden rule can be used to
describe the decay:

� = 2π

h
V 2ρ, (17)
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where V 2 is the average squared VS1–S0 matrix element
and ρ is the density of states on the S0 PES at the en-
ergy of the S1 level. In applying Eq. (17), internal conver-
sion is assumed to be irreversible, i.e., the S1 level simply
disappears:

|ψS1|2 = e−�t . (18)

This expression would be exact (for constant VS1–S0) if
the S0 levels were truly continuous rather than closely
spaced as shown in Fig. 13, i.e., constituting a quasi-
continuum. If the quasi-continuum is sufficiently dense,
for example, unresolvable in any reasonable experiment,
Eqs. (17) and (18) are excellent approximations, and de-
cay can be taken to be irreversible for all practical pur-
poses. However, ρ is sometimes not large enough to justify
the use of Eqs. (17) and (18). In this case, the coupling
of one or more S1 levels to the S0 manifold is best de-
scribed by calculating the resulting molecular eigenstates,
which are mixtures of the wavefunctions of the two mani-
folds. Large molecules satisfy Eqs. (17) and (18) to a high
degree of accuracy, whereas small molecules (triatomics
and some tetratomics) are often better served by the latter
description.

The time-dependent picture can be illustrated as fol-
lows. If the system is excited by using pulsed radiation
of sufficiently short duration, the linewidth of the radia-
tion, for example, as given by the Fourier transform of the
temporal signal, will exceed h�. In this case, the eigen-
states ψi , whose percentage S1 character is indicated in
Fig. 13b, are excited simultaneously in proportion to the
percentage S1 character. The phases of the coherently ex-
cited ψi are such that at t = 0 the S1 level is created as
a coherent superposition of the ψi . This constitutes the
photoexcitation of a resonance which subsequently de-
cays exponentially with the rate �. Said differently, on a
sufficiently short time scale, the S1 level cannot know that
it is destined to relax, so the short pulse must create the S1

level.

B. Time-Independent Perspective

With the time-independent perspective indicated in
Fig. 13b, the Hamiltonian matrix, whose basis vectors are
the S1 level and the S0 vibrational levels, is diagonalized,
yielding eigenstates ψi . Each of the ψi contains a small
fraction of S1 character. The S1 level can be said to be dis-
solved into the manifold of S0 vibrational levels, with its
character distributed according to a Lorentzian line shape,
i.e., the distribution is given by |〈S1 | ψi 〉|2 versus E . The
full-width at half-maximum of the Lorentzian curve is h�.

To illustrate the time-independent picture, consider an
experiment in which the spectral resolution is sufficient

to resolve the ψi . The spectrum might resemble the one
shown in Fig. 13b. When an individual ψi is excited, its
fluorescence decay rate �f l,ψi is much less than the S1

fluorescence decay rate �f l:

�f l,ψi = �fl|〈S1 | ψi 〉|2. (19)

The S1 fluorescence decay rate �f l has been diluted by
the fractional S1 character of the ψi eigenstates. This is a
large effect. A �f l value of 107 sec−1 can easily be diluted
to �f l,ψi values ∼104 sec−1 for a small molecule, and
to a much greater extent for larger molecules, thus the
term radiationless decay. Note that in the high-resolution
experiment, the radiationless decay rate � of the S1 level
is not observed directly. It is inferred from the Lorentzian
width of the spectrum.

C. Hierarchical Coupling

In some cases, the coupling of the S1 level to the S0 vi-
brational manifold occurs in a hierarchical manner. By
this is meant that a small subset of the S0 vibrational de-
grees of freedom facilitates coupling much more than the
other S0 vibrations. These are called promoting modes.
These modes in general do not have good quantum num-
bers at the energies appropriate to S1–S0 coupling, i.e.,
intramolecular vibrational redistribution (IVR) mixes the
S0 vibrational levels to the extent that there are no good
vibrational quantum numbers, and the promoting modes
are no exception.

The coupling hierarchy is that S1 couples to the pro-
moting modes before the latter are degraded by IVR, as
illustrated in Fig. 14. The broad width reflects the S1–S0

coupling via the promoting modes, not unlike Fig. 13b.
The narrower widths are attributed to IVR. In the example
shown, the time scales differ by an order of magnitude.

D. Internal Conversion and
Intersystem Crossing

These fundamental coupling mechanisms are responsible
for essentially all cases in which photon absorption can
be said to create a zeroth-order electronically excited state
which undergoes radiationless decay. Usually one or the
other is responsible for radiationless decay but on occasion
they act in competition and/or sequentially. Because the
initially excited state can be said to decay, the ensuing
photochemistry is that of a lower electronic state.

In the case of a closed-shell molecule whose lowest exc-
ited state S1 undergoes radiationless decay via inter-
nal conversion, ultraviolet excitation of the zeroth-order
S1 level leads to the ground electronic state S0. Higher
electronic states (S2, S3, etc.) are usually less accessible
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FIGURE 14 The bright state is coupled more strongly to a subset of the dark states (i.e., the promoting modes) than
to the rest of the dark states. This yields a broad spectral width. The strongly mixed states are coupled by IVR to
the dense manifold of dark states. The spectrum on the right was obtained at the NO3

2 E′ ← 2 A′
2 origin with a 6 K

sample.

because shorter wavelengths are required. The same ideas
apply to radicals, where the ground state and optically
accessible excited states are usually doublets.

The term in the molecular Hamiltonian that is respon-
sible for internal conversion is the nuclear kinetic energy
operator TN. In the Born–Oppenheimer (BO) approxima-
tion, electronic wavefunctions are calculated by assuming
that the nuclei are stationary, in which case there is no
contribution from TN when calculating electronic wave-
functions at a given geometry. Though the BO approxima-
tion is the cornerstone of molecular science, when dealing
with electronically excited states, particularly the issue
of whether they decay via radiative or nonradiative pro-
cesses, it often fails. However, this should not be judged as
a serious shortcoming of the BO approximation. Sponta-
neous emission lifetimes of the zeroth-order electronically
excited states are typically 10−8–10−6 sec, which is very
long compared to molecular time scales (e.g., compare
this to vibrational periods, which are typically 10−13 sec).
Thus, for an isolated molecule, internal conversion need
only be faster than the spontaneous emission rate for it
to play the dominant role in determining the fate of the
excited state.

As mentioned in earlier sections, when the PESs of the
electronic states involved in internal conversion are nearly
degenerate, breakdown of the BO approximation can be
severe. This near proximity of PESs occurs in specific re-
gions of configuration space called conical intersections.
These are seams where the diabatic PESs come together
and the adiabatic surfaces are separated by a small gap.
The motions of the nuclei on the upper adiabatic surface
can induce a strong coupling of the electronic surfaces
because the energy separation between electronic states is
small. Indeed, when the adiabatic surfaces are separated
by a small gap, nonadiabatic transitions induced by TN

can occur with high probability. Examples of this abound.
Common atmospheric molecules that display this effect
are NO2 and NO3. Their zeroth-order electronically ex-
cited states are very strongly coupled to their ground elec-
tronic states.

Radiationless decay via intersystem crossing from S1

leads to the excitation of triplet levels. The lowest triplet T1

is favored, though others are known to result in intriguing
pathways. The operator in the Hamiltonian responsible for
intersystem crossing is that of spin–orbit interaction. It is
possible to write this in terms of single-electron operators
and introduce these into electronic structure programs. An
excellent discussion of intersystem crossing in the context
of radiationless transitions in polyatomic molecules is pre-
sented in the book by Medvedev and Osherov (1995).

The issue of competition between internal conversion
and intersystem crossing is subtle because of the different
level densities within the T1 and S0 vibrational manifolds.
At a given S1 energy, the S0 manifold is much more dense
than the T1 manifold because of the large energy difference
between S0 and the T1 origin. When the T1 manifold is
sparse, i.e., the average separation between adjacent levels
is comparable to or larger than the S1–T1 coupling matrix
elements, coupling is erratic or infrequent. An example of
this is given in Section V.

Since about 1980, radiationless decay via internal con-
version and intersystem crossing has become the subject
of renewed interest for the purpose of carrying out de-
tailed studies of unimolecular decomposition, which is
known to play a major role in photochemistry. Unimolec-
ular decomposition refers to the dissociation of a poly-
atomic molecule by a statistical mechanism in which, in
classical terms, the nuclei move about without regularity,
occasionally reaching critical configurations from which
reaction occurs.
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V. PHOTOINITIATED UNIMOLECULAR
DECOMPOSITION

The radiationless decay of a zeroth-order electronically
excited PES to one or more lower PESs is often accompa-
nied by unimolecular decomposition. For example, ultra-
violet photons having wavelengths shorter than 300 nm
are sufficiently energetic to bring about dissociation in a
large variety of molecules. For wavelengths shorter than
200 nm, any polyatomic molecule that absorbs a photon
will have acquired enough energy to dissociate.

Laboratory studies of such processes have, for the past
two decades, been dominated by the use of laser tech-
niques applied to gaseous samples that have been cooled
to 1–10 K by using supersonic expansion into vacuum.
The data of the highest quality in this research area are
the result of detailed experimental studies that have used
sophisticated pump-probe laser methods. Within the last
decade, double resonance methods, though difficult to im-
plement, have become increasingly popular, adding yet
another level of sophistication.

The state-to-state era of photoinitiated unimolecular de-
composition began with studies in which parent excitation
was well characterized (nozzle cooling, collision-free con-
ditions, high-resolution lasers, etc.) and reaction products
were probed state-selectively by using tunable radiation,
thus enabling all of the populated product rovibronic levels
to be detected. The systems that have led to the greatest
increase in our understanding have involved the ground
PES, though triplet states have also been implicated in
some systems.

In principle, many wavelength regions can be reached
with continuous tunability. However, there are severe tech-
nical limitations due to the VUV cutoff around 190 nm and
the limited availability of the nonlinear optical materials
that are needed to convert laser output radiations to wave-
lengths below around 200 nm. Thus, the most thorough
studies have been carried out with wavelengths greater
than 200 nm, as noted in Fig. 6. Fortunately, this has not
proven to be restrictive. The benchmark systems that have
emerged have proven to be adequate for unraveling the
fundamental processes that are germane to essentially all
systems that undergo unimolecular decomposition follow-
ing radiationless decay.

Consider first the small-molecule limit, in which the
radiationless decay mechanism is internal conversion
and the density of states on the ground PES is suf-
ficiently sparse that all of the molecular eigenstates
in the bound region can be resolved spectroscopically.
Putting aside for the moment dissociation, the eigen-
states are mixtures of the ground and electronically excited
states:

ψi =
∑

m

amφ∗
m +

∑

n

cnφn, (20)

where ψi is an eigenstate, φ∗
m is the mth vibrational level

of the zeroth-order electronically excited PES, φn is the
nth vibrational level of the zeroth-order ground electronic
state, and am and cn are expansion coefficients. Here we
consider just two PESs φ∗ and φ and their respective vibra-
tional levels. Rotations are of secondary importance and
are therefore ignored at this level of description. The ψi

given by Eq. (20) are themselves zeroth order in the sense
that we have set aside the fact that they are coupled to
dissociation continua. In the simplest cases, when the ψi

couple to dissociation continua, they acquire linewidths
h� which can be spectrally resolved and reflect their dis-
sociation rates �, as noted in Fig. 15. Such quasi-bound
levels are called resonances. However, this simple picture
only applies to the threshold region. At higher energies,
resonances exist but their widths are overlapping and the
spectra do not display easily interpreted line shapes.

The vibrational density of states of the ground PES is
always much larger than that of the electronically excited
state at the same energy (Fig. 3). Consequently, the ψi in-
dicated in Eq. (20) are dominated by the φn . The electron-
ically excited state provides the needed photoabsorption
cross section, but the molecular dynamics is that of the
ground PES.

With few exceptions, the nuclear motions of polyatomic
molecules on their ground PESs are highly irregular at en-
ergies slightly below the lowest reaction threshold. In this
regime, the dynamics can be said to be quantum chaotic.
There are no good quantum numbers that describe the par-
ticipating degrees of freedom, and the eigenfunctions are
composed of random mixtures of the basis vectors of a
separable Hamiltonian. Such quantum chaos is expected
to extend to energies above the lowest reaction threshold.
This is the basis for the statistical theories of unimolecu-
lar decomposition, which assume that energy is random-
ized among the participating degrees of freedom (e.g.,
vibrational) on a time scale that is short relative to that of
decomposition.

FIGURE 15 Below the reaction threshold D0, the nearest neigh-
bor level distribution indicates quantum chaos. Above D0, this
character is carried over to quasi-bound levels (resonances) that
can only be resolved just above D0.
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The most important randomization process is IVR.
Characteristic IVR times are typically a few hundred fem-
toseconds, which is short relative to nearly all reaction
time scales. Without taking rotations into consideration,
vibronic symmetry species are preserved and must be dealt
with separately, whereas when rotations are taken into con-
sideration, the vibronic symmetry species can be mixed by
Coriolis interaction. It is interesting that calculated rates
depend very little on vibronic symmetry because its preser-
vation or breaking affects the reactive flux and molecular
vibrations to the same extent, leaving the rate coefficient
unaffected.

A. Standard Statistical Models

The quantum chaotic dynamics of the bound molecular
region persist above the reaction threshold. This gives rise
to quantum mechanical fluctuation phenomena, for ex-
ample, in rates and product state distributions. Fluctua-
tions in the rates are most prominent just above threshold;
with product state distributions, the fluctuations extend to
higher energies. When there is sufficient averaging, the
fluctuations of the rates become too small to be of con-
cern, and statistical mechanics can be used to calculate the
rate coefficient. This is achieved by introducing a transi-
tion state that separates the molecular and product spaces.
The phase volumes of the transition state and molecular
regions (�VTS and �V , respectively) are identified, the
ratio of the former to the latter is taken, and this is divided
by the transit time through the transition state region, τTS.
This yields the microcanonical unimolecular decomposi-
tion rate coefficient in terms of the phase volumes:

k(E) = �VTS

�V

1

τTS
. (21)

The phase volumes are obtained by using statistical me-
chanics, yielding the simple formula

k(E) = K

hρ
, (22)

where K is the number of independent transition-state lev-
els at energy E and 1/hρ is the rate per transition-state
level. Thus, k(E) is a monotonically increasing function of
E . Equation (22) is the fundamental result of the statisti-
cal model. Figure 16 shows the steplike behavior predicted
by Eq. (22). In practice these steps are difficult to observe
experimentally because they are rounded and the data are
usually of insufficient quality to justify a positive identi-
fication. It is also straightforward to predict the product
internal and translational excitations for microcanonical
systems by using statistical mechanics.

The first molecule whose photoinitiated unimolecular
decomposition was studied thoroughly at the state-to-state

FIGURE 16 Equation (22) predicts that the unimolecular decom-
position rate coefficient k(E ) increases in steps in units of 1/h ρ.
Tunneling and other nuances round the edges.

level is NCNO → CN + NO. On the negative side, NCNO
is explosive and light-sensitive, while on the positive side,
its absorption spectrum goes from the near-ultraviolet to
the near-infrared, making photoexcitation easy. Prior to
these studies, it was believed that photoexcited NCNO
dissociated via a nonstatistical mechanism such as cou-
pling to a repulsive PES. This turned out to not be the
case: radiationless decay is dominated by internal conver-
sion and reaction takes place on S0. Because of the similar
masses, kinematic bias is minimal. In addition, the sim-
plicity of the product species makes it possible to probe
all possible product excitations. The fact that there is no
barrier to the production of two radicals enables the prod-
ucts to be formed in their lowest quantum states, as shown
in Fig. 17.

The dense electronic absorption spectrum of expansion-
cooled NCNO enabled energies in excess of reaction
threshold to be varied continuously. Product state distri-
butions for the CN and NO products were recorded for
a broad range of energies, and it was found that the data
could be fitted by using statistical theory. Likewise, the
microcanonical rate constants k(E) were also fitted by us-
ing statistical theory. Even correlations between the CN
and NO levels were found to be statistical. Thus, NCNO
is a benchmark system for the regime where quantum
fluctuations are averaged out and a monotonic variation of
k(E) versus E is anticipated. Because there is no barrier

FIGURE 17 Barrierless unimolecular reactions can yield prod-
ucts in their lowest quantum states. Just above threshold, the CN
and NO radicals can be formed with no vibrational or rotational
energies whatsoever and minimal translational energy (Baer and
Hase, 1999).
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along the reaction coordinate other than the endoergicity,
the transition state is loose (i.e., it resembles the products)
and k(E) increases rapidly over a modest energy range.

In a number of cases, molecules that were at first be-
lieved to dissociate via a nonstatistical mechanism were
later discovered to react via a unimolecular decomposition
mechanism on the ground PES. There is no sharp division
in time, but one should look carefully at studies reported
prior to around 1980 insofar as mechanisms are concerned.
Even NO2, whose absorption spectrum had been studied
for a century, was believed to decompose nonstatistically
until the 1980s, when it was shown that it decomposes via
a unimolecular decomposition mechanism.

Another molecule that belongs to this regime is ketene,
CH2CO. Its ultraviolet absorption spectrum is continuous,
enabling k(E) versus E to be determined. Here, steps in
k(E) versus E have been observed, in agreement with and
confirming the prediction of Eq. (22).

B. Quantum Fluctuation Phenomena

When the distribution of energy levels is sufficiently
sparse, it is sometimes possible to observe the quantum
fluctuation phenomena described above. Such behavior
may at first appear to contradict Eq. (22), which predicts
that the rate increases in units of 1/hρ as the different
transition-state levels are accessed. However, there is no
inconsistency. Equation (22) is correct on average, but
the chaotic nature of the dynamics in the bound region is
manifest as erratic changes in the rate as the energy is var-
ied. For example, the rates of individual resonances can
differ by orders of magnitude, while their average rates
follow Eq. (22) as indicated in Fig. 18. These fluctuations
are most prominent just above threshold where the reso-
nances are most sparse, i.e., for the first few values of K .
As E increases, the fluctuations of the rates average out.

The first experimental work in this area was carried out
with deuterated formaldehyde (see Baer and Hase, 1996).
It was found that the decomposition rates for the lowest en-
ergy pathway, i.e., D2CO → D2 + CO, changed erratically

FIGURE 18 Though quantum fluctuations of the resonance de-
cay rates cause k(E ) to change erratically from one resonance to
the next, on average k(E ) = K /h ρ still applies. The fluctuations
decrease with increasing K .

FIGURE 19 Formaldehyde energies (cm−1). S1 rovibronic levels
are coupled to both T 1 and S0. The H2 + CO channel is accessed
solely via a tight transition state on S0. The H + HCO channel
is accessed via both a loose transition state on S0 and a tight
transition state on T 1. For D2CO, the S1 origin lies below the
barrier on S0 to D2 + CO.

from one quasi-bound level to the next. The relevant part
of the potential is shown in Fig. 19, which shows that the
lowest energy path to D2 + CO products involves a barrier.
Tunneling through this barrier is significant because of
the light deuterium atoms. The observed fluctuations con-
firm the chaotic dynamics of the bound region, in which
the eigenfunctions differ markedly from one level to the
next.

C. Vibrational Photochemistry

The first era of vibrational photochemistry began in the
1970s when it was discovered that with sufficiently in-
tense CO2 laser radiation, polyatomic molecules could
absorb many photons and decompose via a unimolecular
decomposition mechanism. Popularity waned in the 1980s
because it was not possible in such experiments to control
the amount of energy implanted in the molecule.

This shortcoming can be overcome by using high-
frequency overtones, as shown in Fig. 20. In this scheme,
the first step excites an overtone transition of a hydrogen
stretch vibration. With currently available laser technol-
ogy, it is possible to transport a significant fraction of the
molecules from a given vibrational state to a higher vi-
brational state. Even �v = 4 transitions can be pumped to
near-saturation conditions.

Major successes have been achieved with H2O2 and
HOCl (yielding OH + OH and OH + Cl, respectively),
which are listed in Fig. 6. In both cases, sequential over-
tone transitions (e.g., �v = 2 followed by �v = 4) were
used to promote molecules from the ground vibrational
level to energies above the bond dissociation energy D0.
Because this is a double-resonance method, state selectiv-
ity is superb.

The results obtained to date augur well for the future.
The strategy indicated in Fig. 20 is rather general, though
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FIGURE 20 Unimolecular decomposition on S0 is photoinitiated
via vibrational overtone transitions by using high-energy pulsed
lasers. The diagram indicates hydrogen stretch vibrations: �v = 2
followed by �v = 4. Because anharmonicity increases upon vibra-
tional excitation, the second step, hν2, can cause more quanta to
change than the first step, hν1, while maintaining a comparable
pumping efficiency.

currently restricted to high-frequency vibrations, and as-
sures reaction on the ground PES. Moreover, its attrac-
tiveness is dependent on laser technology, which can be
expected to advance steadily, as it has for three decades.

VI. COMPLEX PHOTOCHEMICAL
PATHWAYS

In general, multiple mechanisms and pathways may par-
ticipate in photoinitiated chemical change. The paths may
be competitive, sequential, independent, etc. Such studies
currently account for a large amount of research in this
field.

It is known that ultraviolet photochemistry often yields
more than a single set of chemical products. In addi-

FIGURE 21 The 2E′ PES decays via internal conversion (shaded horizontal arrow) to the 2 A′
2 ground PES, which

undergoes unimolecular decomposition to NO + O2 and O + NO2 products via tight and loose transition states, re-
spectively. Unimolecular decomposition via a loose transition state can also occur on the 2 E′ PES. Energies are
relative to the ground state.

tion, some of the products are formed in electronically
excited states and with intriguing rovibrational prod-
uct state distributions. Because of the complexity, these
observations have been mainly of archival value. Sug-
gested mechanisms have been speculative because the
experiments were able to probe only a fraction of the
possibilities.

Photoexcitation of more than one PES may proceed
without quantum mechanical interference, in which case
the total frequency-dependent cross section σabs(ν) is the
sum of the individual cross sections σi (ν) for photoexcit-
ing the different PESs:

σabs(ν) =
∑

i

σi (ν), (23)

where the branching ratios for the different σi (ν) are given
by σi (ν)/σabs(ν). Note that the rate coefficients for the
different pathways do not affect the branching ratios be-
cause the paths are independent. For example, suppose
σabs = σ1 + σ2, where σ1 is to a repulsive state and σ2 is
to a zeroth-order bound PES that undergoes radiationless
decay and unimolecular decomposition. The branching ra-
tios are simplyσ1/(σ1 + σ2) andσ2/(σ1 + σ2), even though
the decomposition rates for the different paths may differ
by orders of magnitude.

A. Loose versus Tight Transition States

The situation is more interesting when the photoexcited
state decays via two or more mechanisms. An example that
illustrates such competition is NO3, whose radiationless
decay below the lowest reaction threshold is shown in
Fig. 14. This radical is the main oxidizing agent in the
atmosphere during the nighttime. It does not survive in
sunlight because it absorbs strongly at visible wavelengths
and dissociates.

Figure 21 shows relevant energies. The barrier on
the 2A′

2 ground PES to NO + O2 products lies slightly
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below the O + NO2 threshold. Below this threshold, the
only possible products are NO + O2. Rate coefficient mea-
surements carried out in this energy region have con-
firmed a unimolecular decomposition mechanism, in-
cluding heavy-particle tunneling below the barrier. The
O + NO2 channel has no barrier; it opens as soon as these
products are energetically accessible.

Just above the O + NO2 threshold, the two chemically
distinct product channels compete, with NO + O2 win-
ning. The O + NO2 rate increases rapidly with E and dom-
inates several hundred wavenumbers above the threshold.
This competition is between reaction pathways that pro-
ceed via a tight transition state to NO + O2 products versus
loose transition states to O + NO2 products.

There are two pathways that have loose transition
states, the 2 A′

2 ground state and the 2 E ′ excited state.
The latter also has a large internal conversion rate,
as shown in Fig. 14. Thus, internal conversion com-
petes with unimolecular decomposition on the 2 E ′ PES.
Just above threshold, internal conversion and unimolec-
ular decomposition on the 2 A′

2 ground state dominates,
whereas at higher energies, reaction via 2 E ′ becomes
important.

In this example, 2 E ′ internal conversion yields 2 A′
2,

which reacts via loose and tight transition states, yielding
O + NO2 and NO + O2 products, respectively. Unimolec-
ular decomposition also occurs directly on 2 E ′ via a loose
transition state, in competition with internal conversion.

B. Internal Conversion versus
Intersystem Crossing

Referring to Fig. 19, we see that formaldehyde can decom-
pose to two sets of chemically distinct products: H2 + CO
and HCO + H. The former is accessed solely via S0, while
the latter is accessed via two paths, a barrierless one on
S0 and a T1 path having a modest barrier. Thus, S1 lev-
els decay via competitive pathways that involve internal
conversion and intersystem crossing.

Just above the H + HCO threshold at 30,330 cm−1, the
S0 path dominates because the T1 barrier is prohibitively
large. Alternatively, well above the T1 barrier, the rate
coeficient for T1 is significantly larger than its S0 coun-
terpart because at a given energy the density of states on
T1 is much smaller than the density of states on S0; see
Fig. 3 and Eq. (22). Because T1–S0 coupling is insignif-
icant, the main issue is the relative decay rates: S1 → T1

versus S1 → S0.
This competition is most interesting in the region near

and just below the T1 barrier, as shown in Fig. 22. Above
the barrier, the T1 resonances overlap, assuring a reason-
ably smooth variation of S1–T1 coupling strength. Below
the barrier, the S1–T1 coupling is very strong when the S1

FIGURE 22 The S1 levels shown are coupled to S0 on the left
and T1 on the right, below and above the T1 barrier. The T1 reso-
nances broaden rapidly with increasing energy.

level lies close to a T1 level, and weak when it is separated
from the T1 level by an energy that exceeds the magnitude
of the coupling matrix element.
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GLOSSARY

Absorber Matter intervening in the path of a radiation
beam that absorbs energy from that beam.

Absorption coefficient (µ) Coefficient in Lambert’s law,
I = Io exp(−µd), which describes the attenuation of
the radiation penetrating an absorber.

Annealing The rearrangement of atoms or charges in a
material with time after irradiation. High temperature
may be needed to produce these effects but some an-
nealing occurs even at room temperature.

Bremsstrahlung X ray produced when particles (elec-
trons mainly, but also heavier particles) are accelerated
by interaction with matter. Bremsstrahlung (German
for braking radiation) is sometimes called white radia-

tion to distinguish it from the characteristic line spectra
produced by different chemical elements.

Charge carrier Electrons or holes in a solid; electrons or
ions in a gas.

Defect cluster Local concentration of lattice defects
produced by a single primary or secondary recoil
atom.

Displacement effects Effects on material properties of
collisions resulting in the removal of atoms from their
normal lattice sites.

Dose (D) Energy deposition per unit target mass, usually
by ionizing radiation. Used broadly for energy from
radiation accumulated in matter. Used in dosimetry for
the energy absorbed per unit mass of material, usually
by ionization processes. Units are the rad and Gray,

 523
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which are equivalent, respectively, to 100 ergs/g and
1 J/kg. Therefore, 1 rad = 0.01 Gray or 1 cGy.

Dose rate Rate at which energy is transferred to a material
by a radiation beam, for example, in units of rad per
seconds (or Gray per seconds).

Electron volt (eV) Unit of energy possessed by a particle
or photon. The kinetic energy acquired by an electron
when accelerated through an electrical potential drop
of 1 V.

Energy flux Passage of energy per unit time and area in
the form of penetrating particles, not necessarily stop-
ped. Typical units are J/cm2-sec and W/m2.

Exposure Important term in dosimetry that expresses a
fluence in terms of its effect on a dosimetric medium,
nearly always air at STP, and the number of air ions
produced per unit mass. An exposure of 1 Roentgen is
exposure to the fluence of a given radiation that, in air
at STP, generates 2.58 × 10−4 Coulomb (C) of ionic
charge per kilogram. Used in contrast to dose, which,
for a given fluence, varies from absorber to absorber.

Fluence Time-integrated flux of particles or photons.
Unit: cm−2. It is useful to add the symbol for the par-
ticle, for example e/cm2, or even 1 MeV e/cm2.

Flux Number of particles passing through some defined
zone per unit time. For parallel beams, this is a unit
area; for omnidirectional radiation, the zone chosen is
usually a sphere with cross section of 1 cm2. In both
cases, the unit is cm−2 sec−1. It should be noted that this
definition, commonly used in the nuclear community,
differs from that for luminescent flux used in the optics
community, in which flux is the total number of energy
per unit time of radiation, irrespective of the area.

Gray Radiation absorbed dose unit of the Systeme Inter-
nationale (SI), of value 1 J kg−1 and equal to 100 rad.

Hardening, hardened Used to describe improvement in
the tolerance of a device or a system to a radiation
environment. Originates from the military term for a
site that is invulnerable to attack. Second, denotes in-
crease of average energy of a beam of radiation due
to the selective removal of a lower-energy component
of the beam. Third, denotes the changes in mechanical
properties of some metals, induced by high fluences of
particle radiation.

High-energy physics (HEP) Study of subatomic, ele-
mentary particles. Experiments involve colliding par-
ticle beams of extraordinarily high energy. Apparatus
of great size and complexity is designed to track the
products of the collision and decay of particles. From
elementary particle experiments, a theory has evolved
for the detailed structure and origin of matter.

Holes Effective positive charge carriers in a solid due to
empty electron states in an almost full band.

Integrated circuit Semiconductor chip on which a large

number of interconnecting device functions have been
formed.

Interstitial Atom inserted in between lattice sites in a
crystal.

Ionization effects Large class of radiation effects that
involve the removal of an electron from an atom or the
excitation of an electron from a filled band in a solid.

Logic upset Change in logic state resulting when pulses
of radiation of high dose rate generate photocurrents of
significant magnitude in semiconductor devices. These
can so alter the voltages at circuit nodes that the de-
vice misinterprets the disturbance as a logic signal and
changes logic state.

Long-term ionization effects Effects on material prop-
erties due to trapped charge carriers or molecular rear-
rangement following ionizing events.

Mobility Ratio of charge carrier drift velocity to electric
field.

Nonionizing energy loss The deposition of the energy of
an energetic particle by means other than ionization,
e.g., to producing displaced atoms. Often abbreviated
to NIEL.

Positron Positive electron; a particle with the same mass
as the electron but the opposite charge.

Range Distance into an absorber to which a particle is
likely to penetrate. Since stopping is a statistical pro-
cess, several ranges (practical, maximum, extrapolated,
etc.) are defined.

Roentgen Unit of exposure equivalent to the generation
of 2.58 × 10−4 C of ions per kilogram of air.

Shield Absorber structure giving protection from radia-
tion.

Single-event upset Logic upset produced by a single en-
ergetic ion.

Surface effect In metal-oxide semiconductor (MOS) de-
vices, diodes and bipolar transistors, the various effects
that occur at the surface of the active semiconductor
material.

Transient ionization effects Effects on material proper-
ties of separation of electrons from atoms, due to mobi-
le charge carriers.

Vacancy Unoccupied lattice site in a crystal.

RADIATION PHYSICS deals with the wide range of ef-
fects observed when high-energy radiation, in the form of
particles or photons, interacts with matter. “High energy”
covers the range from hundreds of electron volts (eV) of
energy to many millions of electron volts (MeV). The
field of radiation physics is distinct from nuclear physics,
covering the wide range of chemical and physical effects
that follow the initial interaction of a high-energy particle
or photon with resting atoms of matter. In many cases,
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only the electron clouds around them are affected. Nuclear
physics covers the internal structure of the atomic nucleus
and the processes of fission and fusion. Many details of the
interaction of radiation with living organisms fall under a
separate subject heading, namely, radiobiology.

Many themes of this article have developed from the
field of Radiation Effects, a branch of applied radiation
physics concerned with achieving tolerance to radiation
in electronic devices and systems. Some machines, partic-
ularly electronic systems, must survive in high radiation
environments (e.g., in space). Some of the important ef-
fects in this field are transient in nature; that is, they are
present only while the material is being exposed to radi-
ation. Most of these are manifestations of electrons and
ions, produced by “ionization.” Other important effects are
long-lived, increasing in degree with the accumulation of
radiation exposure, or “radiation fluence.” These include
displacement effects in solids: those due to the displace-
ment of atoms from their normal lattice sites by collision
with energetic particles.

Radiation types of interest includes X-rays, alpha-,
beta-, and gamma-rays, cosmic rays, and many forms of
artificially accelerated particles, such as beams of elec-
trons, protons, or ions. Important sources of radiation are
electrostatic generators including X-ray machines, geo-
magnetically trapped charged particles, and the neutron
and gamma radiation given off during the decay, fission
or fusion of radioisotopes, such as in nuclear reactor mate-
rials. We of course live in a “background environment” of
high-energy radiation deriving from natural sources (min-
erals, space) and some man-made sources (X-rays, nuclear
reactors). The use of radiation sources in medicine also re-
quires the methods of radiation physics in the planning and
control of treatment. Such direct use for human benefit is
only one of the ways in which a knowledge of radiation
physics unlocks information about the universe and the
structure of matter. Some of the specialized applications
of this field of knowledge are described at the end of this
article.

I. DESCRIPTION OF RADIATION PHYSICS

Radiation physics covers the effects that occur when high-
energy radiation interacts with matter. This field is distinct
from nuclear and high-energy physics, even though many
of the particles involved are common to both. The radi-
ation types of interest include high-energy photons, such
as X-rays and gamma-rays (γ ), and a multitude of par-
ticles, charged and uncharged. The energy of individual
radiation particles is expressed in kilo- or mega-electron
volts (keV or MeV). The radiation in question arises from
both natural and artificial sources. Natural sources include

space radiation (i.e., cosmic rays) and radium and uranium
in rocks. Artificial sources include concentrated radioiso-
topes such as cobalt-60 irradiators, accelerators such as X-
ray and electron-beam machines, nuclear chain reactions
in reactors or weapons, and (not commonly realized) dilute
radioisotopes in coal fly ash, food, and cigarette smoke.

The subject of radiation effects includes relatively lit-
tle in the way of new physical processes. For example,
the interaction of radiation with matter is normally stud-
ied as part of nuclear physics, the behavior of electrons
and ions in gases is part of gaseous electronics, and the
properties of defects in solids are treated in solid-state
physics. Therefore, this article does not treat any of these
subjects comprehensively, but summarizes those parts that
are most important for radiation effects on the materials
used in electronic systems.

The techniques of radiation physics are used in aca-
demic research, industrial technology, aerospace technol-
ogy, and medicine. In some machines, materials and de-
vices have to withstand high doses of radiation. In the
treatment of tumors, beams of radiation have to be gener-
ated and controlled with great accuracy. Thus, while the
effect of radiation on living tissue falls into the field of
radiobiology, the task of irradiating tissue is often carried
out by experts in radiation physics.

The field of Radiation Effects is an important part of ra-
diation physics. Radiation deposits energy in matter. This
energy is then distributed among the atoms and molecules
in a great variety of ways. The energy excites atoms to
higher energy states or moves them about in the material.
Figure 1 shows a flow chart containing the sequence of
events that occur when radiation interacts with a solid. A
serious disruption of the existing order in the solid can be
produced, and this disruption is often called radiation dam-
age. In liquids and gases, the final effects of radiation are
different from those observed in solids, because, in flu-
ids atoms are normally mobile while excited atoms and
molecules can move long distances to interact chemically
with other species. (The field of radiation chemistry and
the effects of radiation on living tissues are not discussed
specifically here.)

The scientific disciplines employed in radiation physics
center around the interactions of photons or particles with
solids, liquids, and gases. The primary transfer of energy
is complex but well understood; but the energy transferred
then dissipates via secondary interactions with the target
material. As Fig. 1 shows, secondary processes are com-
plex and indeed are only well understood in a few cases,
such as the various results of the displacement of atoms in
silicon by an electron beam. Certain classes of material,
important in technology, show very strong responses to
radiation. The disciplines of solid-state and plasma
physics are important in understanding these responses.
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FIGURE 1 Radiation interactions.

The technological uses of radiation physics are very
wide and are dealt with in a separate section. Instru-
ments for measuring radiation (dosimeters and counters)
are widely used. The prevention of degradation in elec-
tronic and optical materials is important. Furthermore,
in some cases, controlled irradiation can improve com-
mercial products. For example, food preservation and the
toughening of plastics are sometimes most economically
achieved by irradiation with noncontaminating radiation
(electrons or gamma rays). Infectious materials such as
sewage can be sterilized by radiation. Radioisotopes that
are useful in irradiation experiments are listed in Table I.

The relative importance of radiation interactions are de-
termined by the applications, especially the radiation envi-
ronments in which electronics may be required to operate.
The environments of interest include the following:

1. Nuclear power plants. Some of the control
electronics must be located in areas in which they
may be exposed to γ -rays and neutrons generated
during fission as well as γ -rays from fission product
decay. The rates of exposure are usually low, but the
accumulated γ dose and neutron fluence can be very
large.

2. Particle accelerators. Modern high-energy,
high-current accelerators can deliver high exposure
rates and accumulated exposures to electronics that

must operate in their vicinity, especially the
experiments in the target area.

3. Nuclear explosions. The effect of intense pulses of
γ -rays, X-rays, and neutrons from a nuclear explosion
can have severe transient and long-term effects on
electronics, such as military systems and diagnostic
equipment used during underground nuclear tests.

4. Spacecraft. Earth-orbiting satellites are exposed to
trapped electrons and protons in radiation belts,
cosmic rays, and solar protons. Even more severe
environments, including radiation belts containing
heavy ions, may be encountered by planetary probe
spacecraft.

II. MAKING RADIATION

A. Overview

Figure 2 shows a survey of the broad range of energy val-
ues that have to be considered under the term “radiation.”
Most of the radiation of interest has an energy above 1 keV,
but neutrons with much lower energies are still described
as particle radiation. Ultraviolet photons also have suf-
ficient energy to cause the same chemical effects as we
see with X-rays and very high-energy photons. Machines
which accelerate charged particles to over 1 TeV are now
available. The shaded areas in Fig. 2 show that different
fundamental effects in matter occur with different thresh-
old radiation energies.

B. Photons

Photons that have energies in the keV and MeV range (X
rays and gamma-rays) have the ability to penetrate matter
deeply and, when absorbed, to produce strong effects. X-
rays are generated when an electron beam strikes matter;
an X-ray generator consists of a powerful electron gun and
a metal target in which the photons are generated. Energies
from 30 keV to 3 MeV are common. Small fluxes of X-rays
are also generated naturally in radioisotope samples by the
collision of beta rays within the sample itself or with the
capsule in which the sample is contained. In electron-beam
devices (cathode-ray tubes and electron accelerators), a
hazard to humans may be created by the unintentional
generation of X-rays when the beam collides with the wall
of the chamber.

Gamma-rays are high-energy, often monoenergetic ph-
otons. The term is used specifically for photons created
during the disintegration of atomic nuclei. A well-known
example is the pair of photons created in the spontaneous
disintegration of the cobalt-60 atom. These photons have
energies of 1.17 and 1.33 MeV. Gamma rays are com-
monly created during nuclear chain reactions, such as
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TABLE I Half Lives, Principal Photon Energies and Dose Rates from Gamma Emitters

Dose rate at
1 m from 1 Ci

Nuclide Half-life Principal γ energies (MeV) (rads/hr in tissue)

Antimony-124 60 day 0.60; 0.72; 1.69; 2.09 0.94

Arsenic-72 26 hr 0.51;b 0.63; 0.835 0.97

Arsenic-74 18 day 0.51;b 0.596; 0.635 0.42

Arsenic-76 26.5 hr 0.56; 0.66; 1.21; 2.08 0.23

Barium-140c 12.8 day 0.16; 0.33; 0.49; 0.54; 0.82; 0.92; 1.60; 2.54 1.19

Bromine-82 35.4 hr 0.55; 0.62; 0.70; 0.78; 0.83; 1.04; 1.32; 1.48 1.40

Caesium-137 30 yr 0.662 0.32

Cobalt-58 71 day 0.51;b 0.81; 1.62 0.53

Cobalt-60 5.26 yr 1.17; 1.33 1.27

Gold-198 2.70 day 0.412; 0.68; 1.09 0.22

Iodine-131 8.04 day 0.28; 0.36; 0.64; 0.72 0.21

Iodine-132 2.3 hr 0.52; 0.65; 0.67; 0.78; 0.95; 1.39 1.13

Iridium-192 74 day 0.296; 0.308; 0.316; 0.468; 0.605; 0.613 0.46

Iron-59 45 day 0.19; 1.10; 1.29 0.61

Manganese-52 5.7 day 0.51;b 0.74; 0.94; 1.43 1.79

Manganese-54 314 day 0.84 0.45

Potassium-42 12.4 hr 1.52 0.13

Radium-226d 1620 yr 0.05–2.43 0.79

Sodium-22 2.6 yr 0.51;b 1.28 1.15

Sodium-24 15.0 hr 1.37; 2.75 1.77

Tantalum-182 115 day 0.068; 0.100; 0.222; 1.12; 1.19; 1.22; 1.23 0.64

Thulium-170 127 day 0.052; 0.084 0.002

Zinc-65 245 day 0.51;b 1.11 0.26

a Reprinted with permission from “The Radiochemical Manual,” The Radiochemical Centre, Amersham, England,
1966.

b 0.51-MeV γ rays from positron annihilation.
c Barium-140 in equilibrium with lanthanum-140.
d Radium-226 in equilibrium with daughter products; radiation filtered through 0.5 mm platinum; dose rate from 1 g.

those that occur in a nuclear reactor core or a nuclear ex-
plosion. The isotopes contained in nuclear fuels represent
concentrated sources of gamma-rays. These can be used
for experimental irradiation in spent-fuel ponds. When
certain equipment used in reprocessing nuclear fuel is di-
rectly exposed to the isotope sample, there is danger that
exposed optical and electronic parts may degrade in per-
formance. Thus, the equipment has to be radiation hard-
ened (see later).

C. Electrons and Positrons

Electrostatic electron accelerators range in energy from
0.1 keV to 10 MeV; the beam currents range from
microamperes to kiloamperes. To reach energies above
10 MeV, electrons are accelerated by radio-frequency en-
ergy in a machine called a linear accelerator. Natural
sources of high-energy electrons include β-rays from iso-
topes and electrons in space which have been accelerated

in magnetic fields. There is a particularly high concentra-
tion of electrons trapped around those planets that have
high magnetic fields, such as Earth and Jupiter. It is in-
convenient for space vehicle designers that these trapped
radiation belts cover desirable altitudes for unmanned op-
erational satellites. The radiation dose acquired in these
regions is a significant source of radiation damage to com-
ponents. Manned vehicles at present avoid the trapped ra-
diation belts for the sake of the personnel. The antiparticle
of the electron, the positron, is accelerated in the same way
as the more common negative electron.

D. Protons

One especially well-known form of proton accelerator is
the cyclotron, which uses radiofrequency energy. Nuclear
reactions also produce protons in a material sample. Mega-
volt protons are also found trapped in the magnetic fields
of planets such as the Earth and Jupiter. These probably
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FIGURE 2 Energy ranges for various radiation environments and thresholds for radiation effects.

originate in the particles emitted from the sun in bursts as-
sociated with solar flares. A less energetic, steady stream
of protons is emitted by the sun and is called the solar
wind.

E. Ions

Alpha-particles (which are ions) consist of high-energy
helium nuclei; these too are emitted by radioisotopes and
stars and thus are found in interplanetary space. Ion beams
can be generated in accelerators. One use for ion beams
is the ion implantation of solids to modify their proper-
ties. High-current ion implanters are available for indus-
trial use. These beams produce large amounts of radiation
damage in the solid so treated, usually requiring post-
implantation high-temperature annealing. Very energetic
ions of all known atomic masses are found in space. These
are called cosmic rays.

F. Neutrons

The main sources of neutrons are nuclear fission and nu-
clear fusion reactions. Of these, the fission of uranium
is the most common. The primary product of fission is
fast neutrons having an energy distribution described as a
fission spectrum. This spectrum has a large content with
energies above 1 MeV. This is the spectrum that would
be observed near a nuclear explosion. In a nuclear re-
actor, interaction with surrounding materials, especially
carbon or hydrogen-containing moderator, reduces neu-
tron energy to produce thermal neutrons. Cold neutrons
of much lower energy can also be produced for research
purposes. On collision with matter, fast neutrons produce
much damage while thermal neutrons produce radioacti-
vation. Atomic fusion reactions produce neutrons having
a much higher energy than fission. For example, one com-
mercial generator of fusion neutrons produces a beam of
d-t neutrons at a single energy of 14 MeV.
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G. Unstable Particles

When proton beams of GeV energy collide with matter, a
complex array of unstable particles are produced. Among
the better-known are muons, pions, and neutrinos. Many
unstable particles are generated when cosmic rays, par-
ticularly very high-energy protons, probably originating
from distant stars, strike the atmosphere.

III. QUANTIFYING RADIATION

A. Flux and Fluence

A parallel beam of radiation passing through free space can
be quantified by quoting the number of particles passing
through a unit area. See flux, fluence, and energy flux in
this article’s glossary. If the particles come from a variety
of directions (as in outer space), then we quote the number
intersecting a sphere of a given cross-sectional area.

B. Energy Spectrum

A curve plotting the population of particles in a given
energy range is called the energy spectrum of the particle.

C. Exposure

In radiation physics, we are often concerned with the end
result of the absorption of radiation-born energy in solids.
For this, we first need to quantify the fluence and energy of
the particles that impinge on the solid. Even if we cannot
do this, we can at least specify an observable effect in a
familiar medium such as air, define the radiation exposure.
These forms of statement of a quantity of radiation do not
describe the exact energy absorbed in a given material but
are useful if the energy dependence of the exposure effect
is similar to the radiation effect of interest.

We express exposure in two ways:

1. We note the fluxes impinging on the solid of interest
and the energies of the particles or photons
concerned, such as 1015 cm−2 of 1-MeV electrons of
1012 cm−2 of fission-spectrum neutrons.

2. We measure the quantity of ionization produced by
such a flux in a standard medium, usually air.

Method 2 arises from the fact that air ionization chambers
are routinely used for quantifying ionizing radiation. Ex-
posure in air due to a given radiation source is expressed
in Roentgen units, or Coulombs per kilogram, based on
the number of ions created in a given volume of air. How-
ever, for the radiation testing of electronics, it is better to
express exposures by method 1, particularly if the effect

of interest is not due to ionization (e.g., neutron-induced
displacements).

D. Dose and Kerma

The term dose is a useful general description of the energy
per unit mass that has been “dumped” into a material by
a high-energy particle on its way through. The value for
dose with crude specifications about the irradiating parti-
cles determines the magnitude of biological and chemical
radiation effects. For crystalline solids such as silicon and
metals, some further complications arise. It may be nec-
essary to divide energy deposition into two fractions: ion-
ization and atomic displacement. A new word for energy
deposition has been introduced to assist with these dis-
tinctions. The word is kerma, meaning kinetic energy re-
leased in a material. To distinguish between the two forms
of energy deposition, we qualify this word and speak of
ionization kerma when referring to the portion of energy
going into ionization, and so on.

Radiation dose and kerma are both measures of en-
ergy deposited. The new international unit is the Gray
(Gy), which represents energy deposition per unit mass of
one joule per kilogram. Many authoritative publications
still employ the older practical unit, the rad, representing
100 erg/g. A dose of 1 Gy thus equals 100 rad. An exposure
of one Roentgen deposits 86.9 rad in air.

IV. INTERACTION OF RADIATION
WITH MATTER

A. General

The laws by which radiation is absorbed by matter are
derived from multiple interactions of photons or particles
with the atoms of the material. This section describes the
primary processes, which are common to all matter. Later
sections describe the mechanisms by which these primary
processes are linked to the end effects such as atomic dis-
placement and charge build-up.

For purposes of radiation effects, the relevant features
of the interaction of radiation with a target material include
the following:

1. Cross sections for the primary interactions that lead
to significant effects. These include interactions that
dominate the loss of energy from the incident
radiation and those that produce unique progeny (e.g.,
a dense cluster of deposited energy).

2. Integration over the secondary effects that follow a
primary interaction in terms that are appropriate to
the effect being considered. For example, for
ionization processes a measure of the total density of
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electron-ion pairs produced is the ionization energy
density. For some applications it is necessary also to
account for the microscopic distribution of this
energy.

These considerations lead directly to placing bounds on
the effects and to scaling the effects produced by differ-
ent incident radiation exposures (e.g., the relative effects
of different energy spectra). The interactions of primary
interest are summarized below.

B. Electrons

The rate of energy loss by electrons moving through sil-
icon is summarized in Fig. 3. Electrons of energy up to
10 MeV lose most of their energy in ionizing collisions:
target electrons are removed from their host atoms by
Coulomb collisions. Thus, the rate of energy loss is nearly
proportional to the density of electrons in the target, which
is proportional to the mass density times Z/A. There-
fore, the ionization-loss data in Fig. 3 for energies up to a
few MeV can be applied directly to other materials, using
a Z/A factor for a first-order correction. These primary

FIGURE 3 Electron energy loss in silicon.

interactions produce secondary electrons, mostly with a
1/E2

s , spectrum (where Es is the energy of the secondary
electron), which in turn lose energy mainly by ionization.
The overall result is a slowing-down spectrum of electrons
with an approximately 1/E3

s shape and a particle density
given by the ionization energy deposited per unit volume
divided by an average energy loss per ion pair, Ep. As a
result a complex track is produced, with a core of electron–
ion pairs along the electron’s path and small spurs
where secondary electrons have been ejected at various
angles.

The net effect of the gradual energy loss illustrated in
Fig. 3 is that the energy of an electron passing through
matter gradually decreases until it eventually stops at a
distance defined as its range. An initially monoenergetic
beam of electrons will be spread in energy by the statis-
tics of energy loss, producing range straggling. Figure 4
illustrates a particular measure of penetration, the practi-
cal range, for electrons of various energies in aluminum
and silicon. Since in most materials the energy loss is ap-
proximately proportional to density, it is conventional to
represent the range in terms of distance times density, e.g.,
in g/cm2.
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FIGURE 4 Range–energy curves.

Electrons with multi-MeV energies also emit brems-
strahlung radiation during acceleration in the electric field
of the nucleus as a significant means of energy loss. Since
the acceleration is proportional to nuclear charge, the rate
of radiation energy loss is proportional to Z2; that is,
its relative importance increases with increasing atomic
number. While bremsstrahlung removes energy from the
incident electron, only a small fraction of the lost energy
is deposited near the site of the interaction (i.e., the recoil
energy imparted to the nucleus). Whether the radiated en-
ergy contributes to the radiation effect of interest depends
on subsequent interactions of the emitted photons and on
the large-scale geometry of the target.

Although most of the electron energy loss produces
secondary electrons, which produce further ionization,
a small fraction of an electron’s energy is lost in close
Coulomb collisions with nuclei, which may impart suf-
ficient energy to the target nucleus to displace it from its
position in a solid lattice. Such collisions also produce sig-
nificant deflections in the electron’s trajectory manifested
as multiple scattering. The rate of energy loss for elec-

trons in silicon by displacing collisions is also shown in
Fig. 3. Since these are also Coulomb collisions, the energy
spectrum of the recoil atoms is 1/E2

s . The electron energy
threshold at 145 keV is due to a recoil-energy threshold at
12.9 eV, below which a silicon atom is unable to escape
from its lattice site. The displacement process must be con-
sidered, even though the rate of energy loss by displace-
ments is small compared with the ionization loss, because
the effects are different. For example, ionization energy in
silicon produces strictly transient effects, lasting only until
the resulting electron–hole pairs undergo recombination;
displacement energy produces a permanent change in im-
portant material properties, for example, the conductivity
and minority carrier lifetime.

C. Photons

Energetic photons (e.g., γ and X-rays) carry no charge
and little momentum. Most initial interactions of pho-
tons with a solid are with the electrons. The probability of
an interaction is low, so γ -rays and X-rays are regarded
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FIGURE 5 Photon absorption.

as penetrating radiation, compared with electrons of few
MeV energies. Figure 5 summarizes the interaction length
for photons of various energies in a few materials. As dis-
tinct from electrons, in which the ionization loss is the
result of many small-loss interactions, the photon interac-
tions are discrete. At the lower photon energies the energy
loss is by a photoelectric process: the photon is absorbed
and a photoelectron is given its energy. At medium en-
ergies Compton scattering dominates: the photon is scat-
tered to produce a lower-energy photon, with part of its
energy imparted to a target electron. At higher energies
electron–positron pair production dominates, almost all
of the photon energy is converted to mass and kinetic en-
ergy of the pair. Eventually, the positron is annihilated;
if at rest it produces a characteristic pair of 0.511 MeV
photons moving in opposite directions.

The Compton process depends only on the target elec-
tron density: the mass absorption coefficient scales as
Z/A. The photoelectric and pair-production processes de-
pend on higher powers of Z . It is useful to note that over
a reasonable range of photon energies (e.g., ∼100 keV to
3 MeV in aluminum) the energy absorption rate (i.e., the
product of the Compton interaction cross section times
the fraction of the photon energy imparted to the target

electron) is almost independent of photon energy. Thus,
the energy imparted to Compton electrons per gram of
target material from a photon beam in this energy range
can be estimated by dividing the photon energy fluence
by 40 g/cm2. As in the case of bremsstrahlung radiation
from electrons, the contribution of the Compton-scattered
photons to the radiation effect depends on subsequent in-
teractions and the overall geometry. Since the interaction
events are discrete, the transmission of a photon beam
through an absorber can be represented by an exponential
relationship: I = Io exp(−µx), where I is the intensity
after passing through a thickness, x , of a medium with ab-
sorption coefficient, µ. The intensity of surviving incident
photons can be calculated by using the total absorption co-
efficient; the remaining energy fluence can be estimated
by using the energy absorption coefficient.

Photons at higher energies can also undergo photonu-
clear reactions. Examples of such processes are (γ , n),
(γ , p), (γ , α) and (γ , fission) reactions. In each case the
result is not only the emission of one or more particles, the
subsequent reactions of which may have to be accounted
for, but also a recoil nucleus that deposits its energy very
close to the site of the nuclear reaction. Typical pho-
tonuclear reaction cross sections have thresholds above
10 MeV and rise to peak values of 10−27 to 10−26 cm2.

D. Neutrons

Since neutrons have no charge, their principal primary in-
teraction is with the nucleus of target atoms. At energies up
to a few MeV the most likely process is elastic scattering.
The rate of energy loss by elastic scattering is approxi-
mately inversely proportional to the target atomic mass
number, A. Therefore, hydrogen-containing materials are
particularly effective in slowing down neutrons. Most neu-
tron collisions deliver more energy to a target atom than
needed to displace it from a solid lattice. Figure 6 presents
the effective rate of energy loss by displacing collisions
as a function of neutron energy in silicon. At the highest
recoil energies the portion of the recoil atom’s energy that
is dissipated in ionization has been subtracted.

Neutrons also undergo nuclear reactions, producing en-
ergetic particles and recoil nuclei. Even low-energy (e.g.,
thermal) neutrons can undergo nuclear capture, usually
accompanied by the emission of one or more photons.
Of particular interest is thermal neutron capture in 235U,
which produces fission with ∼200 MeV of kinetic energy
in its fragments.

E. Protons

Proton interactions combine many of the features of a
charged particle, like an electron, with a nuclear particle,
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FIGURE 6 Neutron displacement energy loss in silicon.
[Reprinted with permission from Smith, E. C., Binder, D., Compton,
P. A., and Wilbur, R. I. (1996). “Theoretical and experimental de-
termination of neutron energy deposition in silicon.” IEEE Trans.
Nucl. Sci. NS-13, No. 6, 11. Copyright 1966 IEEE.]

like a neutron. The rate of energy loss by ionization and
by displacements for protons as a function of energy is
shown in Fig. 7. The portion of the curves below –20 MeV
is essentially due to Coulomb interactions (electron emis-
sion for the ionization process and nuclear scattering for
displacements). At higher energies nuclear reactions be-
come important, especially in producing additional dis-
placement energy by imparting energy to recoil atoms. The
net range–energy relation is shown in Fig. 4. Since proton
energy loss rarely involves large energy transfers, range
straggling of protons is small and a monoenergetic beam
of protons retains a small energy spread as it penetrates
matter.

F. Heavier Energetic Particles

Heavier charged particles (e.g., α particles, heavier nuclei,
fission fragments) interact similarly to protons, with the
following attributes: (1) The rate of ionization energy loss
is proportional to the square of the particle’s net charge
and inversely proportional to the square of their velocity.
(2) When the velocity is less than the classical orbital elec-
tron velocity, the particle’s charge becomes partially neu-
tralized by capturing and retaining electrons.

Thus, when a fast heavy ion slows down its rate of
ionization increases to a high peak, then decreases as its
charge decreases. Once it slows to velocities below the
classical velocity of the outermost electron orbits, it moves

FIGURE 7 Proton energy loss in silicon.

as a neutral atom, losing energy primarily by collisions
between screened nuclear Coulomb fields.

G. Recoil Atoms

Whenever a close encounter occurs with a target nucleus,
by Coulomb, nuclear elastic, or nuclear inelastic interac-
tions, a significant kinetic energy is imparted to the target
atom. In many cases the velocity of the recoiling atom is
less than the classical orbital velocities of its electrons. In
this case, the atom will move as a neutral entity through
the target material, losing energy by screened Coulomb
collisions with other target atoms. As a result many other
atoms are displaced near one another, resulting in the ini-
tial recoil energy being distributed in a short-range dis-
placement cascade. The effective size of such structures
is measured by the range–energy relationship for recoil
atoms, as illustrated for silicon in Fig. 8. If the recoil en-
ergy is sufficiently high, a portion of its energy is imparted
to ionization (Fig. 9).

H. Cosmic Rays

Cosmic rays are mostly protons and heavier particles (i.e.,
helium nuclei), albeit at very high energies. However, a
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FIGURE 8 Experimental range–energy curve for silicon.
[Reprinted with permission from Nichols, D. K., and van Lint, V.
A. J. (1996). “Energy loss and range of energetic neutral atoms
in solids.” In “Solid State Physics,” Vol. 18 (F. Seitz and D. Turn-
bull, eds.), Academic Press, New York. Copyright 1996 Academic
Press.]

unique attribute of cosmic rays is that there are also sig-
nificant fluxes of extremely energetic (multi-GeV) heavy
ions (e.g., carbon, iron nuclei). Such particles are capable
of delivering a very high local density of ionization, which
is of particular interest for single-event phenomena. Typi-
cal values for the energy-loss spectrum of cosmic ray iron
nuclei are shown in Fig. 10.

V. TRANSIENT IONIZATION EFFECTS

When ionization is produced in a target material, electrons
and ions (or holes), which are temporarily mobile, are
produced. The ionization energy loss per electron–ion or

FIGURE 9 Fraction of energy f i going into ionization as a function
of recoil ER. [Reprinted with permission from Sattler, A. R. (1965).
“Ionization produced by energetic silicon atoms within a silicon
lattice,” Phys. Rev. 138, A1815.]

FIGURE 10 Differential energy-loss spectrum for cosmic ray iron
nuclei. [Reprinted with permission from Petersen, E. L., Shapiro,
P., Adams, J. H., Jr., and Burke, E. A. (1982). “Calculation of
cosmic-ray induced soft upsets and scaling in VLSI devices.” IEEE
Trans. Nucl. Sci. NS-29, No. 6, 2055. Copyright 1982 IEEE.]

electron–hole pair produced, E p, is independent of the
type of ionizing particle and depends primarily on the
target material. Table II presents a summary of the E p

values for a variety of materials. As a rule of thumb E p is
equal to two to four times the ionization potential of the
target material, the correct value being closer to two times
for gases with high ionization potentials and closer to four
times for semiconductors with low ionization potentials.

TABLE II Energy Loss Per Electron–Ion Pair

Ionization
Material Ep (eV/pair) potential (eV)

Si 3.7 ± 0.1 1.11

Ge 3.0 ± 0.3 0.67

N2 36.3 15.5

Air 35.0 14.9

He 46.0 24.5

KCl 38 10.7

SiO2 18 8.5
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The effects of these charge carriers may include the
following:

1. The conductivity of the target material is increased
because these charge carriers will drift under the
influence of an electric field.

2. Electric fields will be created within the target
material because these charge carriers will tend to
flow under the influence of gradients in their density.
This is the source of ionization-induced
photovoltages at interfaces.

3. Light may be emitted during transitions in which the
mobile carriers are captured into lower energy states
(e.g., during electron–ion recombination).

A. Gases

Transient ionization effects can be illustrated by consider-
ing the effect of a very short uniform ionization pulse on a
parallel-plate gas ionization chamber (Fig. 11). Consider
first a low, microscopically uniform ionization density pro-
duced in a short pulse. The effect of this ionization is to
produce a low density of electron–ion pairs distributed
throughout the gas volume. The electrons and ions will
move in opposite directions under the influence of the ap-
plied field; eventually the electrons will be collected by
the anode, and at a much later time the ions will be col-

FIGURE 11 Parallel-plate ionization chamber. (a) Low-dose cur-
rent pulse; (b) high-dose electric field profile.

lected by the cathode. The resulting current pulse in the
external circuit is illustrated in Fig. 11a.

If an electronegative gas species (e.g., O2) were added
to the gas, the electrons might attach to form negative ions
before they drifted to the anode. This would not change
the total amount of charge collected, but it would change
the time scale. If the duration of the ionization pulse
were long compared with the electron and ion collection
times, the current in the ion chamber circuit would fol-
low the ionization rate, representing an equilibrium be-
tween the generation of electron–ion pairs by the radiation
and their collection at the electrodes.

Consider now increasing the intensity of the short-pulse
ionization. This increases the local density of electrons
and ions, with the result that some pairs may undergo
electron–ion recombination before they are removed from
the ion chamber. If the electrons are attached, the pos-
itive and negative ions are even more likely to undergo
ion–ion mutual neutralization, because they will spend
more time in the gas before sweepout. Furthermore, as
the electrons move toward the anode, they leave behind a
positive space charge in the vicinity of the cathode. This
increases the electric field near the cathode but decreases
it in the remainder of the ion chamber where the electrons
are (Fig. 11b). As a result, the fast component of current
is decreased in amplitude and increased in time scale. If
attachment were occurring. the magnitude of the early-
time charge collection would decrease. If recombination
is important. the total charge collected will decrease.

If the ionization were not created microscopically uni-
form but were actually produced along a number of heav-
ily ionizing particle tracks, the space charge effects de-
scribed near the cathode could occur near each particle
track. Moreover, the local proximity between positive ions
and electrons would increase the electron–ion recombi-
nation rate, which is called preferential recombination.
If the electron from each ionization event were slowed
to thermal energy very close to its parent ion (e.g., in a
high-density medium), the Coulomb attraction between
the opposite charges could be sufficient to overcome ther-
mal energy of motion. Then most of the electrons would
be recaptured by their parent ion. This process is called
geminate recombination.

Even if no electric field were applied to the ion chamber,
the electrons formed in the ionization pulse would diffuse
out of the gas to the walls at a faster rate than the positive
ions. This process would result in a positive space charge,
which would tend to inhibit further electron diffusion. If
the initial ionization density were large enough, a potential
difference of a few times kT would produce an equilibrium
between the electron diffusion gradient and electron drift
in the opposing electric field. This is the equivalent of a
Langmuir sheath in plasma physics.
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Ionization-induced conductivity in air illustrates meth-
ods of estimating transient ionization. In air at atmospheric
pressure electron-ion pairs are formed at the following
rate:

1 rad(air) = 100 erg/g

deposits : 100 erg/g ∗1.2 ∗10−3 g/cm3

/(1.6 ∗10−12 erg/eV) = 7.5 ∗1010 eV/cm3

produces : 7.5 ∗1010 eV/cm3/(35 eV/ion pair)

= 2.18 ∗109 ion pairs/cm3

The electrons move under the influence of an electric field
at a velocity per unit electric field given by their mobility
µn. They are attached to O2 molecules by a three-body
process (i.e., proportional to oxygen pressure squared) in
a time, τn, dependent on electric field and water vapor
concentration. Representative mobilities and attachment
rates are given in Fig. 12.

FIGURE 12 Electron reaction rates in air. (a) Attachment rate;
(b) mobility.

Under ionization exposure that is long compared with
the attachment time, the ionization-induced conductivity
is

σ = neoµn = eo Kg Ḋµnτn,

where eo is the electronic charge, Kg is the electron–ion
density formed per unit dose (Kg = 2.18 ∗109 cm−3/rad
in air at atmospheric pressure) and Ḋ is the dose rate.
Since Kg. is proportional to pressure, µn inversely propor-
tional to pressure, and τn inversely proportional to pressure
squared,

σ (P) = 3.49 ∗10−10 µn1τn1 Ḋ/P2,

where P is the pressure in atmospheres and µn1, τn1 are
the values of mobility and attachment time, respectively,
at 1 atm. For reasonably large electric fields (100<E/P<

1000 V/cm atm), µn1τn1 in moist air is approximately con-
stant at ∼3 × 10−5 cm2/V. This leads to an approximate
value of

σ (P)(Siem/cm) ≈ 10−14 Ḋ(rad/sec)/P2(atm)

Eventually the electrons and ions recombine, releasing
the energy of the ionization potential. A large fraction
of this energy may be radiated as photons at wavelengths
extending from the visible into the ultraviolet. The
processes and emissions are similar to those produced
by any other mechanism for creating electron–ion pairs,
e.g., sparks, lightning.

B. Semiconductors

Many of the processes described above for gases have
analogs in semiconductors. Ionizing radiation produces
electron–hole pairs in silicon at a rate of one pair for ev-
ery 3.7 eV of ionizing energy deposition, corresponding
to a carrier density of 3.9 × 1011 cm−3 times the dose
in rad(Si). There is no evidence for geminate recombi-
nation in silicon, at least at room temperature, indicating
that the electron range is sufficiently long to escape the
Coulomb field of its parent hole. While they are free, the
electrons and holes drift under modest-value electric fields
at a velocity proportional to their respective mobilities,
which depend somewhat on the doping and defect density.
For nominally pure silicon at room temperature, the mo-
bilities for electrons and holes are µn = 1300 cm2/V-sec
and µp = 370 cm2/V-sec respectively, leading to an excess
conductivity produced by a dose D of

�σ (S/cm) = eo�n(µn + µp) = 0.0105D[rad(Si)].

The electrons and holes will recombine directly, or be
trapped separately and eventually recombined, in semi-
conductors in a time determined by the density of trap-
ping centers. The mean excess carrier lifetime may vary
from less than 1 nsec to longer than 1 msec, depending
on material purity and doping. In typical silicon devices
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it varies from 1 nsec to 1 µsec. Part of the recombination
energy may be emitted as photons, especially in semicon-
ductors like gallium arsenide, in which the minimum of
the conduction band occurs at the same momentum as the
maximum of the valence band.

Though the effect of ionization on the conductivity in
semiconductors is noticeable, the effect on reverse-biased
pn junctions is much more dramatic. The increase in con-
ductivity is compared with the quiescent conductivity due
to majority carriers. The reverse current across a pn junc-
tion is proportional to the minority carrier concentration,
which is typically 10 orders of magnitude less than the
majority carrier concentration. The charge is collected
from a distance of approximately a minority-carrier diffu-
sion length, L D = √

Dτ , where D is the minority carrier
diffusion coefficient and τ the minority carrier lifetime.
The charge is collected during a time of approximately
τ . Typically, for τ = 3 ∗10−8 sec and D = 30 cm2/sec,
LD = 10−3 cm. The charge flow across a reverse-biased
junction of area 10−4 cm2 exposed to a dose of 1 rad(Si)
collecting carriers from a depth of 10−3 cm is:

Q1rad(Coul) = 1.6 ∗10−19Coul/carrier ∗ 3.9 ∗1013

carriers/(cm3 − rad) ∗10−7cm3 = 0.62pCoul.

Such a charge flowing in the 30-nsec collection time pro-
duces a peak current of 21 µA, which is many orders of
magnitude greater than the normal reverse leakage current.
A similar estimate can be produced for long-pulse expo-
sures. A steady-state dose rate exposing the same junction
would produce a steady reverse leakage current of 0.62
pA times the dose rate.

The foregoing examples illustrate the process of esti-
mating the response of a semiconductor device to a pulse
of ionizing radiation. The relation between ionizing dose
and carriers generated per unit volume is determined by
the energy loss per ion pair, which is independent of the
particle producing the ionization. The effect of those car-
riers on the semiconductor device is determined by the
device geometry and doping. The effective volume from
which a junction can collect minority carriers in normal
operation usually is also the volume from which a reverse-
biased junction will collect ionization-induced carriers.

C. Insulators

The principal transient manifestations of ionization effects
in insulators are ionization-enhanced conductivity and op-
tical emission. Although the amount of energy required to
form an electron–hole pair in an insulator is believed to be
approximately three times the insulator band gap, gemi-
nate recombination is frequently important. This implies
that the effective density of mobile carriers that escape
from their original partner is a small fraction of the to-

tal density of carrier pairs created and that this fraction
depends on the electric field E . A theoretical derivation of
the escape probability, ϕ(E), by Onsager yields

φ(E) = φ(0)
[
1 + e3

o E
/(

8 πκεok2T 2
)]

,

where ϕ(0) is the escape probability at zero electric field.
For most insulators the effective time for immobiliza-

tion (trapping) the mobile carriers is very short (<1 nsec).
Therefore, the measured transient conductivity almost al-
ways represents an equilibrium between the generation of
free carrier pairs and trapping at defect sites preexisting in
the insulator. Nevertheless, apparent conductivity decay
components much longer than 1 nsec, even extending to
many hours are observed in many insulators. These are
believed to be related to shallow traps: A carrier trapped
at a defect with a small ionization energy can be released
thermally, contributing to a delayed conductivity compo-
nent until it is eventually captured at a deep trap. Since
most technological insulators, like polymers, have a wide
range of chemical impurities and structural defects, it is
not surprising to observe a wide range of apparent trapping
energies.

An alternative description of carrier transport in insu-
lators replaces the concept of mobility, which is based
on wave functions effectively extending over many lat-
tice spacings, by a concept of hopping conduction. At any
one time a carrier is effectively localized at one lattice site,
but its wave function extends slightly to neighboring sites.
There exists a small probability per unit time that the car-
rier can tunnel into the adjacent site. The probability of the
carrier appearing at adjacent sites in various directions is
influenced (e.g., biased) by the electric field. There is also a
wide range of effective barrier heights for the transitions.
Obviously, the lower height transitions will occur more
rapidly than the remainder. This model, which is called
the continuous-time random-walk (CTRW) model, pre-
dicts carrier motion and delayed conductivity that depends
on the logarithm of time, rather than as a sum of exponen-
tials. Data on carrier transport in thin, thermally grown
films of amorphous SiO2 appear to fit this model well.

In addition to complications with geminate recombi-
nation and delayed conductivity, insulator conductivity
experiments are chronically affected by contact barriers.
As in the gas ion chamber described above, when car-
riers that are swept away from a contact by the electric
field are not replenished by that contact a space-charge
layer is established. As a result the applied voltage is dis-
tributed between a boundary layer with a high electric
field and the bulk of the sample, in which the field is de-
creased from the preionization value. As a result, the ap-
parent conductance of an insulator sample with electrodes
decreases as a function of accumulated charge transfer
through the sample. Attempts to circumvent this problem
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with noncontact methods of measuring conductivity (e.g.,
by microwave absorption) have not yet been generally suc-
cessful with insulators. In addition to the nonlinearities
discussed above, carrier trapping mechanisms are respon-
sible for a change in the ionization-induced conductivity
with accumulated dose. It was established long ago that
photoconductors could exhibit nonlinear responses as a
function of exciting intensity. A distribution of trapping
sites was used to explain these results, which were gener-
ally measured under conditions of long, steady illumina-
tion. A simple formula was developed,

σ = K Ḋ�,

where σ is the transient conductivity measured at the dose
rate, Ḋ, K is a constant that depends on the trap density
and cross sections, and � is a numerical constant that
depends on the shape of the distribution of trap energy
levels, with values typically 0.5 < � < 1.0. Early work-
ers in transient-ionization-induced conductivity used the
same relationship to fit their data. However, it was demon-
strated theoretically and experimentally that this relation-
ship is inappropriate to short-pulse nonequilibrium ioniza-
tion exposures. Instead, the proper relationship for prompt
ionization response (i.e., without delayed conductivity) is

σ = ḊF(D),

where F(D) is a function of accumulated ionizing dose
that depends on the material trap structure. F(D) must ap-
proach a constant, F(0), at low enough doses that individ-
ual ionizing particle tracks do not overlap. The transition
between this short-pulse relation and the steady-state for-
mulation previously applied to photoconductivity occurs
as follows:

1. As dose is accumulated at a particular dose rate, the
traps will gradually be filled to a state in which their
occupancy no longer changes. In this state the rate of
capture of holes and electrons into each trap is equal,
because the throughput of carrier pairs is greater than
the number of available traps.

2. If measurements are made with ionization pulses
whose duration is longer than some of the delayed
conductivity relaxation times. the apparent transient
conductivity includes such delayed conductivity com-
ponents. Since the relative amount of delayed
conductivity to prompt conductivity may change as a
function of dose delivered in the delayed component
relaxation time, there can be an apparent dose rate
dependence of this transient conductivity.

Table III presents a typical set of coefficients F(0), i.e.,
the ratio of conductivity to dose rate in a variety of insula-
tors in the low dose limit. The purest materials—those in
which the trap density is smallest—exhibit the largest co-

TABLE III Typical Insulator Conductivity
Coefficients

Material F(0) (Siem-sec/rad-cm)

Single-crystal MgO 5∗10−15

Single-crystal Al2O3 4∗10−15

Single-crystal SiO2 2∗10−16

Pure fused silica 3∗10−16

Polycrystalline Al2O3 6∗10−17

Teflon 8∗10−18

Polyethylene 2∗10−18

Mylar 5∗10−19

Kapton 5∗10−19

efficients (e.g., sapphire, crystalline quartz), presumably
due to higher mobilities and longer trapping times. The
lowest values are associated with polymers. Figure 13
presents examples of the dependence of the ionization-
induced conductivity coefficient on accumulated dose.

D. Charge Transfer

Inevitably, when electronic equipment is exposed to nu-
clear radiation, charge is transferred across interfaces by
the motion of energetic charged particles. As a result cur-
rents are induced into the electronic circuits. If the incident
radiation consists of charged particles that are stopped in
the electronic assembly, the cause of the charge transfer is
obvious: The particles are depositing charge where they
stop. Even if they reach the end of their range in noncon-
ducting material, their image charge is still induced into
the nearest conductors and the associated currents may
appear in the circuits.

If the incident radiation is composed only of uncharged
particles. charge transfer is still likely to occur. For ex-
ample, a solid surface exposed to a pure photon beam
will emit electrons, which have been liberated near the
surface by photoelectric, Compton, or pair production in-
teractions. The electron emission coefficient for a variety
of materials exposed to various photon energies is shown
in Fig. 14. At photon energies in the photoelectric interac-
tion regime the emission coefficient falls off with increas-
ing energy because of the steep energy dependence of the
photoelectric interaction cross section. In the Compton
interaction regime the emission coefficient increases with
energy, because the thickness of the layer from which the
electrons can escape increases with increasing range of
the higher-energy Compton electrons.

If a neutral beam, like a beam of photons, is moving
through a homogeneous solid, the electrons emitted from
a particular layer tend to be replaced by those emitted from
adjacent layers. Thus, the charge transfer tends to cancel
out, except for two effects:
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FIGURE 13 Summary of ionization-induced conductivity in Teflon samples.

1. There is still a net current flowing in the direction of
the photon beam, and this current produces a
magnetic field. If the current and field are sufficiently
intense, significant voltages can be induced into
circuitry by magnetic coupling.

FIGURE 14 Photon-induced electron emission. [Reprinted with
permission from van Lint, V. A. J., Flanagan, T. M., Leadon, R. E.,
Naber, J. A., and Rogers, V. C. (1980). “Mechanisms of Radiation
Effects in Electronic Materials,” Vol. 1, Wiley, New York. Copyright
1980 John Wiley and Sons.]

2. The cancellation of charge is not quite complete,
because the photons are slightly attenuated as they
pass through the material. The net deposited charge
density in a homogeneous material is equal to the
charge moving across any plane divided by the
photon absorption length.

3. Near the interface between dissimilar materials there
can be net charge transfer due to differences in
electron emission coefficients. This imbalanced
charge is deposited within one electron range of the
interface.

Neutral particles other than photons can also be respon-
sible for charge transfer, because almost all nuclear par-
ticles produce charged progeny. For example, neutron ir-
radiation of a hydrogen-containing material will produce
recoil protons that carry charge, just as the electron sec-
ondaries from photon interactions do. There is a strong
dependence of proton emission on neutron energy (be-
cause of the steep proton range–energy relationship) and
material composition (because heavier atoms receive less
energy from neutron collisions and are less likely to be
charged). Even thermal neutrons can produce charge trans-
fer via the gamma rays that are emitted when they are
captured in nuclei.

E. Effects on Electronic Devices and Circuits

Under the most likely situations, the most important tran-
sient ionization effects are the excess currents induced into
reverse-biased semiconductor junctions. At low ionization
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rates these represent excess leakage currents: at higher
rates they can saturate the junction and make it temporar-
ily inactive. In digital circuits these currents can temporar-
ily change the logic state of a gate circuit or permanently
change the state of a flip-flop or other memory device.
The magnitude of the transient effect of a short pulse
of ionizing radiation can be estimated by calculating the
charge generated per unit volume of semiconductor ma-
terial, which is directly proportional to the dose deposited
in the device, and multiplying by an effective charge col-
lection volume. The collection volume for most devices
is determined by the junction area and an effective collec-
tion thickness. Apart from funnel effects, the collection
thickness is equal to the sum of the thickness of the de-
pletion layer in the reverse-biased junction and the lesser
of a diffusion length or the epitaxial layer thickness, that
is, the thickness of the layer from which carriers can dif-
fuse to the junction. The depletion layer component of this
current is collected essentially instantaneously (<1 nsec);
the other component is collected in the time required for
minority carriers to diffuse across the remainder of the
collection layer (e.g., the minority carrier lifetime if the
diffusion length is the limiting thickness).

For long ionization pulses the estimate proceeds along
the same lines, except that the dose rate is used to calculate
the rate of carrier generation per unit volume. This rate
multiplied by the collection volume yields the junction
current directly.

Capacitor leakage is usually the next most important
effect on electronics. Although insulator conductivity cur-
rent densities are usually many orders of magnitude be-
low pn-junction photocurrent densities, capacitors usu-
ally have large areas and thin dielectrics, and they are
frequently used in applications in which a small change
in voltage can have serious and long-lasting effects. The
simplest way to estimate the effect of a short ionization
pulse (short compared with the resistance–capacitance
(RC) recharging time of the circuit) depositing a dose D
in a charged capacitor dielectric is to estimate the voltage
change by

V = Vo exp(−D/Do),

where V is the voltage on the capacitor after the pulse, Vo

the voltage before the pulse, and Do an almost constant
depending on the dielectric material: Do is related to the
ionization-induced conductivity coefficient F(D) by

Do = κεo/F(D),

where κ is the dielectric constant and εo the permittivity
of free space. Typical values of Do range from 104 to 106

rad.
For an ionization pulse that is long compared with the

capacitor recharge time, the current flowing through the

capacitor exposed to an ionization pulse at a dose rate of
Ḋ is

I = CV Ḋ/Do,

where C is the capacitance of the capacitor and V the
voltage across it.

In some special applications the conduction in ionized
air near the circuit conductors can have a significant effect
on an electronic circuit. Unfortunately, ionization-induced
conductivity in air is a nonlinear function of electric field
and depends on other parameters, such as the humidity of
the air. An approximate relationship that can be used for
estimating effects at atmospheric pressure is

σ (Siem/cm) ≈ 1∗10−14 Ḋ(rad/sec).

The actual conductivity can be larger by an order of mag-
nitude, especially at low electric fields in dry air.

In most electronic circuits charge transfer is usually
small compared with junction photocurrents. An accurate
estimate of charge transfer is difficult to compute, because
it is frequently a difference between various components
(e.g., forward minus backward emission, different materi-
als) and depends in a sensitive manner on the exact spec-
trum. For photons with energy between 100 kV and a few
MeV impinging on low- to medium-Z materials an esti-
mate of charge transfer can use 5 pC/cm2-rad(Si). When
the materials and geometry are controlled to balance the
charge transfer, an upper limit of the net transfer equal to
one-tenth of this value is reasonable.

VI. LONG-TERM IONIZATION EFFECTS

A. Mechanisms

As described in Section V, ionization effects covers a broad
range of phenomena in which electrons are excited and
leave their parent atom. In gases this creates an electron
and a positive ion; in solids, an electron–hole pair. The
pair may recombine, or, if a field is present, the carri-
ers may drift apart, producing electrical conduction and
possibly a local accumulation of charge. While the ini-
tial effects of ionization may fade, certain key perfor-
mance features stay changed for such a long period that
we must regard them as a near-permanent degradation.
This “thermally stable” disruption can sometimes be re-
versed, for example, by heating in an “annealing oven,”
and so the word “long-term” is the best description. In
engineering materials, semiconductors, glasses and plas-
tics are particularly susceptible, and some devices using
these materials are mentioned in Table IV. In semiconduc-
tors, it is the surface regions which are most affected by
ionization.



P1: GNH/GJK P2: GPB Final Pages

Encyclopedia of Physical Science and Technology EN013A-644 July 27, 2001 18:22

Radiation Effects in Electronic Materials and Devices 541

TABLE IV Materials and Devices That Generally
Have Poor Tolerance to Radiation

Semiconductor devices

Optical lenses

Optical fibers

Optical windows (e.g., encoder plates)

Elastomers (e.g., plastic bellows)

Plastic bearings

Lubricants

Adhesives

Hydraulic fluids

Paints

Reflective coatings

Thin insulators

Photosensitive materials

Gas sensors

Liquid-ion sensors

Surface-active reagents

Piezoelectric transducers

Micropositioners

With regard to the time sequence of radiation effects,
long-term ionization effects take up where the transient
ionization effects, discussed in the last section, leave off.
We might choose to place the dividing line at 1 sec or
many seconds. transient carriers are usually immobilized
in much less than a second but some other stabilization
processes take longer. In some cases the immobilization
process restores the material to its preirradiation condi-
tion, meaning that there are no long-term effects. This is
generally the case with excess carriers generated in semi-
conductors: carriers are trapped and then annihilated with
no effects other than the production of some low-energy
photons and phonons (e.g., heat).

An ionized gas illustrates a simple type of long-term
ionization effect. Eventually, the electrons, negative ions,
and positive ions, generated in the gas, will recombine.
Electron–ion recombination is a particularly violent pro-
cess. It releases more than 10 eV of excess energy, much
of which appears as kinetic energy of the fragments into
which the ion is usually disrupted. The result is that the
former gas molecule is converted to a pair of free radi-
cals (e.g., nitrogen atoms), which then react chemically
to produce a new compound. Such chemical effects of
ionizing radiation are common in gases and organic mate-
rial, and are called radiolysis. In radiation chemistry, a G
factor is commonly used to describe the production effi-
ciency of new species, where G is the number of molecules
formed per 100 eV of ionization energy deposited. In air,
a species for which one molecule is formed per ion pair
would have a G value of 3. In polymers a similar relation-
ship can be used to describe the rate of chain breaking or

cross-linking. In lists of the radiolytic products of organic
materials, many G values may be given for any one start-
ing compound, because a mixture of reactions between
free radicals leads to many different products. The radiol-
ysis of water is probably the first step in radiation damage
to living cells. Radiolytic effects at the surface of semi-
conductors are sometimes detectable.

A second class of long-term ionization effects is re-
lated to chemical effects but occurs in crystalline solids. In
some materials the energy released by an ionization event,
probably during subsequent recombination. can induce an
atom to move out of its normal place in the solid lattice.
Examples are lattice defects created in alkali halides by
subthreshold (for displacement effects) ionizing radiation.
These effects are distinct from displacement damage pro-
duced by dynamically knocking atoms out of their lattice
positions, particularly in materials requiring a high degree
of structural regularity, which is dealt with in Section VII.
For most other technological materials, and, of course, bi-
ological tissue, ionization effects have a greater impact on
performance.

For solid-state electronics, the local accumulation of
charge is an important effect. The trapping of space
charge occurs in thin-film oxide dielectrics. This effect
has a strong impact on the performance of metal-oxide-
semiconductor devices. The unwanted charge in the oxide
film can change the function of a logic circuit so that the
device becomes unusable. Because the oxide films used
are excellent insulators, the space charge may persist for
many years (see later in this section). The extensive use
of MOS-based microcircuits in modern electronics thus
provides a major problem for the engineer addressing the
use of a microcircuit in radiation. An integrated circuit
is both small and structurally complex; while manufac-
turing technique is constantly changing. Add to this the
complexity of the engineering material and of the long-
term effects described above, and it is not surprising that
the interpretation and prediction of effects in such compo-
nents is a field for specialists. Thus the fields of radiation
effects engineering and the “radiation hardening” of elec-
tronics (see Section IX) has developed as a combination
of radiation physics and advanced solid-state engineering.

B. The Deleterious Long-Term
Effects of Ionization

1. Semiconductor Devices

In semiconductor devices, there are three important effects
of ionization:

1. Photocurrents are produced when electron-hole pairs
are swept apart by a field, particularly the built-in
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field at a p-n junction. Currents of this type were
discussed in Section V.

2. The build-up of a net positive charge in oxide films
changes electric fields within the device. In oxides
used as insulators or passivation in modern integrated
circuits, these fields may in turn produce inversion
layers in the silicon. Field effect transistors (FETs) are
designed to operate in response to electric fields from
an electrode. The radiation-induced fields may give
rise to severe leakage and the switching to the “off”
condition of some devices that are meant to be “on.”

3. The disruption of chemical bonds at interfaces
between semiconductors and insulators. The resultant
“interface states” again interfere with semiconductor
action in the surface region.

Long-term effects 2 and 3 are the ones that probably pro-
duce the majority of the engineering problems associated
with operating electronics in space and in nuclear facilities
and will be discussed in detail later.

If some of the carriers generated in an insulator become
trapped permanently near the surface of a semiconductor
device, its properties are permanently changed. This ef-
fect has a particularly strong impact on the performance
of metal-oxide-semiconductor (MOS) devices. The effect
is shown schematically in Fig. 15. The sensitivity of many
metal-oxide- semiconductor (MOS) field effect devices to
ionizing radiation is the direct consequence of the mech-
anism that is seen in Fig. 15, i.e.,

1. Ionizing radiation creates electron–hole pairs in the
gate oxide, many of which escape geminate

FIGURE 15 Ionization effects in a thin oxide film.

recombination under the influence of the field present
in the oxide. Mathematically, a “field-dependent
charge yield,” F(E), describes this escape process.
We find the value of the field, E , from the
combination of applied voltages and built-in fields.

2. Given a strong field or near proximity to an interface,
an electron is very mobile and will escape rapidly
from the oxide, leaving behind a net deficit, a
population of “holes,” spread throughout the oxide.

3. At room temperature the holes gradually move to an
interface. For a positive voltage on the gate electrode,
this interface is the one between the silicon and the
oxide layer (Si/SiO2 interface). For a negative gate
voltage this is the interface between the oxide and the
gate electrode.

4. On arrival at the interface, some of the holes pass
across and disappear innocuously, but others are
trapped in deep oxide trap levels near the physical
interface.

5. In the case of positive bias there is a net negative shift
in gate threshold voltage when the electrons are swept
out, which gradually increases as the holes approach
the silicon interface and decreases as some holes pass
across the interface into the semiconductor. Under
negative bias the charge motions are reversed but
again, except in a few special cases, a net positive
charge remains in the oxide.

6. Subsequent to the generation of holes and electrons in
the oxide, there can be violent releases of energy
similar to that described for gases in section VIA.
One of the effects of this release can be changes in
chemical bonding, a result which is especially
noticeable near the silicon/silicon dioxide interface.
Changes in bonding in this somewhat unstable region
produces a new interface energy states. Depending on
the Fermi level in the adjacent semiconductor, the
states may acquire a charge which further changes the
effective gate threshold voltage; their effect on
conduction and the ease of charging and discharging
of these states strongly affects some other
characteristics of the MOSFET.

7. An important final step is a back-flow of electrons
into the oxide from the silicon. This happens slowly
because it is controlled by tunnelling and is limited to
a depth in the oxide of 10 nm. That process, however
will clearly be of great significance in many modern
devices, which have oxides of the same order of
thickness.

The process by which radiation-generated holes move
in the thermally grown amorphous silica layer on a MOS
device is particularly important. Figure 16 presents a com-
posite curve of the change in flatband voltage of MOS
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FIGURE 16 Composite universal recovery curve obtained by translating MOS capacitor recovery curves according
to the temperature-dependent activation energy. The solid curve is the response calculated from the CTRW model for
α = 0.22. The time scales appropriate to both 297 and 87 K are indicated. Hughes Aircraft dry SiO2; oxide thickness
is 875 Å; Vg = 9 V; dose, 20 krad. �, 377 K; ❡, 297 K; �, 244 K; �, 194 K; ∇, 166 K; 121 K; �, 87 K. [Reprinted
with permission from McLean, F. B., Boesch, H. E., Jr., and McGarrity, J. M. (1976). “Hole transport and recovery
characteristics of SiO2 gate insulators.” IEEE Trans. Nucl. Sci. NS-23, No. 6, 1506. Copyright 1976 IEEE.]

capacitors, which measures the product of charge density
in the dielectric times distance from the gate electrode, as
a function of time at various times after a rapid pulse of
ionizing exposure. The initial value shown, −2.7 V, rep-
resents the shift produced by uniformly distributed holes
whose density corresponds to an ionization energy loss of
18 eV per electron–hole pair formed. These irradiations
were performed at sufficiently high electric bias field for
essentially all the pairs to escape geminate recombination.
After scaling the individual temperature data by the mea-
sured activation energy, the universal curve exhibits a very
broad time range for the transition from an initial uniform
hole distribution to a final state at which a small fraction
of the holes are apparently permanently trapped near the
silicon interface: The 10 and 90% points on the transition
curve are separated by approximately five orders of mag-
nitude in time. This curve has been explained and fitted
to the data by the solid line in Fig. 16 by a continuous-
time- random-walk (CTRW) model of hole transport. This
model requires polaron effects, in which a significant con-
tribution to the hole trapping energy comes from the lattice
distortion produced by the presence of the hole charge.

In summary, there are short-term current and voltage
changes which settle down into (a) sheets of trapped
charge in the oxide, stable in the long term; the “long
term” can vary from seconds to many years, depending

on the details of the oxide structure, i.e., the way it was
grown and the temperature.; and (b) changes in interface
states which are always stable for very long times. Since
the effects of trapped charge and interface states can be
in opposite directions, and they are likely to change on
different time scales, the long-term recovery behavior can
be complex.

These detailed descriptions have been arrived at only af-
ter extensive research by semiconductor device physicists
and radiation physicists. Investigations into charge move-
ment and trapping have been performed for a large range
of microelectronic devices, a variety of silicon and oxide
preparation methods, and for thicknesses of the silicon
dioxide film varying from several micrometres to 10 nm.
Research has clarified the role of impurities (such as hy-
drogen) and especially high-temperature treatments on the
efficiency with which the holes are trapped and the rate of
production of interface states. Studies of the “bleaching”
or annihilation of the holes by a stream of electrons have
been useful. Although these investigations have led to an
understanding of some of the variables that give rise to un-
desirable radiation response (e.g., large hole trapping or
interface state generation efficiencies), there may still be
some variables which are still not fully controlled because
not yet fully appreciated. It is clear that most of the dele-
terious effects occur in the oxide very near the interface
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(i.e., within 5 nm of the metallurgical interface with the
silicon). This observation suggests that not only the inter-
face states but also the dominant hole traps are the result of
strains in the transition region between the silicon crystal
lattice and the amorphous oxide.

Given the need to control these two types of defects—
hole traps and interface states—the physical nature of the
defects which hold the charge has been studied by phys-
ical methods such as electron spin resonance and theo-
retical modelling of chemical bonds. Although the SiO2

is an amorphous material, the hole traps can be regarded
in the same light as “displacement damage” in silicon—
missing or substitute atoms in a regular matrix of atoms.
The physical investigations indeed suggest that the traps
are closely allied to those found in crystalline oxides, in-
cluding quartz. The favored candidate for the hole trap is
the oxygen vacancy, with the hole residing on the deprived
silicon next to it.

“Interface states” are energy levels which are in elec-
tronic contact with the semiconductor region. That is, they
are special in that their electronic occupancy depends on
the Fermi level in the semiconductor. The physical in-
vestigations in this case suggest that the traps are closely
allied to those found in solid–vacuum interfaces. At this
solid-solid interface, a foreign atom, hydrogen, is occu-

FIGURE 17 Responses of n-channel MOS devices to radiation. The four “lanes” classify the devices into categories
of total-dose radiation tolerance when exposed under operating gate voltage (positive). [Reprinted with permission
from Holmes-Siedle, A., and Adams, L. (1994). IEEE Trans. Nucl. Sci. NS-41, No. 6, 2613-8. Copyright IEEE 1994].

pying some of the chemical bonds to silicon (hydrogen
treatment is part of the industrial “passivation” process
to suppress interface states). Chemical energy transmit-
ted from within the oxide when it is excited by radiation,
reaches the hydrogen atoms and breaks the chemical link
with the silicon. The “dangling bond” produced is the
active interface state. Depending on its exact nature, it can
exchange charge with the silicon rapidly or slowly, giving
“fast” or “slow” states. For some positions of the Fermi
level especially when the device is conducting, such in-
terface states will have the same effect as trapped oxide
charge; that is, they require a change in gate voltage to
compensate for their charge and return the semiconductor
to its preirradiation electrical condition.

With the rapid advance in physical knowledge and sil-
icon technology, there is now a generation of “radiation
tolerant” silicon integrated circuits based on the MOSFET
transistor. A major influence has been the natural evolution
to thinner oxides with smaller feature sizes, which produce
smaller shifts in threshold voltage. Figures 17 and 18 show
the dual effects of thinner oxides and improved radiation-
tolerance which have been achieved by means of oxide
growth technique. These curves were devised as working
diagrams for the engineer. They group MOSFET tech-
nology into four categories of tolerance to radiation and
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FIGURE 18 Responses of p-channel MOS devices to radiation. The plots are as for Fig. 17 but the shapes of the
curves are altered by the different polarity of certain charges in the oxide film and the exposure in this case under
negative operating voltage. [Reprinted with permission from Holmes-Siedle, A., and Adams, L. (1994). IEEE Trans.
Nucl. Sci. NS-41, No. 6, 2613–2618. Copyright IEEE 1994.]

model or predict the growth of trapped charge in the oxide
layers with increasing value of radiation dose. Positive
trapped charge is converted here into “negative voltage
shift.” Experimental plots for most commercial CMOS
logic devices devices stay within the four “lanes” in the
diagrams bounded by the curved lines. Lane 1 represents
early microelectronic technology, here labeled “old soft,”
in which oxide thickness values of the order of 100 nm
were used. Lane 2, labeled “new soft” represents the tech-
nology of the 1990s in cases where no attempt was made
to “harden” the oxide, i.e., reduce the concentration of
charge traps.

The uppermost straight line is the theoretical maximum
shift which would be attained for an oxide of thickness
32 nm if every hole generated were captured in the oxide
(capture probability, A, of unity). Lanes 3 and 4 represent
degrees of hardening of the oxide growth process. As we
noted earlier, this is achieved by reducing the number of
trapping centres present, which reduces the hole capture
probability, A, to values much less than unity. The bold
curves fall below the theoretical straight lines because,
as the population of charges increases, fields within the
oxide reduce the yield of trapped charge per unit dose.
Other distortions affect n- and p- channels differently, as
explained later.

Figure 17 is the model for n-channel MOS devices, of-
ten the weakest link in microelectric circuits. The curves
are distorted by the effect of negative interface states,
discussed earlier. Figure 18 is the model for p-channel
MOS devices. In microelectric circuits, these cause less
trouble than the n-channel type. The curves are distorted
by the effect of positive interface states and also fall below
the equivalent curves in Figure 17 because the polarities of
operating gate voltages, normally used in logic circuitry,
are different in the two cases (see the effects of field dis-
cussed above).

Figures 17 and 18 describe the case for two differ-
ent cases of oxide thickness. In fact, as microelectronic
technology progressed, oxide thickness values have fallen
year by year. The “scaling law” in microelectronics dic-
tates that, as the lateral dimensions of circuit elements
are reduced, so the vertical dimensions such as the oxide
thickness must also reduce. The continuous evolution of
silicon microelectronics requires greater and greater pack-
ing density of circuits. This has led to smaller and smaller
dimensions for each part of the circuit. Electronics of the
“submicron” generation will have some oxide thickness
values less than 20 nm. This scaling-down of oxide thick-
ness values will continue to reduce the impact of trapp-
ed charge on modern generations of microelectronics.
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Some manufacturers of microelectronics advertise an
“RH” (radiation-hard) version of their commercial pro-
ducts. Such products would reside in the fourth lane shown
in Figs. 17 and 18.

Bipolar transistors are also subject to ionization effects
of the same type as the ones described earlier for the MOS-
FET. For such devices these effects in surface regions are
properly called “surface ionization effects,” to contrast
them with the “bulk displacement effects” described in
Section VII. Alongside the large development efforts in
silicon microcircuits, described earlier, some semiconduc-
tor devices are designed and built with their response to
radiation in mind. These include large power-controlling
chips made of silicon and also devices made from III to V
semiconductors. A new type of detector of radiation, the
Radiation-Sensitive Field-Effects Transistor (RADFET
dosimeter) operates by maximizing the trapped hole
effect and treating the trapped charge as stored dosimetric
information. In Fig. 18, the growth of threshold voltage in
this device would be a curve near to, or off the top of the
figure.

2. Optical Materials and Oxides

Glasses, polymers, and many colorless inorganic salts are
colored by exposure to radiation. During exposure, optical

TABLE V Optical Loss Induced by Radiation in Selected Glasses and Optical Fibersa

Responseb [dB(km rad(Si))−1]
Form

Source Code Type Core material of glass λ= 0.8µm 0.9 µm 1.05 µm

Corning (CGW) 5010 Pb flint Fiber 5.4 2.5 0.50

Pilkington (PBL) HYTRAN Pb flint Fiber 4.5 1.9 0.50

Galileo (G) 0001AA Zn crown Fiber 1.5 0.49 0.25

Schott (S) F2 Pb flint Bulk 1.3 0.69 0.21

Dividing line for values above and below 1 dB/km at λ = 0.8 µm

NRL GL2382 BaLa crown Bulk 0.65 0.35 0.16

Galileo (G) 0001AB Zn (0.3% Ce) crown Fiber 0.27 0.0062 0.0026

NRLc — GL2364 BaLa (1% Ce) crown Bulk 0.21 <0.18 —

Owens (OCF) X-4147A Zn crown Bulk 0.040 0.020 <0.016

Corning

Schottd (S) F2G12 Pb (1.2% Ce) flint Bulk <0.1 — —

Schott (S) R1 Pb(∼1% Ce) Fiber 0.0031 0.0015 0.0010

Corning — — SiO2(Ti) Fiber 8 × 10−1 — —

Corning — — SiO2(Ge) Fiber 1.4 × 10−2 — —

NRL — — Soda-lime Bulk 1 × 10−2 — —

Silicate glass

NRL — — Suprasil I Bulk <1 × 10−5 — —

a Reprinted with permission from Evans, B. D., and Sigel, G. E. Jr. (1975). IEEE Trans. Nucl. Sci. NS-22(6), 2462. Copyright © 1975 IEEE.]
b Except where mentioned, readings made 1 hr after γ -irradiation.
c 30 min after γ -irradiation.
d 9 min after γ -irradiation.

materials may emit light as a result of photon emission
during carrier-trapping and recombination processes. If
the ionization-generated carriers become trapped at de-
fect sites, this may introduce optical absorption at incon-
venient wavelengths. Thus, a material that is normally
transparent in the visible spectrum may become highly
absorbing—dark brown or black.. Examples of this effect
are the F centers which occur in all alkali halides. Most
glasses contain color centers, produced fortuitously dur-
ing manufacture. The alkali silicates, alkali borates, and
phosphates all contain nonbridging oxygen bonds that can
give up an unshared electron. The resulting “trapped hole”
absorbs light strongly both in the near UV and blue wave-
length ranges. Thus, irradiated multicomponent glasses
are often deep red-brown after irradiation. It is difficult to
avoid this effect, but partial suppression has been achieved
by alterations in glass formulation and the addition of
dopants: for example, cerium oxide in silicate glasses.
Because of its low impurity content, synthetic fused sil-
ica (e.g., Suprasil 1) is relatively immune to coloring un-
der irradiation. However, in the manufacture of optical
fibers, pure fused silica is doped to modify the refrac-
tive index and melting point. The sensitivity of the fiber
to color-center formation under irradiation is thereby in-
creased. Table V gives radiation-induced optical losses
for various glasses and optical fibers. Figure 15 shows the
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spectrum of the ionization-induced coloration of various
glasses.

Another material in which trapped-charge effects are
frequently important is crystalline quartz used for preci-
sion frequency standards. In this case the effect of the
trapped charge is to change the elastic constants of the
lattice sufficiently to alter the resonant frequency. This ef-
fect is relatively subtle, but it is important because quartz
crystal resonators are used for frequency standards with
stability in the range of 1 part in 107. Research has shown
that the magnitude of the frequency shift depends in a
nonlinear manner on accumulated dose, presumably be-
cause different defect sites become saturated at various
dose levels. There are particular crystal-growing processes
that will minimize the magnitude of the effect, presumably
by minimizing the kind of defects at which charges will
be trapped. Synthetic quartz purified by heating in the
presence of a high electric field (sweeping) is a favored
method.

3. Organic Materials and Polymers

Plastics are used in a variety of ways in devices and elec-
tronic systems. The more demanding applications include
thin-film insulators in capacitors, stand-off insulators in
cables), coatings and encapsulations, membranes, adhe-
sives, optical lenses, pyroelectric sensors, plastic scintil-
lators and electrets. Organic compounds which are not
polymeric have only limited uses in devices, such as a few
light-sensitive crystalline powders. However, the study of
the G-factors for the radiolysis of such simple compounds
(see Section VI.A) acts as a guide to the radiolysis of
engineering plastics. In any organic material, ionization
leads to the excitation and breaking of covalent bonds. The
bonds may subsequently recombine or rearrange, leading
to a large variety of possible products. At an absorbed dose
value of 107 rad (105 Gy), only a few of the more sensitive
plastics are altered mechanically or electrically. Even so,
many plastics develop a deep coloration at this dose level.

VII. DISPLACEMENT EFFECTS

Displacement effects are the result of displacing atoms
from their normal positions in crystal lattices, often known
as “Bulk Damage” or “Nonionizing Energy Loss” often
abbreviated to NIEL. Although displacement effects have
been studied in a wide variety of materials, only displace-
ment effects on semiconductors are considered important
in electronics, because the other materials are inherently
tolerant to displacement effects at exposures well beyond
the maximum tolerance levels of most semiconductor de-
vices. Silicon has been studied most extensively, and it

FIGURE 19 Radiation-induced absorption of various alkali sili-
cate glasses. (Courtesy of Phillips Research Laboratories.)

will be used as the example for this discussion. There are
similar data for germanium, as well as many compound
semiconductors. The particles likely to cause displace-
ment problems are ions, electrons, protons, and neutrons,
although any particles possessing high momentum, in-
cluding unstable ones (e.g., muons and pions), can produce
atomic displacements.

A. Simple Defects

The simplest defects in an otherwise regular crystal lat-
tice are vacancies and interstitials. A vacancy is an un-
occupied lattice site; an interstitial is an extra atom in-
serted between the atoms occupying lattice sites. It might
be expected that exposure of an elemental semiconductor
(e.g., silicon) to electrons whose energy is slightly above
the threshold for displacement effects (i.e., that can dis-
place an atom from its lattice site) would create vacancy–
interstitial pairs whose characteristics and effects could
then be observed. Unfortunately, thermally activated rear-
rangements preclude such observations at room temper-
ature and even at liquid-nitrogen temperature. There is
even some evidence that the silicon interstitial formed by
irradiation at liquid-helium temperature is mobile.

The simplest defect in silicon that is stable at room
temperature is the B1 center (also called the A center). It
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consists of a substitutional oxygen atom formed by a mo-
bile radiation-induced vacancy migrating to an interstitial
oxygen. The interstitial oxygen was electrically inactive,
the substitutional oxygen is an electron trap that serves as
an effective recombination center. It can also be readily
detected by electron spin resonance (ESR). Considering
its origin and ease of detection, the B1 center concentration
is an excellent measure of the density of mobile isolated
vacancies formed in a particular radiation exposure.

The next simplest defect in silicon that is also stable at
room temperature is a divacancy: two vacancies located
near one another in the silicon lattice. Divacancies are also
detectable by ESR as G6 and G7 centers and have been
used to measure the onset of more complex defect forma-
tion. Figure 20 demonstrates the use of these defects to
measure the dependence of radiation effects on electron
energy in silicon. The threshold for forming the vacancy
by displacing one atom from its lattice position is reflected
in the (V + Oxy) curve. The onset of more complex de-
fects is shown by the V2

TOTAL curves. These results are
in reasonable agreement with a threshold for displacing
a silicon atom at 12.9 eV. It is clear that, as the incident
electron energy is raised, ever more complicated defects
are formed, as are more of the simpler defects.

FIGURE 20 Energy dependence of the room-temperature pro-
duction rate of the divacancy V2 and of the vacancy–oxygen pair
(V + Oxy). [Reprinted with permission from Corbett, J. W., and
Watkins, G. D. (1965). “Production of divacancies and vacancies
by electron irradiation of silicon,” Phys. Rev. 138, A555.]

B. Defect Clusters

The situation for fast neutron irradiation of silicon and
other materials is considerably different. A typical sili-
con recoil from a 1-MeV neutron collision would receive
∼50 keV, producing in turn ∼1000 other displaced atoms
within a path length of ∼100 nm, as illustrated in Fig. 21.
Such a cluster of displaced atoms cannot be adequately
described as a superposition of simple defects: a high con-
centration of trapping centers will produce a space-charge
sphere around it, reflecting the charge removed from the
conduction or valence band near the defects. Only a small
fraction of the defects in the cluster need to be charged to
establish a space-charge barrier around the cluster. This
process is illustrated in Fig. 22 which depicts a region of
n-type semiconductor in which a localized cluster of deep
electron traps has just been introduced. Some of the con-
duction electrons are inclined to be trapped at these sites,
and other conduction electrons will then diffuse into this
region under the influence of the resulting density gradi-
ent. However, this results in a negatively charged region in
the defect cluster surrounded by positive charge from the
nearby material from which the excess electrons have dif-
fused. This process stops when the space charge shifts
the potential of the cluster region sufficiently to place
the Fermi level near the trap level. For a large, dense
defect cluster only a small fraction of the traps need be
occupied to achieve this condition. If such a cluster is in-
serted into high-resistivity material, the region of positive
space charge around the cluster can be much larger than
the actual size of the cluster.

The effects of such a cluster and its associated space-
charge region on the properties of the semiconductor can

FIGURE 21 Displaced atoms in a crystal lattice, illustrating a
cluster produced by ∼1 keV recoil atom.
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FIGURE 22 Space-charge layer forming around a defect cluster.
(a) Initial condition; (b) after charge arrangement.

be very different from the effect of a uniform distribution
of point defects. For example, in silicon the effect of the
clustered defects on the recombination rate of excess car-
riers is much stronger than the effect on net carrier density,
as compared with the equivalent average density of dis-
placed atoms. This is illustrated in Fig. 23, which presents
a calculation of the effects of unannealed clusters of vari-
ous sizes on the net carrier concentration and on the inverse
carrier lifetime in 10 �-cm p-type silicon. The equivalent
number of displaced atoms distributed uniformly would
produce an effect approximately proportional to the recoil
atom energy, as shown, with a small roll-off at high en-
ergy to account for the ionization loss of the recoil atom.
Instead, the clusters show an effect on carrier concentra-
tion that increases only slightly with recoil energy and an
effect on carrier lifetime that is much stronger than linear.
Other manifestations of clusters and space-charge layers
include the very large factor by which carrier lifetime ef-
fects anneal after a short-pulse (<1 msec) displacement
exposure, as compared with almost no short-term anneal
effect on the conductivity.

C. Short-Term Annealing

Annealing is the rearrangement of atoms or charges in
a material with time after irradiation. High temperature
may be needed to produce these effects but some anneal-
ing effects occurs at room temperature over long peri-
ods. This section deals with rearrangements over even
shorter periods. We know that stable displacement dam-
age at room temperature is only a small fraction of the
calculated initially produced damage; therefore there must

be a transition period during which occur the atomic re-
arrangements responsible for the annealing. Initial mea-
surements on bipolar transistors demonstrated that the ef-
fective damage (e.g., change in reciprocal hfe) produced
by a short neutron pulse was up to a factor of 6 greater
at 1 msec after exposure than the long-term stable dam-
age. The annealing time scale decreased with increasing
minority-carrier injection level. Later experiments on so-
lar cells with few-microsecond neutron pulses measured
minority-carrier lifetime annealing factors as high as 50
in p-type silicon. Actually, the damage measured imme-
diately after exposure in these experiments agreed well
with the calculated effect of space-charge regions around
damage clusters (see Fig. 23). The annealing process was
then modeled as the shrinkage of the space-charge vol-
ume during defect rearrangement inside the cluster. The
small degree of short-term annealing in majority-carrier
density is consistent with this hypothesis. The dependence
of annealing rate on minority-carrier injection is also con-
sistent with low-temperature long-term annealing studies,
that demonstrate that the vacancy is more mobile in its
negative charge state, which is likely to occur in p-type
silicon only during minority-carrier injection.

D. Scaling Displacement Effects
for Different Exposures

Although it is tempting to scale displacement effects pro-
duced by different exposures according to the energy im-
parted in nonionizing collisions by atomic recoils, the
strong effects of displacement clusters, particularly in
semiconductors, must produce some caution. In addition,
the dominant role of pre-existing defects and impurities
on the quantity and nature of eventually stable defects,
particularly for low energy exposures that produce mostly
isolated displaced atoms, increases the complexity of ex-
periments comparing the effects of different irradiations;
apparently identical materials may respond very differ-
ently. As long as some margin for uncertainty is allowed,
it is possible to compare the effects of different exposures
if the following requirements are met:

1. One separates the effects of relatively isolated defects
(e.g., those produced by <3-MeV electrons) from
those produced by energetic recoils (e.g., reactor
neutrons).

2. The scaling is done by dividing the recoil energy
spectrum into its low-energy (<100 eV) and
high-energy parts and associating appropriate damage
coefficients with each part).

Figure 24 illustrates how this can be done by presenting
the cumulative non-ionizing recoil energy as a function
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FIGURE 23 Calculated effect of one recoil per cubic centimeter on recombination rate and carrier concentration.
[Reprinted with permission from van Lint, V. A. J., Leadon, R. E. and Colwell, J. F. (1972). “Energy dependence of
displacement effects in semiconductors.” IEEE Trans. Nucl. Sci. NS-19, No. 6, 181. Copyright IEEE 1972.]

FIGURE 24 Relative amount of recoil energy imparted to re-
coils with energy <ER versus ER /25 eV for silicon (renormalized
for different particles). [Reprinted with permission from van Lint,
V. A. J., Flanagan, T. M., Leadon, R. E., Naber, J. A., and Rogers,
V. C. (1980). “Mechanisms of Radiation Effects in Electronic Ma-
terials,” Vol. 1, Wiley, New York. Copyright 1980 John Wiley and
Sons.]

of the energy of the individual recoil atoms for different
irradiating particles. For example, it can be seen that the
recoil energy spectrum produced by 50-MeV protons is
not much different from that produced by a combination of
30-MeV electrons. which produce recoil energies mainly
up to 1 keV, and reactor neutrons, which cover the higher-
energy recoils. Thus, an appropriate linear combination
of electron and neutron data would provide an accurate
estimate of the effects of protons on most materials.

In spite of this caution, recent work has shown remark-
ably good agreement between calculations of nonioniz-
ing recoil energy (i.e., displacement curves in Figs. 6
and 7) and experimental data on room-temperature stable
damage for various energy neutron and proton irradia-
tions. The calculations are absolute, using measured inter-
action cross sections. The measurements are normalized
to the calculations once only to account for annealing. The
relative effectiveness of different neutron spectra is usu-
ally expressed by reducing all to a 1-MeV equivalent flu-
ence using the calculated energy dependence. The strong
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dependencies on cluster size implied by Fig. 23 do not
appear to affect these correlations. It appears that the an-
nealing process distributes the stable damage sufficiently
widely to minimize the cluster effects. Some experiments
on extra pure silicon used in detectors show the clusters
in the process of steady change over long periods (room
temperature annealing) and suggest the presence of multi-
vacancies such as V6. New theoretical methods and large
computer power have been used to calculate the energy
levels of these defects in the silicon bandgap.

E. Effects of Displacements

Displacement radiation effects are manifested most
strongly in semiconductors by decrease of the excess-
carrier recombination lifetime, τ ; second, by changes in
the net majority-carrier concentration, n or p; and third,
by decreases in the carrier mobilities, µn and µp. For
exposure fluences that do not move the Fermi level too
much, the dependence on fluence, �, can be represented,
in n-type material by

1/τ = 1/τo + Kτ�

n = no − Kn�

1/µ = 1/µo + Kµ�,

where “o” subscripts refer to the property values before
exposure.

Semiconductor devices whose properties depend on
excess-carrier recombination rates are most sensitive to
displacement effects. Solar cells are particularly sensi-
tive. The short-circuit current produced in silicon solar
cells by the longer-wavelength photons is proportional to
the minority-carrier diffusion length, which varies as the
square root of the carrier lifetime. Thus, for this wave-
length component,

1

I sc
2 = 1

I sco
2 + K sc�.

Similarly, for bipolar transistors the common-emitter cur-
rent gain, h f e, decreases with exposure as

1

h fe
= 1

h feo
+ K h fe�.

In Section VII.D, we mentioned experiments on clus-
tered defects in extra pure silicon. This material is used in
“vertex detectors,” particle trackers used in high-energy
physics. Unusually low levels of dopant (phosphorus,
boron) are dictated by the mode of detector action. The
result is an unusual degradation problem, caused mainly
by “carrier removal” (see earlier, this section). Particle
trackers in accelerators are exposed to pions and other un-
stable particles. Tests confirmed our earlier statement that,

in crystalline silicon, pions produce roughly the same de-
fects as other charged particles with high momentum such
as protons. The power of new theoretical methods and fast
computing have been combined to identify the defects
causing the problems in detectors while, in accelerator
projects, new silicon technology will be used to minimize
the electrical problems produced by these defects.

VIII. SINGLE-EVENT PHENOMENA

So far our discussion of transient ionization effects (Sec-
tion V) has addressed uniform ionization and the effects
on conductivity and currents across reverse-biased junc-
tions. Some modern semiconductor devices have very
small junction areas and correspondingly small amounts
of charge to control the state of critical circuit nodes (e.g.,
memory nodes). If this critical charge is small enough, a
single heavily ionizing particle passing through the junc-
tion can induce sufficient charge into the node to change
its state, causing a disruption of the data stored at the
node. This effect is called a single-event upset (SEU).
Whether or not a particular device structure exhibits SEU
disturbances depends on a comparison between the criti-
cal charge (i.e., charge required to change the information
state of a circuit node) and the product of the energy de-
position per unit length by the incident particle (i.e., its
ionization density) and the length of the path in the de-
vice from which charge is collected by the node. The path
length is determined mainly by the diffusion profile of the
device, but it can be increased somewhat by the electric
field created in a densely ionized spike by carrier mo-
tion (i.e., the funnel effect). There exist device structures
with such a low critical charge that α particles from natu-
rally occurring radioactive materials can produce SEU’s.
In other devices, heavily ionizing heavy ions in cosmic
rays (e.g., iron nuclei) may be required to exceed the
SEU threshold. Other processes for producing such in-
tense local ionization include energetic nuclear reactions
produced by fast neutrons, protons or mesons, where the
local energy is deposited by the fragments of the target
nucleus.

The SEU phenomenon can be illustrated using a typical
CMOS memory cell, as shown in Fig. 25 and the associ-
ated CMOS cross section in Fig. 26. The memory cell is
a flip-flop composed of two CMOS inverters. It has two
stable states: left or right side output node at high level,
the other low. Normally, while not being read or written
to, it is disconnected from the bit lines and retains the state
into which it was last written. Potential paths of ionizing
particles are illustrated in Fig. 26. In normal operation one
of the two transistors, n or p channel, will be turned off
and have a large voltage between its drain and its local
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FIGURE 25 Typical CMOS memory circuit. [Reprinted with per-
mission from Sivo, L. L., Peden, J. C., Brettschneider, M., Price,
W., and Pentecost, P. (1979). “Cosmic ray-induced soft erros in
static MOS memory cells.” IEEE Trans. Nucl. Sci. NS-26, No.6,
5042. Copyright 1979 IEEE.]

substrate. An ionizing particle will cause charge to flow
from its substrate to the drain (inverter output line). As a
result a voltage pulse appears at the inverter output, which,
if sufficiently large, can initiate regenerative action by tog-
gling the other inverter into a change of state. Below the
toggling threshold the coupled inverters tend to restore the
memory state fairly quickly, so that the rapid charge flow
from the depletion layer determines the critical energy
deposition.

Estimating the rate of SEU events requires the following
information:

1. The critical charge: how much charge must be
injected into a node to trigger regenerative action.

FIGURE 26 Path of cosmic-ray particles through CMOS in-
verter. [Reprinted with permission from Sivo, L. L., Peden, J. C.,
Brettschneider, M., Price, W., and Pentecost, P. (1979). “Cosmic
ray-induced soft erros in static MOS memory cells.” IEEE Trans.
Nucl. Sci. NS-26, No.6, 5042. Copyright 1979 IEEE.]

2. The device geometry: the area of the sensitive node
and the available path length for an ionizing particle
to deposit its energy.

3. The energetic-particle exposure: the flux density of
particles with sufficient ionizing power to deposit the
critical charge within the available path length, either
directly or via nuclear interactions.

4. Shielding: the effect of intervening material to
attenuate or change the spectrum of the incident
particles.

Larger devices typically are inherently immune to
SEU’s: their critical charge cannot be generated by the
most heavily ionizing events. For most space-based appli-
cations energetic iron nuclei in cosmic rays are the most
effective at producing SEU’s. While the probabilities for
upsets due to nuclear interactions of neutrons and pro-
tons of modest energy (>10 MeV) are much less, they
are still significant for complex electronics exposed in the
atmosphere. Some devices must be protected by purified
shielding material, because even alpha particles from nat-
ural radioactivity can produce upsets.

Experiments exposing specific devices to energetic ions
are usually used to measure the effective device cross sec-
tion as a function of linear energy transfer (LET). An ex-
ample for a 256-Kbit SRAM is illustrated in Fig. 27. The
expected exposure spectrum is then translated into the flux
density as a function of LET, as illustrated in Fig. 28. The
expected upset rate can then be estimated by convolving
the two curves.

Dynamic NMOS memories are particularly susceptible
to SEU’s, since their state retention depends on retain-
ing the charge on very small capacitors between refresh

FIGURE 27 SEU cross-section measurements for Matra 256-
Kbit SRAM. [Reprinted with permission from Dodd, P. E., et al.
(1998). “Impact of ion energy on single-event upset.” IEEE Trans.
Nucl. Sci. NS-45, No. 6, 2483 Copyright 1998 IEEE. ]
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FIGURE 28 Geosynchronous effective flux LET spectrum.
[Reprinted with permission from Peterson, E. L. (1995). “SEE rate
calculations using the effective flux approach and a generalized
figure of merit approximation.” IEEE Trans. Nucl. Sci., NS-42, No.
6, 1995. Copyright 1995 IEEE.]

operations. A heavily ionizing particle passing through
the depletion layer between the capacitor and substrate
can discharge a capacitor sufficiently that it appears to be
uncharged at the next refresh operation, after which the
memory error will be preserved. Since all the charge col-
lected between refresh cycles is effective in discharging
the capacitor, both depletion and diffusion-region contri-
butions of the ionization energy deposition contribute to
the SEU effectiveness.

Latchup is another, more dramatic, manifestation of
single-event phenomena in some devices: the ionizing
event triggers the device into a high-current paralyzed
state, which may cause permanent thermal damage, or re-
quire at least power cycling for recovery. The most com-
mon latchup paths are found in CMOS inverters illus-
trated in Fig. 26. Consider the structure represented, from
right to left, by the p+ source of the p-channel transis-
tor, the n-substrate, the p-well and the n+ source of the
n-channel transistor. It appears to be a pnpn structure
similar to a silicon controlled rectifier (SCR). Normally,
it does not conduct, because the intermediate n and p lay-
ers are biased at the most positive and negative voltages,
respectively. Consider a typical state with high output: the
n-channel transistor on the left is turned off with bias be-
tween the n+ drain and grounded p-well; the p-channel
transistor on the right is turned on, with substrate, source
and drain all near VDD. The ionizing event creates mi-
nority carriers (electrons) in the p-well, which flow to
both the n-transistor drain and into the n- substrate. If
there is sufficient impedance between the n-substrate and
its bias connection, this current can cause the junction
between the n-substrate and p+ source to become for-
ward biased, i.e., turning on the SCR. This condition will
be sustained if the product of bipolar- transistor current
gains of the effective pnp and npn transistors is suffi-
ciently greater than unity to supply enough SCR-gate cur-

rent to maintain the forward bias across the np+ and n+ p
junctions.

Single-event latchup-type damage can occur even in
large-scale devices, such as power MOSFET’s. Again,
a parasitic path is triggered into a conducting state by
the high instantaneous energy deposition, allowing excess
current to persist and damage the device. Another damage
manifestation in such devices is Single-Event Gate Rup-
ture, which produces an electrical punch-through of the
gate oxide by a transient electrical overstress. The over-
stress is produced by the ionizing channel, but without
requiring any parasitic regenerative action.

IX. RADIATION EFFECTS IN SYSTEMS
AND TECHNOLOGY

A. General

In the foregoing sections, it has been noted repeatedly
that practical reasons exist for the study of radiation
physics. Advanced electronic and optical systems some-
times have to operate in radiation environments, so that
high-technology devices have to be made to survive the
radiation effects we describe. Therefore, it might be said
that, at the leading edge of technology, the most sophisti-
cated materials are being exposed to the most complicated
effects, as they are described above. Radiation physics pro-
vides a framework for the science, such as providing units
(see Table VI) and makes its contribution to modern tech-
nology both in the “radiation hardening” described in this
section and the next, which bring together some of the
important technological aspects of radiation physics.

B. Radiation Effects in Solid-State Electronics

1. The Problem

In solid-state devices, electronic functions are carried out
in microscopic regions of highly structured materials. It
is not surprising that, when particles or photons deposit
large amounts of energy in such a structure, effects oc-
cur that temporarily or permanently interfere with the op-
eration of that device. For example, the npn transistor
depends for its amplifying actions on the passage of cur-
rent through a perfectly ordered crystal lattice. This in-
cludes the transport of current across a thin layer known
as the base region. If neutrons or high-energy electrons
disrupt the crystal lattice, this base transport is disrupted,
and the transistor loses its power to amplify electrical
signals. A similar effect occurs in single-crystal silicon
solar cells. In fact, it was the practical problem of de-
signing solar panels to survive in space that gave rise
to one of the first radiation-effects engineering projects.
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TABLE VI Radiation Units

1 rad = 100 erg g−1

= 6.25 × 1013 eV g−1 = 10−2 Gy

1 Mrad = 6.25 × 1019 eV g−1 = 10 kGy

1 Gy = 1 J kg−1 = 100 rad

1 kGy = 105 rad = 100 krad

1 MGy = 108 rad = 100 Mrad

1020 eV g−1 = 1.6 Mrad = 16 kGy

1 roentgen (R) = 86.9 erg g−1(air) = 2.58 × 10−4 C kg−1(air)

1 R of 1–MeV photons = −1.95 × 109 photons cm−2

This fluence deposits

0.869 rad (cGy) in air

0.965 rad (cGy) in water

0.865 rad (cGy) in silicon

0.995 rad (cGy) in polyethylene

0.804 rad (cGy) in LiF

0.862 rad (cGy) in Pyrex glass (80% SiO2)

1 curie (Ci) of radioactive material produces 3.700 × 1010 disintegrations per second. (activity 37 GBq)

A 1–Ci point source emitting one 1-MeV photon per disintegration gives an exposure of 0.54 R hr−1 at 1 m

A 1–Ci 6OCo source gives 1.29 R hr−1 at 1 m

Photon flux at 1 m from a 1-Ci point source = 1.059 × 109 cm−2 hr−1 (assuming one γ -ray photon per disintegration)

Systeme Internationale (SI) Units recommended by the International Commission on Radiation Units and
Measurements (I.C.R.U.) [Brit. J. Radiology 49, 476(1976)] are the following:

• Absorbed dose: the Gray (Gy) = 100 rad = 1 J/kg

• Exposure: the Coulomb per kilogram (no name given) = 1 C/kg

• Quantity activity: the Becquerel (Bq) = 1disintegration /sec = 2.703 × 10−11 Ci

• the old units have been abandoned in some fields but not in others

• 1 rad may be called “1cGy”

Basic units of biological dose from radiation are the rem and the sievert (Sv). 1 Sv is the absorbed dose to

the body of 1 Gy weighted by a quality factor Q.F. that is dependent on the type of radiation involved. This

is because the energy absorption from heavily ionizing particles has greater effectiveness for biological

damage. 1 Sv = 100 rem.

These effects were discussed in Section VII, Displacement
Effects.

Ionization severely affects electronic circuits that use
metal-oxide-semiconductor (MOS) technology. This ef-
fect is caused by both particles and photons, since a high
mass is not needed. The energy imparted to the solid ap-
pears in the form of electrons and holes (positive and neg-
ative carriers of electricity). If a voltage is present on the
metal electrode, the electrons and holes move apart. This
leads to the formation of charge sheets in the oxide layer
(see Fig. 15). Positive charge sheets near the semiconduc-
tor have a profound effect on the ability of the semicon-
ductor to conduct electrical signals. As a result of this type
of effect, MOS integrated circuits are often badly affected
during space flights. Special design measures are needed
to prolong their survival. This may involve either a ma-
jor adjustment in the processing used to make the devices

or the addition of shadow shields to reduce the space ra-
diation dose reaching the component. These effects were
discussed in Section VI, Long-Term Ionization Effects.

For equipment exposed to pulsed radiation, such as
nuclear explosions, photocurrents can upset most inte-
grated circuits to act as spurious signals in digital circuits
and produce errors in microcomputers, memories, and so
forth. These effects were discussed in Section V, Transient
Ionization Effects.

A problem that has arisen with the more recent large-
scale integrated circuits is the single-event upset. As mem-
ory and logic cells on integrated circuits become smaller
it is possible for a single heavy ion to deposit enough
charge to discharge a logic mode, producing an error.
Cosmic rays and radioactive emanations have both been
found to produce soft-error upsets in large-scale integrated
circuit memory chips. A problem found at one stage in
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development was that the minerals used in the ceramic
packaging contained radioactivity that caused soft errors.
These effects were discussed in Section VIII. Single Event
Phenomena

2. Data Banks

A large variety of semiconductor device designs is avail-
able on the commercial market. Each type has its own
make-up, hence, each may have a differing response to
radiation. While the laws of radiation physics help us to
make an approximate prediction of this response, a firm
prediction is obtained only by testing a reasonable sam-
ple of a given commercial type in a laboratory radiation
source. Such testing has been proceeding for a number of
years. It has been sponsored mainly by space and military
projects, which have accumulated extensive banks of en-
gineering data. Since new device designs are constantly
being produced, the process of testing and putting the re-
sults in data banks is continuous. Efficient use of such data
banks by the community of aerospace and nuclear engi-
neers is needed to reduce repetitions in the already costly
business of analyzing and testing electronic devices under
radiation (for websites containing databases of this kind,
see the end of this article).

3. Radiation Hardening of Devices

Research has gone into ways in which the design of semi-
conductor structures can be altered to reduce the effects
of radiation. The improved devices are sometimes known
as radiation-hardened devices. We shall illustrate the ap-
proach used in device hardening by the case of the very
sensitive MOS integrated circuit. The long-term effects of
radiation are localized in the silicon dioxide layers. It has
been found that these effects can be alleviated by altering
the rate of growth of the oxide layers and controlling the
composition of the gases used to promote the growth and
annealing of the oxide. Finding the best method of process
modification has entailed a large amount of research. The
mechanisms of degradation of the oxide films first had to
be understood. It is now possible to make “megarad-hard”
microprocessor circuits. The same circuit made by com-
mercial methods would fail at a dose of 10 krad. Only a
few production lines for “hard” device exist in the world.

C. Optical Systems

In the early days of solid-state physics research, it was
noticed that crystals of potassium chloride, normally col-
orless, became purple when exposed to X-rays. Similar
color-center effects have since been found in most trans-
parent solids. Most common glasses become dark brown
when irradiated, so that the degradation of optical de-

vices under radiation is a serious engineering problem. For
example, cameras used to inspect the interiors of nu-
clear reactors have to be changed frequently because
of radiation-induced browning. A particularly vulnera-
ble form of optical device is the optical fiber. If radiation
causes an optical medium to darken, then the longer the
optical path, the more severe the optical losses produced.
In communications, the optical paths in fibers may be sev-
eral miles long, and the loss of a few decibels per kilometer
may cause the failure of the system. Table V shows the
very great difference between the losses in doped and pure
silica fibers. To make an optical system more tolerant to ra-
diation, materials must be carefully selected; Table V also
shows some figures for the great variability in the brown-
ing of silicate glasses and also for the beneficial effect of
cerium doping on them. In some cases, the shielding of
the most sensitive element of a system, such as a lens, may
help.

D. Structural Materials

1. Metals

The metal and ceramic parts that go to make up nuclear
reactors often receive very high exposure to neutrons and
γ rays from the nuclear reactions in the fuels. In the future,
similarly intense exposures will occur in the first wall of a
fusion power reactor. The radiation damage caused by the
neutrons is manifested as the production of voids. The net
result is that the metal sample swells significantly. This
may lead to the spontaneous rupture of a nuclear fuel, and
will certainly lead to the loss of mechanical strength. The
selection of the alloys for constructing reactors is thus a
vital field of research.

2. Polymers

The mechanical strength of polymers depends on the con-
tinuity of the carbon backbones of the polymer molecules.
Energy deposition from any form of radiation (includ-
ing UV light) can cause the rupture, or scission, of the
carbon–carbon bonds, leading to loss of strength. How-
ever, before this occurs, more complex chemical reac-
tions may actually lead to the toughening of the polymer
by cross-linking leading to a three-dimensional network
of molecules. Thus, in several commercial processes,
polymers are treated with radiation after molding or ex-
trusion. Radiation also “cures” layers of polymers. For
example, uncured polymeric coatings on wires or dipped
articles can be hardened in place.

E. Shielding

A radiation shield is a mass of material placed between a
source of radiation and an object that requires protection,
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so as to reduce the radiation dose received. The design
of shielding is a combination of techniques, such as the
calculation of radiation transport, the selection of a struc-
ture, and the choice of materials to suit the situation of the
source and object. For large shields, cost analysis is nec-
essary. For special vehicles, such as satellites, weight is,
of course of major importance and cost is less important.
However, for a large reactor, the aim is to use earth, water,
or concrete whenever possible to reduce cost.

The range–energy curves and photon attenuation curves
discussed earlier are useful for a rough evaluation of
the effectiveness of a given shield, but for the full de-
sign of a radiation shield, detailed calculations of radia-
tion transport are required, using computer programs that
trace the progress of individual particles through the var-
ious layers of a shield. For power reactors the same pro-
grams also calculate the heat produced in shields, the
cooling necessary, and the complicating effects of the
large ducts that penetrate the shields. In power reactors,
the shields become radioactive, remaining so after ma-
chine shutdown, thus hampering the maintenance proce-
dure. Research is carried out on low-activation shielding
for reactors.

In future, magnetic-confinement fusion reactors that are
built for power generation are likely to have a very heavy
toroidal shield surrounding the reaction vessel. Extensive
ducting will be necessary. In the United States the comput-
ers used for shield and structure analysis in fusion reactors
are some of the most powerful in existence.

In spacecraft, the components of interest are circuits lo-
cated in electronics boxes. They are surrounded by arrays
of other parts, satellite structures, and so on, which act
as built-in shielding. Some boxes are thus more protected
than others. Computer programs are used to calculate the
built-in shielding. The programs used perform ray tracing
to determine the directions from which radiation pene-
trates to the component of interest. A summary of our
calculation for a typical spacecraft is presented in Fig. 29.

F. Systems Engineering

On some occasions, electronically controlled machines
have to operate in radiation environments. The prime ex-
ample is unmanned satellites, which often have to op-
erate in the trapped radiation belts that exist around the
earth. The electronics in geostationary communications
satellites are designed to last for many years, and internal
doses are in the region of 10 krad/year. Other examples
are military vehicles, which may be exposed to nuclear
explosions; remotely handled tools operating in a nuclear
reactor facility; and the control and cooling systems in a
fusion reactor. The task of designing equipment to sur-
vive is a problem in systems engineering. Given the usual

FIGURE 29 Summary of the shielding analysis for a spacecraft.

constraints on size, weight, cost, and so on, the system
has to be optimized. The designer must achieve a balance
between the methods available for reducing the effects of
radiation. These include (1) changing circuit design to in-
crease tolerance, (2) adding shielding, (3) procuring less
sensitive components, and (4) making alternative mechan-
ical layouts. Radiation physics is used in the development
of the system approach. The first contribution of radia-
tion physics is to make predictions of the degradation or
other responses of the electronic or optical components
that incur most of the damage. This involves solid-state
physics. Calculations must be made of the individual re-
sponse of each component of the circuit, and then the com-
bined effect of these must be calculated. This involves
electrical engineering. Furthermore, methods to reduce
the responses where necessary again may involve solid-
state physics, electrical and mechanical engineering, and
extensive systems engineering. Finally, a method is devel-
oped to compare the merits of the various steps taken.

X. SPECIAL USES OF RADIATION

We have learned to control and use radiation in a large
number of ways, most of which are to the benefit of
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mankind. First, humans have to be protected from radi-
ation. Second, devices, especially microelectronics and
optics, have to be protected. Third, controlled amounts
of radiation are a part of life-saving diagnosis and ther-
apy. Fourth, scientists have thought up a large number
of other useful techniques which derive from the special
powers of high-energy radiation, some of which we will
now mention briefly.

A. Radiography—The Familiar One

The most common use of radiation is in radiography, for
diagnosing disease. The familiar radiographic X-ray uses
photons of energy near 50 keV. This range gives the cor-
rect contrast for picturing bones and internal organs or the
contents of airline baggage. Chest radiography contributes
more than any other man-made source to the overall expo-
sure of the population to radiation. However, the perceived
benefits outweigh the perceived risks so that this technique
inspires much less anxiety than most other forms of radi-
ation, such as the minute emissions from power stations.

B. Specialized Radiography

The technologies of electron beams, computer control and
fast imaging have made advances leading to some unique
forms of radiography, described below.

i. Computed tomography. A more detailed picture of
internal organs is given by a special form of
radiography in which X-ray tubes are rotated around
the body and a computer reconstructs the images as
“slices” through the body.

ii. High-speed photography. Electron beams can be
switched on and off very rapidly. “Flash X-ray
machines” use this method to illuminate high-speed
processes such as rotating engines, explosions, and
bullets striking a target.

iii. Aircraft safety. X-ray machines are used to study
clearances and detect cracks in the spars and engines
of aircraft. Linear accelerators and cobalt-60
gamma-rays are used to penetrate thick girders,
where lower-energy X-rays cannot penetrate. Beams
of cold neutrons have also given unique views of the
motion of fuel and oil within aeroengines.

C. Life Savers

i. Radiotherapy. The careful local irradiation of a
cancerous growth can reduce the tumor and greatly
prolong the life of the subject. Radiotherapy
treatment planning is a highly skilled procedure in
which the radiation physicist calculates and then
measures with precision during treatment the local

radiation dose to a tumor while minimizing the doses
that reach healthy tissue. As part of the planning,
computers are used to calculate and plot the
anticipated radiation doses around an organ for a
chosen radiation source. The sources may be
implanted radioisotopes or external high-energy
beams. The art of medical dosimetry is to control the
energy deposited so accurately that neither under-
nor overdoses occur. Some tissues other than tumors
that undergo dangerous overgrowth are now also
being treated with radiation.

ii. High-energy beams in therapy. Particle
accelerators which operate in the range of billions of
electron volts have been used successfully for a dual
purpose—discovering new facts about fundamental
physics (HEP) and treating deep-seated cancers in
the brain and body.

iii. Personnel protection. Both man-made radiation and
the natural environment are monitored to keep the
radiation exposure of humans to the minimum.
Certain veins of minerals on the Earth’s surface
(Brazil and India have outstanding examples) can
give dangerous radiation levels. Workers who use
radiation must also be protected. Radiation Safety
officers use instruments initially developed for
nuclear physics but now specially adapted to
Personnel protection at work. Miniaturized “pocket
dosimeters” will “bleep” to warn of radiation
hazards, while miniaturized “dosimeter badges”
keep a monthly count of a person’s total exposure.
Polycarbonate plastic foils which record the tracks of
heavy particles are used in the control of dose from
Radon, a hazard from the ground in volcanic areas.
A new occupational hazard, of long-term exposure to
cosmic rays on high-flying airliners, is now being
monitored by semiconductor detectors originally
designed for spacecraft.

iv. Detection of explosives. Neutron beams can detect
the high content of nitrogen in an explosive by using
detectors which recognize the characteristic
backscatter of radiation from an object, even within
luggage or a large vehicle. The returns given by this
method are more precise than those given by X-ray
detection systems.

D. Radiotracers

Radioisotopes can be detected in minute amounts by
gamma-photon counting instruments. In this way, small
amounts of isotopes can be tracked through the body’s
chemical processes and provide a “tracer” of the body’s
functions. Similar methods are used to track and under-
stand industrial chemical or physical processes.
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E. Sterilization

A beam of electrons or gamma-rays will kill bacteria and
parasites in food, surgical instruments, or sewage by the
ionization effect without leaving any radioactivity. At the
doses required, no serious degradation occurs in fruit,
grain and many products irradiated, although great caution
is being exercised before the public is allowed to eat irra-
diated foods. Industrial radiation treatment machines will,
in future, constitute one of the largest uses of electrons and
gamma-rays in human service. Radiation physics is used
in the design of the processing plant and—as for therapy
but on a higher scale—the precise delivery of doses.

F. Curing of Polymers

In industrial processes, polymers are treated with radiation
after molding or extrusion to solidify or merely to toughen
(cross-link) the existing polymer. Radiation is also useful
for “curing” thin layers of polymers such as ink, paint,
coatings on wires or dipped articles. The benefit of radi-
ation curing is that it often reduces the pollution caused
by older processes as solvents are evaporated off during
drying.

G. Level Measurement

The fact that gamma-rays can penetrate thick tubes means
that a beam of gamma photons from an isotope, passed
across a container can be measured by a counter. The level
of a liquid in the container can be measured by a sudden
drop in count rate as the surface level passes through the
gamma beam. A similar effect can be obtained by the
back-scatter of particles.

H. Ion Implantation

Ion beams, generated in accelerators are implanted in
solids to modify their properties. High-current ion im-
planters are available for industrial use. The predominant
use of ion beams is in the formation of miniature p-n junc-
tions using kilovolt beams of phosphorus and boron. The
theory of displacement effects, described earlier, is now
being applied to the better control of junction formation
on the submicron scale in microelectronics.

I. Microanalysis

Radiation is used in many ways in the analysis of chemical
or crystalline makeup of materials. For example, the iden-
tity of a few milligrams of a material can be determined
by the diffraction of X-rays from the crystal structure, the
measurement of the energy of X-rays given off when an

electron-beam probe is played on the sample or the mea-
surement of the radioactivity generated by neutrons.

J. Light from Radition

Luminescence—the conversion of radiation to light in cer-
tain “phosphor” compounds—has been a major theme of
radiation physics for a 100 years. In the early days, Roent-
gen and Rutherford both used phosphorescent screens to
make radiation visible. The “cathode ray,” i.e., the elec-
tron is used effectively in modern color monitor screens
because phosphor technology has developed greatly from
those beginnings. In order to identify individual particles,
“scintillation counters” monitor minute light pulses from
large, clear volumes of phosphors which are specially
grown or cast. The glow in certain irradiated phosphors
is also smoothly released during heating. This effect—
thermoluminescence—is a leading method for dosimetry
and for archaeological dating. New HEP experiments will
carry several tons of very dense and highly pure scintilla-
tors. These are designed to help uncover new members of
the elementary particle family. Thus optics and lumines-
cence will continue to be of importance to microelectron-
ics as one of the skills required in radiation physics.

K. Summary

It can be seen from the above that, while the benefit to
humans conferred by radiation when used in health care is
of major importance, there are many other ways in which
the science of radiation physics is of major benefit. In
this last section, we have thus described some of those
lesser-known and specialized applications of radiation in
the service of mankind.
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GLOSSARY

Blocking cone Excluded volume behind an atom in a
crystal into which escaping ions do not penetrate due
to the repulsive potential between the atomic cores.

Bulk truncated surface Surface for which the structure
is identical to that of the bulk structure.

Channel electron multiplier Device constructed of ma-
terials with high secondary electron emissivity which
is used to detect and amplify a wide variety of electro-
magnetic phenomena such as UV and X-ray photons,
charged particles (electrons, ions), and high-velocity
atoms and molecules.

Coulomb potential Scalar point function equal to the
work per unit charge done against the Coulomb force in
transferring a particle bearing an infinitesimal charge
from infinity to a point in the field of a specific charge
distribution.

Impact parameter Minimum perpendicular distance
from an ion trajectory to the target atom.

Recoil Atom that is set into motion by an atomic colli-
sion or by a process involving the ejection of another
particle.

Reconstructed surface Surface for which the symmetry
is different from that of the bulk symmetry.

Relaxed surface Surface that has the symmetry of the
bulk structure but different interatomic spacings.

Scattering Change in the direction of motion of a particle
as a result of a collision or interaction with another
particle.

Screening function Function that describes the differ-
ence between the atomic number of an element and
the apparent atomic number resulting from reduction
of the electric field of the nucleus by the space charge
of surrounding electrons.

Shadow cone Excluded volume behind a target atom into
which projectile ions do not penetrate due to the repul-
sive potential between the atomic cores.

Sputtering Ejection of atoms or groups of atoms from a
surface as a result of energetic ion collisions.

 485
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Time-to-amplitude converter Device which measures
the time interval between electrical pulses and gen-
erates an analog output pulse proportional to the mea-
sured time.

ION SCATTERING AND RECOILING SPECTROM-
ETRY consist of directing a collimated beam of monoen-
ergetic ions toward a surface and measuring the flux of
scattered and recoiled particles from this surface. When
the neutral plus ion flux is velocity selected by measur-
ing the flight times from the sample to the detector, the
technique is called time-of-flight scattering and recoiling
spectrometry (TOF-SARS). The technique is used for (1)
surface elemental analysis by measuring the energies or
velocities of the particles, (2) surface structural analysis
by monitoring the angular anisotropies in the flux of scat-
tered or recoiled particles, and (3) analysis of ion–surface
electron exchange probabilities by determining the ion to
neutral ratios in the scattered or recoiled particle flux.

I. BASIC PHYSICS UNDERLYING
TOF-SARS

A. Atomic Collisions in the
Kiloelectron-Volt Range

The kinematics of atomic collisions in the kiloelectron-
volt range is accurately described through classical me-
chanics by considering the mutual Coulomb repulsion be-
tween the colliding atomic cores. The scattered primary
atom loses some of its energy to the target atom which, in
turn, is recoiled into a forward direction. The energies of
the scattered and recoiled atoms and the directions of their
trajectories are determined by the masses of the colliding
pair and the closeness of the collision.

By applying the laws of conservation of energy and
momentum, the TOF of an incident ion of mass M1 and
energy E0 which is scattered from a target atom of mass
M2 into an angle � is given by

tS = L(M1 + M2)/(2M1 E0)−1/2
{
cos �

± [
(M2/M1)2 − sin2 �

]1/2}−1
, (1)

where L is the flight distance, that is, the distance from
target to detector. For cases where M1 > M2, there is a
critical angle �c = sin−1(M2/M1) above which particles
arriving at the detector must have experienced more than
one collision. Recoils that are ejected from single colli-
sions of the projectile into an angle φ, that is, direct recoils,
have a TOF given by

tR = L(M1 + M2)
[
(8M1 E0)1/2 cos φ

]−1
. (2)

Because of the energetic nature of the collisions, molecu-
lar fragments are not observed as direct recoils and their
energies are independent of the chemical bonding envi-
ronment.

B. Interatomic Potentials

Scattering in the kiloelectron-volt range is dominated by
repulsive potentials of the screened Coulomb type, such
as

V (r ) = [
Z1 Z2e2

/
r
]
�(r ), (3)

where r is the internuclear separation, the Zi are the atomic
numbers of the collision partners, and � is a screening
function; there are several good approximations for �.
Using such a potential, the relationship between the scat-
tering angle �, the recoiling angle φ, and the impact pa-
rameter p can be determined. A small value of p corre-
sponds to a near head-on collision and backscattering. A
large value corresponds to a glancing collision and for-
wardscattering. Fast computer programs to simulate these
trajectories have been developed.

C. Shadowing and Blocking Cones

For an ion flux impinging on a crystal surface, the ion tra-
jectories are bent by the repulsive potentials of the atoms
such that a shadow cone is formed behind each target atom.
Ion trajectories are concentrated at the cone edges, much
like rain pours off an umbrella, as shown in Fig. 1a. Sim-
ilarly, if the scattered or recoiled atom is directed toward
a neighboring atom, a blocking cone is formed behind the
neighboring atom as shown in Fig. 1b. The dimensions
of the cones can be calculated from classical mechanics
or they can be determined experimentally using crystals
with known interatomic spacings. Since the radii of these
cones are on the order of interatomic spacings, that is,
1–2 Å, the ions penetrate only into the outermost surface
layers, making TOF-SARS extremely surface sensitive.
This is in contrast to Rutherford backscattering spectrom-
etry (RBS), which uses ions in the million electron volt
(MeV) range for which the cone radii are only on the or-
der of 0.1–0.2 Å, allowing the ions to sample the bulk
structure.

D. Scattering and Recoiling Anisotropy

When an isotropic ion fluence impinges on a crystal sur-
face at a specific incident angle α, the scattered and re-
coiled atom flux is anisotropic. This anisotropy is a result
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FIGURE 1 Schematic illustrations of (a) backscattering and
shadowing, (b) direct recoiling with shadowing and blocking, and
(c) second-layer scattering at 180◦.

of the incoming ion’s eye view of the surface, which de-
pends on the specific arrangement of atoms and the shad-
owing and blocking cones. The arrangement of atoms
controls the atomic density along the azimuths and the
ability of ions to channel—that is, to penetrate into empty
spaces between atomic rows. The cones determine which
nuclei are screened from the impinging ion flux and which
exit trajectories are blocked. By measuring the ion and
atom flux at specific scattering and recoiling angles as
a function of ion beam incident α and azimuthal δ an-
gles to the surface, structures are observed which can
be interpreted in terms of the interatomic spacings and
shadow cones from the ion’s eye view. The anisotropy in
the scattered and recoiled flux is best observed by con-
structing scattering and recoiling structural contour maps,
which are plots of the scattered or recoiled intensity in α, δ

space.

E. Ion–Surface Electronic Transitions

Electron exchange between ions or atoms and surfaces can
occur in two regions, (1) along the incoming and outgo-
ing trajectories where the particle is within angstroms of
the surface, and (2) in the close atomic encounter where
the core electron orbitals of the collision partners over-
lap. In region (1), the dominating processes are resonant
and Auger electron tunneling transitions, both of which
are fast, that is, they occur in <10−15 s. Because the work

functions of most solids are lower than the ionization po-
tentials of most gaseous atoms, kiloelectron-volt scattered
and recoiled species are predominately neutrals as a re-
sult of electron capture from the solid. In region (2), as
the interatomic distance R decreases, the atomic orbitals
(AOs) of the separate atoms of atomic number Z1 and Z2

evolve into molecular orbitals (MOs) of a quasi-molecule
and finally into the AO of the “united” atom of atomic
number (Z1 + Z2). As R decreases, a critical distance is
reached where electrons are promoted into higher energy
MOs because of electronic repulsion and the Pauli exclu-
sion principle. This can result in collisional reionization
of neutral species. The fraction of species scattered and
recoiled as ions is sensitive to atomic structure through
changes in electron density along the trajectories.

II. TOF-SARS INSTRUMENTATION
AND EXPERIMENTAL METHODS

A. TOF-SARS System

An instrument for structural studies by ion scattering and
recoiling should be capable of continuous variation of the
scattering �, beam incident α, and crystal azimuthal δ

angles (see Fig. 1), generation of a pulsed kiloelectron-
volt primary ion beam of low fluence, efficient detec-
tion of both ions and neutrals, in situ low-energy electron
diffraction (LEED), and operation in an ultrahigh vac-
uum (<10−10 Torr) environment. Figures 2 and 3 provide
schematics of a TOF-SARS system and the pulsed ion
beam with associated electronics. The primary ion beam
is a 1 to 5 keV rare gas ion source which has a narrow
energy spread, is mass-selected, pulsed at 10 to 40 kHz,
with pulse widths of 20 to 50 ns for an average ion current
density of <1 nA/cm2, and has low angular divergence.
The detector is a channel electron multiplier or channel
plate which is sensitive to both ions and fast neutrals.
The sample is mounted on a precision manipulator, and
the angles α and δ are computer controlled by means of
stepping motors. Scattered and recoiled particles are ve-
locity analyzed by measuring their flight times from the
sample to detector, a distance of 1 m. An electrostatic
deflector plate near the flight path allows deflection of
ions for collection of TOF spectra of neutrals compared
to that of ions plus neutrals. Standard timing electronics
are used for data collection. The trigger output of a pulse
generator, delayed by the time necessary for the pulsed
beam to travel from the pulse plate to the sample, starts a
time-to-amplitude converter (TAC). The TAC is stopped
from the signal output of a particle reaching the detector.
The output of the TAC yields a histogram of the distribu-
tion of particle flight times. The data are collected into a
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FIGURE 2 Spectrometer system designed for TOF-SARS, electrostatic analysis of scattered and recoiled ions, and
conventional surface analysis techniques such as AES, XPS, and LEED. A, pulsed ion beam; B, turbomolecular pump;
C, ion pump; D, sample manipulator; E, detector precision rotary motion feedthrough; F, X-ray source; G, electron
gun; H, 180◦ electrostatic hemispherical analyzer; I, sorption pumps; J, sputter ion gun; K, viewport or reverse view
LEED optics; L, titanium sublimation pump; M, cryopump.

FIGURE 3 Schematic of pulsed ion beam line and associated electronics. A, ion gun; B, Wien filter; C, Einzel lens; D,
pulsing plates; E, pulsing aperture; F, deflector plates; G, sample; H, channel electron multiplier with energy prefilter
grid; I, electrostatic deflector.
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multichannel pulse height analyzer and stored in a com-
puter. TOF spectra can be collected with a dose of <10−3

ions per surface atom, making the technique relatively
nondestructive. The TOF-SARS instrument also has ports
that contain standard surface analysis techniques such as
LEED, Auger electron spectroscopy (AES), and X-ray
photoelectron spectroscopy (XPS).

B. Sample Preparation

Samples are typically in the form of single crystals with
polished surfaces. The surfaces are polished with suc-
cessively finer grits of alumina down to 0.05 µm. Be-
fore insertion into the vacuum chamber, these samples are
cleaned ultrasonically using suitable solvents. After the
sample is in the chamber and UHV conditions (10−10 Torr)
have been obtained, the sample is cleaned and annealed
by electron bombardment heating from the back of the
crystal. Sometimes it is necessary to sputter the surface
with rare gas ions to remove impurities that have migrated
to the surface. Reannealing is necessary after sputtering
to regain a smooth surface. Polycrystalline samples can
be used with good results in elemental analysis but with
less detailed information in structural analysis. Sample
cleanliness is checked by observing recoiled impurities in
TOF-SARS or by using standard surface analysis tech-
niques such as AES and XPS. Surface symmetry can be
verified by observing the LEED pattern.

III. ELEMENTAL ANALYSIS
FROM TOF-SARS

TOF-SARS is capable of detecting all elements either by
scattering or by recoiling, or by both techniques. TOF
peak identification is straightforward through the use of
Eqs. (1) and (2). Collection of neutrals plus ions results
in scattering and recoiling intensities that are determined
by elemental concentrations, shadowing and blocking ef-
fects, and classical cross sections. Spectra from a clean
tungsten surface and oxygen and hydrogen chemisorbed
on that surface are shown in Fig. 4. For clean W{211},
both the backscattering (BS) and forwardscattering (FS)
spectra have sharp peaks at the TOF positions predicted
by Eq. (1). The absence of H, C, and O recoils in the
FS spectrum indicates that the surface is clean and free
of the normal atmospheric contaminants and, specifically,
that it has <1% of a monolayer (ML) of these contami-
nants. The high background on the long TOF side of the
peaks is attributable to ions which have lost energy be-
cause of multiple collisions and penetration. When oxygen
is chemisorbed on W{211}, an oxygen recoil peak O(R) is
observed in the TOF spectrum at the position predicted by
Eq. (2). Note that the O(R) peak is on the long TOF side

FIGURE 4 TOF spectra for keV Ar+ scattering from clean W{211}
and the oxygen chemisorbed W{211} and 4 keV Ne+ scatter-
ing from the hydrogen chemisorbed W{211} surface. FS, forward-
scattering; BS, backscattering; SS, single scattering; MS, multiple
scattering.

of the Ar scattering peak. As the scattering angle � is re-
duced to smaller values, the recoil peak shifts toward lower
TOF until it appears on the low TOF side of the scattering
peak. Such a case is shown for hydrogen chemisorbed on
W{211} where the probe was a Ne+ beam. The intensities
necessary for structural analysis are obtained by integrat-
ing the areas of fixed-time windows under these peaks.

IV. APPLICATIONS TO STRUCTURAL
ANALYSES

Surface structural analyses are carried out by measuring
the intensities of TOF peaks corresponding to BS, FS, or
recoiled (R) events as a function of the various angles
mentioned already. Each of these measurements will now
be described along with the type of information obtained.

A. Backscattering

1. BS versus Incident Angle α Scans

When an ion beam is incident on a flat surface at grazing
incidence, each surface atom is shadowed by its neigh-
boring atom such that only large p collisions are possible,
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FIGURE 5 Methods of obtaining structural information from
backscattering intensities I (BS). (a) I (BS) versus α for interatomic
spacings; (b) I (BS) versus δ for nth layer symmetry; (c) αc versus
δ for azimuthal alignments and lateral shifts; (d) I (BS) at 180◦ ver-
sus α for first–second interlayer spacing and bond direction; (e)
I (BS) versus α from a clean and adsorbate covered surface for
locating adsorbate sites.

resulting in FS. As α increases, a critical value αi
c,sh is

reached each time the i th layer of target atoms moves
out of the shadow cone, allowing for small p collisions
and, hence, BS as shown in Fig. 1a. If the BS intensity
I (BS) is monitored as a function of α, steep rises with
well-defined maxima are observed, as shown in Fig. 5a,
when the focused trajectories at the edge of the cone pass
through the neighboring atom. The first-layer interatomic
spacings can be directly determined by measuring α1

c,sh
along the directions for which specific crystal azimuths
are aligned with the projectile direction and matching the
experimentally determined ratio r/1 = tan α1

c,sh to the (r ,
1) coordinates of the shadow cone. The first-layer spacing
is then d = r/ sin α1

c,sh. The first–second-layer spacing is
obtained in a similar manner from α2

c,sh measured along
directions for which the first- and second-layer atoms lie
in the same scattering plane. An example of such an α

scan is shown in Fig. 6.

2. BS versus Azimuthal Angle δ Scans

Rotating the crystal about the surface normal with fixed α

provides a scan of the crystal azimuthal angles δ. Plots of
I (BS) versus δ, as in Fig. 5b, reveal the surface symmetry.
Using low α, scattering occurs only from the first atomic
layer, and the plot reveals the symmetry of the outermost
layer. Similar information can be obtained about the sec-

FIGURE 6 Representative plot of I (BS) versus α along the [1̄11]
azimuth of W{211} using 4 keV Ar+.

ond atomic layer by using higher α values. Shifts in the
first–second-layer registry can be detected by monitoring
the α2

c,sh values for second-layer BS along directions near
those azimuths for which the second-layer atoms are ex-
pected, from the bulk structure, to be directly aligned with
the first-layer atoms. The α2

c,sh values are maximum for
those δ values where the first- and second-layer atoms are
aligned, as shown in Fig. 5c.

3. 180◦ BS versus Incident Angle α Scans

By focusing the primary ion beam through an aperture in a
multichannel plate detector, it is possible to observe BS at
� ≈ 180◦. Since the ion incidence and scattering direction
are coaxial, variations in I (BS) due to angular variations
reflect the local atomic symmetry as shown in Fig. 1c. The
I (BS) versus α scans for BS from atom B are expected to
exhibit a pattern similar to that shown in Fig. 5d. The low
I (BS) at α0 is due to shadowing of atom B by atom A.
The I (BS) peaks on both sides of α0 are due to focusing
by shadowing and blocking cones of atom A as atom B
goes in and out of the cones, resulting in two critical α0

values. The α0 corresponds to the bond direction and the
difference in the critical angles αc is related to the bond
length d by d = r/ sin(αc/2).

4. BS versus α Scans with Adsorbates

Collecting I (BS) data as a function of α for the adsorbate-
covered surface and comparing these data to those of the
clean surface provide a qualitative location of the adsorp-
tion site position. I (BS) versus α structures that are sen-
sitive to the adsorbates are those for which the adsorbate
atoms lie along or very near the path of the scattering pri-
mary ion. Although the primary ion cannot backscatter
from light adsorbates, the presence of the adsorbates near
the scattering trajectory results in small-angle deflections
of the projectile which are sufficient to produce changes
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as shown in Fig. 5e. In this figure, the first-layer scattering
peak is perturbed, indicating that the adsorbate lies along
this specific azimuth and interferes with the trajectories
for first-layer scattering.

B. Forwardscattering

1. FS versus δ Scans

When very small (<10◦) incident angles α are used, the
projectile ion experiences a continuous potential along low
index azimuths rather than individual atomic potentials. In
scattering from such a continuous potential, the outgoing
trajectories are focused at the specular ejection angle β,
that is, α = β. In addition, surface semichanneling, that is,
steering of the incident ions by troughs formed from two
first- and one second-layer rows, contributes to the I (FS)
enhancement along the low index azimuths. If the crystal
is rotated about δ with α = β, plots of I (FS) versus δ ex-
hibit structure as shown in Fig. 7a. Intensity maxima are
observed along the principal azimuths due to the specular
focusing. If a large exit angle β is used, minima rather
than maxima are observed along the high-symmetry axes
as shown in Fig. 7b. The surface periodicity can be read
directly from these minima in the plots, thereby revealing
the crystal structure. An example of such a δ scan is shown

FIGURE 7 Methods of obtaining structural information from for-
wardscattering intensities I (FS). (a) I (FS) versus δ using specular
scattering for surface periodicity; (b) I (FS) versus δ using large �

for surface periodicity; (c) I (FS) versus β for interatomic spacings.

FIGURE 8 Representative plot of I (FS) versus δ for Pt(110) in
the (1 × 2) missing-row reconstruction using Ar+ at α = 5◦ and
� = 40◦, illustrating surface periodicity.

in Fig. 8 for a Pt(110) surface in the (1 × 2) reconstruction
phase.

2. FS versus β Scans

Varying � at constant α provides a scan of the exit angle β.
At low β the structural features are determined by focusing
of scattered trajectories at the edges of the blocking cones
of atoms obstructing their escape along that azimuth. For
example, if a low α value is used so that only first-layer
scattering is observed, the structures will be determined by
first-layer atoms blocking their first-layer neighbors. If the
crystal consists of a single structure, only one interatomic
distance exists along a given azimuth, and hence only one
peak is observed. The example in Fig. 7c is typical of
two different interatomic spacings along one azimuth, and
therefore two structures.

C. Recoiling

1. R versus α Scans

Plots of I (R) versus α provide two critical angles as shown
in Fig. 9a. The first critical angle αc corresponds to the sit-
uation where the edge of the shadow cone cast by a neigh-
boring atom focuses the primary ion flux at the appropri-
ate impact parameter for direct recoil into φ as shown in
Fig. 1b. The steep drop-off at high α corresponds to the
critical ejection angle βc = � − α. The βc is determined
by focusing of recoil trajectories by the blocking cone of
a neighboring atom. This provides a direct measure of
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FIGURE 9 Methods of obtaining structural information from re-
coiling intensities I (R). (a) I (R) versus α for adsorbate interatomic
spacings; (b) I (R) versus β for adsorbate interatomic spacings; (c)
I (R) versus δ for adsorbate periodicity and azimuthal alignment.

the interatomic spacings between an adsorbate atom and
neighboring atoms along the azimuth. An example of such
α scans is shown in Fig. 10 for oxygen chemisorbed on
W{211}.

2. R versus β Scans

Plots of I (R) versus β as shown in Fig. 9b, obtained by
varying �, provide a direct measure of the critical blo-
cking angle βc, which is comparable to the previous
measurement.

FIGURE 10 Representative plots of I (R) versus α for the p(1 × 2)
high (1.5 ML) and p(2 × 1) low (0.5 ML) oxygen coverages on a
W{211} surface. ML, monolayer.

3. R versus δ Scans

Rotating the crystal about δ with constant α can reveal the
symmetry of the adsorbate sites on the surface. Plots of
I (R) versus δ exhibit maxima and minima, as shown in
Fig. 9c, resulting from shadowing and blocking of the ad-
sorbate sites because of the different interatomic spacings
as δ is changed. This shows the adsorbate symmetry and
azimuthal alignment with respect to the substrate crystal-
lographic axes.

4. Scattering and Recoiling Structural
Contour Maps (SSCM & RSCM)

TOF-SARS data can be summarized in the form of SSCMs
and RSCMs for a given system; these are plots of inten-
sity in α, δ-space. The SSCM for a clean W{211} surface
using I (BS) and the RSCM for an oxygen-chemisorbed
W{211} surface using I (R) are shown in Fig. 11. These
plots reveal the symmetry of the data in α, δ-space and
serve as a fingerprint for a specific crystal face and adsor-
bate structure. Considering the SSCM of clean W, α1

c,sh
is symmetrical about δ = 0◦, [011̄] as is the first-atomic
layer. The row of intense structures increasing diagonally
at higher α values is due to scattering from the second
and third atomic layers, which are not symmetrical about
the [011̄] azimuth. Considering the RSCM of oxygen on
W{211}, the αi

c,sh values are symmetrical about the [011̄]
azimuth, as are all of the recoil structures. This shows that
the adsorption site is symmetrical with respect to this az-
imuth. Detailed analysis shows that the clean surface is
relaxed relative to the bulk structure and that the oxygen
occupies threefold sites in which it is bound to two first-
and one second-layer tungsten atoms.

V. ROLE OF TOF-SARS AND
FUTURE DIRECTIONS

The TOF-SARS technique contributes to our knowledge
of surface science through (1) elemental analysis, (2)
structural analysis, and (3) analysis of electron-exchange
probabilities. The merits of each of these areas will be
considered below.

A. Elemental Analysis

Although TOF-SARS is sensitive to all elements, includ-
ing hydrogen, the limited resolution of the TOF technique
presents difficulties in resolving spectral peaks of high-
mass elements with similar masses. The unique feature
for elemental analysis is direct monitoring of surface hy-
drogen. For general qualitative and quantitative surface
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FIGURE 11 (Top) Scattering structural contour map for the clean W{211} surface using 4 keV Ar+ and � = 163◦.
(Bottom) Recoiling structural contour map for the W{211}-p(1 × 2)-O oxygen-adsorbed surface using 4 keV Ar+ and
� = 65◦. δ = 0◦ is the [011̄] azimuth, δ = −90◦ is the [111] azimuth, and δ = +90◦ is the [1̄11] azimuth.

elemental analyses, XPS and AES remain the techniques
of choice.

B. Structural Analysis

The major role of TOF-SARS is as a surface structure
analysis technique which is capable of probing the posi-
tions of all elements with an accuracy of ≤0.1 Å. TOF-
SARS is sensitive to short-range order—individual in-
teratomic spacings along azimuths. It provides a direct
measure of interatomic distances in the first and sub-
surface layers and a measure of surface periodicity in
real space. It is complementary to LEED, which probes

long-range order, minimum domain size of 100 to 200 Å,
and provides a measure of surface and adsorbate symme-
try in reciprocal space. Coupling TOF-SARS and LEED
provides a powerful combination for surface structure
investigations.

C. Ion–Surface Electron-Exchange
Probabilities

One of the unsolved problems in the interaction of low-
energy ions with surfaces is the mechanism of charge
transfer and prediction of the charge composition of the
flux of scattered, recoiled, and sputtered atoms. The ability
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to collect spectra of neutrals plus ions and only neutrals
provides a direct measure of scattered and recoiled ion
fractions. Plots of ion fractions in α, δ-space provide elec-
tronic transition probability contour maps which are re-
lated to surface electron density along the various az-
imuths. Consistency between such electron density con-
tours and the SSCMs provides a unique description of the
surface electronic and atomic structure.

D. Future Directions

Future developments will include the use of large channel
plates or hemispherical grids for spatial resolution of par-
ticles ejected through a large solid angle, facilitating rapid
and direct collection of an entire scattering and recoiling
map. Improvements in optics will provide narrower ion-
pulse widths, resulting in enhanced time resolution of the
spectra. Development of the simulations will make com-
puter modeling of surface structures routine. TOF-SARS
is now well established as a surface structural analysis
technique that will have a significant impact in areas as
diverse as thin-film growth, catalysis, hydrogen embrit-
tlement and penetration of materials, surface-reaction dy-
namics, and analysis of interfaces.
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GLOSSARY

Allowed transition Electric dipole (E1) transition be-
tween two atomic energy states permitted by quantum
mechanical selection rules.

Branching ratio technique Technique for measuring, in
emission or absorption, the relative transition probabil-
ities of all lines (“branches”) originating from a com-
mon atomic level.

Forbidden transition Transition between two quantum
states forbidden by ordinary electric dipole selec-
tion rules and therefore much weaker than an al-
lowed transition; also known as magnetic dipole
(M1), electric quadrupole (E2), and higher-order
radiation.

Line strength Square of the quantum mechanical electric

dipole matrix element. This quantity is equivalent to the
transition probability.

Mean life or radiative lifetime Time during which an
assembly of atoms in an excited state decays by spon-
taneous emission to a fraction 1/e of its original number.

Multiconfiguration self-consistent field method Itera-
tive quantum mechanical procedure of finding the wave
function for a state of a many-electron atomic system,
including electron correlation effects.

Oscillator strength or f value This quantity, equivalent
to the transition probability, originated from classical
absorption and dispersion theory, is a dimensionless
number, and is widely used in astrophysics.

Transition probability Rate at which an atom or ion will
make a spontaneous radiative transition from a higher
to a lower energy state, i.e., emit a photon; a measure

21
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of the intrinsic strength of a spectral line. Sometimes
also called the Einstein A coefficient.

IN ATOMIC spectral line radiation, the transition prob-
ability is the quantity that determines the intensity of a
spectral line, in addition to lightsource-dependent factors,
such as the number of emitters. A characteristic feature
of this atomic quantity is that it is generally difficult to
determine accurately so that many of the existing data are
rather uncertain.

I. HISTORY AND BASIC CONCEPTS

The concept of atomic transition probabilities was intro-
duced by Einstein in 1916 in his quantum theoretical de-
scription of the interaction between matter and radiation.
He derived Planck’s fundamental radiation law by assum-
ing that the following three elementary quantum processes
of radiation take place between two excited atomic states
of energies, Ek and Ei , involving photons (quanta) of
frequency νik  and of energy Ek − Ei = h νik , where h is
Planck’s constant (see Fig. 1).

1. Spontaneous emission. Treating spontaneous emiss-
ion processes in analogy to radioactive decay processes,
Einstein assumed that the number of these events per unit
time and volume, as a consequence of electron jumps from
a higher atomic energy level k to a lower level i , is given by

Aki Nk . (1)

Here Nk is the initial number of atoms per unit volume
in energy level k, and Aki (the subscript for the initial
level is written first) is a constant that is specific to this
transition. It is now generally called the atomic transition
probability, but it is still sometimes referred to as the
Einstein A coefficient (It is actually an atomic transition
rate, since it has the dimension of inverse time).

FIGURE 1

2. Absorption of radiation. This quantum process re-
quires the presence of a radiation field with resonant pho-
tons, that is, photons of energy hνik . The field may origi-
nate either from surrounding radiating atoms of the same
kind (self-absorption) or from an external radiation source,
and thus the rate of these processes is proportional to the
energy density u(ν) of the radiation field. Einstein showed
that this resonance process may be positive as well as neg-
ative. The usual (positive) absorption of photons by atoms
in the lower energy state i is proportional to their number
density Ni and occurs at a rate, per second, which raises
atoms into state k:

Bik Ni u(ν). (2)

3. Stimulated emission. The absorption process may
also be negative; that is, atoms may be stimulated res-
onantly by the radiation field to emit photons of the same
frequency and in the same direction as the incoming pho-
tons. These induced emission processes occur from the
energetically higher atomic state k into the lower state i at
the rate

Bki Nku(ν). (3)

Einstein, considering a gas in a state of thermodynamic
equilibrium, showed that he could derive Planck’s law by
balancing these three radiation processes and that the three
constants Aki , Bik, and Bki are related in a simple man-
ner. However, nowadays only the transition probability for
spontaneous emission Aki is in general use.

In the classical electron theory developed earlier, the
principal quantity governing the absorption in a spectral
line is the number of dispersion electrons Ñ . In 1921
Ladenburg established a connection to the quantum con-
cept by equating the classical expression for the total ab-
sorption in a spectral line with Einstein’s theoretical result
and derived a simple relation among Ñ , Ni , and Bik . This
relation still had a flaw in that it contained the densities of
absorbing atoms Ni as well as Ñ , which Ladenburg and
Reiche (1923) eliminated by splitting Ñ into the product
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Ñ = Ni f (Ni can be interpreted as the number density of
resonant electrons occupying state i as well as the num-
ber density of atoms in state i). This quantum correction
factor f , which is now generally known as the absorp-
tion oscillator strength, or f value, can be interpreted as
the fraction of optically effective electrons (per atom) for
a specific transition and is frequently used in absorption
work and astrophysical applications.

In the late 1920s a fully quantum mechanical treat-
ment of the interaction of matter and the electromagnetic
field was developed by Born, Dirac, Heisenberg, Pauli,
Schroedinger, and others. This yields, in the electric dipole
approximation, for the rate of energy loss per atom in a
transition k → i ,

−
(

d E

dt

)
ki

= 16π3ν4
ik

3c3ε0
× 〈ψi |Pe|ψk〉2, (4)

where ε0 is the permittivity of the vacuum; ψi and ψk are
the atomic wave functions for states i and k, respectively,
and Pe = e|∑M

n=1 rn| is the quantum mechanical expres-
sion for the electric dipole moment, with e the electron
charge and rn(r2

n = x2
n + y2

n + z2
n) the position vector of the

nth electron with respect to the nucleus and where the sum
is taken over all M electrons of the atom. The square of
the matrix element in Eq. (4) has been defined by Condon
and Shortley as the line strength Sik ,

Sik = 〈ψi |Pe|ψk〉2. (5)

This quantity is symmetric in i and k, that is, Sik = Ski

(usually written simply as S), and is widely used in the-
oretical work. Both Eq. (1) and Eq. (4) represent energy
loss rates due to spontaneous emission and thus establish
the connection between A and S.

The numerical relations among A, f, and S are given in
Table I for allowed (i.e., electric dipole or E1) transitions.
This type of radiation takes place only between certain
quantum states of an atom or ion, and these state com-
binations are governed by quantum mechanically derived

TABLE I Numerical Relations between Transition Probabilities, Oscillator Strengths,
and Line Strengthsa

Aki f ki S

Transition probability Aki = 1 6.670 × 1013 gi

λ2gk
fik 2.026 × 1015 1

gkλ3
S

Oscillator strength fki = 1.499 × 10−14λ2 gk

gi
Aki 1 30.38

1

gi λ
S

Line strength S = 4.936 × 10−16gkλ
3 Aki 3.292 × 10−2gi λ fik 1

a The transition probability Aki is given in reciprocal seconds, the oscillator strength (or f value)
fik is dimensionless, and the line strength S is given in atomic units, the wavelength λ is in nanometers,
and the statistical weight gn is obtained from the total angular momentum quantum number Jn by
gn = 2Jn + 1.

selection rules for optical transitions. Although electric
dipole transitions are by far the strongest in any given spec-
trum, quantum mechanics also shows that higher-order or
multipole radiation exists and has provided general ex-
pressions for the strengths of these so-called forbidden
transitions, which are of drastically weaker strength. This
higher-order (multipole) radiation [i.e., magnetic dipole
(M1) and electric quadrupole (E2) transitions] follows dif-
ferent selection rules. Also, the relations between S and
A are different ( f is used only for E1 transitions) and are
shown in Table II for M1 and E2 transitions.

Lifetimes of excited atomic states are closely related to
transition probabilities. In the absence of external factors,
an atomic state k is depopulated by spontaneous electron
transitions into all possible lower energy states i at the rate

d Nk

dt
= −Nk(t)

∑
i

Aki . (6)

Integration yields

Nk(t) = Nk,0 exp

[
−

( ∑
i

Aki

)
t

]
, (7)

where Nk,0 is the initial population of state k at time t = 0.
The mean lifetime τk of an atomic state k is defined as
the time in which Nk(t) decays to the fraction 1/e of its
original value; thus,

τk ≡
( ∑

i

Aki

)−1

. (8)

The upper state of the principal resonance line (labeled R)
can decay only to the ground level, so that for this special
case, Eq. (8) reduces to τR = A−1

R .

II. NUMERICAL DETERMINATIONS

Transition probabilities for electric dipole transitions of
neutral atoms typically span the range from about 109 s−1
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TABLE II Numerical Relations between Transition Probabilities and Line
Strength for Magnetic Dipole (M1) and Electric Quadrupole (E2) Lines
(“Forbidden” Lines)a

Magnetic dipole (M1) Electric quadrupole (E2)

Transition probability Aki = 2.697 × 1010

gkλ3
S

1.120 × 1013

gkλ5
S

Line strength S = 3.707 × 10−11gkλ
3 Aki 8.929 × 10−14gkλ

5 Aki

a The units are as in Table I (but the atomic units for these line strengths are different).
The statistical weight g is obtained from the total angular momentum quantum number
J by g = 2J + 1.

for the strongest spectral lines at short wavelengths to
103 s−1 and less for weaker lines at longer wavelengths.
The transition probabilities for given transitions along
an isoelectronic sequence, that is, for all atomic systems
with the same number of atomic electrons but increas-
ing nuclear charge Z , usually increase strongly with Z ,
due mainly to the strong increase in the transition ener-
gies with Z . However, the transition energies for lines
within the same electron shell (where the principal quan-
tum number n does not change; i.e., 
n = 0) grow much
more slowly, and therefore the Aki values increase only
gradually. As an example of the growth in the transition
probability of a 
n �= 0 transition, available data show
that for the 2s2p 3Po–2s3d 3D transition of the beryllium
sequence, the transition probability increases by a factor
of about 1.3 × 105 from neutral beryllium (nuclear charge
Z = 4) to Fe22+ (Z = 26).

The dimensionless f values vary from ∼1 for the
strongest transitions to ∼10−4 or less for weak lines and
generally exhibit no pronounced scaling with Z . For the
above-cited example of the 2s2p 3Po–2s3d 3D transition
in the beryllium sequence, the f value increases slowly,
from 0.27 for neutral beryllium to ∼0.71 for Fe22+.

For the specific case of hydrogenic ions of nuclear
charge Z , the following relations exist with respect to neu-
tral hydrogen:

AZ = AH Z4 and fZ = fH . (9)

[No 
n = 0 optical transitions are possible because all
states of a given n have the same energy (energy degen-
eracy in hydrogenic species) except for small relativistic
and quantum electrodynamic effects.]

The transition probabilities of forbidden lines cover a
very wide range, spanning many orders of magnitude.
Transition rates higher than 1 s−1 are rare for neutral
atoms, but for given transitions within an isoelectronic se-
quence the transition probabilities increase strongly with
increasing nuclear charge Z . M1 transitions are usually
stronger than E2 transitions.

Atomic transition probabilities are needed for many ap-
plications, mainly in astrophysics, fusion energy research,

low-temperature plasma technology, laser development,
atmospheric science, atomic physics, spectrochemistry,
and the lighting industry. The rather divergent demands
from these different user communities are the principal
driving force for producing large quantities of numerical
data. However, the accurate determination of atomic tran-
sition probabilities still presents formidable problems, on
both the experimental and the theoretical side. Since the
1920s, numerous methods have been developed to mea-
sure and calculate these quantities, and more than 7000
papers containing numerical results have appeared in the
literature. Nevertheless, the data are far from satisfactory.
Results that are essentially exact are available only for the
case of hydrogen or hydrogen-like ions. These are atomic
systems with a single electron, where quantum mechanics
provides exact numerical solutions. In Table III, the tran-
sition probability data for some prominent hydrogen lines
are listed. For the case of two-electron atomic systems (i.e.,
helium or helium-like ions), the best calculated results are
estimated to be correct to within 0.0001%. For prominent
lines of the alkali metals, which possess a single elec-
tron outside closed shells, experimental precision mea-
surements have provided data with uncertainties as small

TABLE III Transition Probability Data for Some
Prominent Hydrogen Lines

Statistical
weightsCommon Transition

Wavelength symbol for probability
(nm) line gi gk (s−1)a

121.567 Lα 2 8 4.699 (8)

102.572 Lβ 2 18 5.575 (7)

97.254 Lγ 2 32 1.278 (7)

94.974 Lδ 2 50 4.125 (6)

656.280 Hα 8 18 4.410 (7)

486.132 Hβ 8 32 8.419 (6)

434.046 Hγ 8 50 2.530 (6)

410.173 Hδ 8 72 9.732 (5)

a The number in parentheses indicates the power of 10 by
which the transition probability values have to be multiplied.
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as 0.15%, and recent calculations for the Li resonance line
are estimated to be accurate within 0.002%. For the case of
atoms and ions with two valence electrons outside closed
electron shells (i.e., the alkaline earths), data for the most
thoroughly studied transitions are known to better than
1%, whereas for other transitions and for more complex
atoms or ions, such as N I, uncertainties of the order of 5
to 50%, or worse for weak transitions, must be expected.
For very complex heavy atoms and ions, such as Cr II or
Fe II, and especially for the weaker lines, the best data are
in the ±10% range, but uncertainties of factors of 2 are
common in calculated data and discrepancies of the order
of a factor of 10 have even been found between data from
different sources. An understanding of the main features
of the experimental and theoretical approaches to deter-
mine transition probabilities is therefore of considerable
importance for analyzing their strengths and weaknesses.
The short discussions that follow are restricted to the main
approaches; special techniques and modifications are not
covered.

III. THE EMISSION METHOD

The emission method, practiced for more than 60 years,
has supplied and is continuing to supply the largest number
of experimental transition probabilities. Figure 2a shows
the basic experimental setup. Emission spectra are usu-
ally generated in plasmas of low or moderate density, pro-
duced by some type of electrical discharge, and total line
intensities are measured photoelectrically with a grating
or Fourier-transform spectrometer and are calibrated on an
absolute scale with a spectral radiance standard. Assum-
ing that the plasma column is homogeneous and optically
thin (i.e., without self-absorption in the spectral lines), the

FIGURE 2

energy emitted in a transition of atomic electrons from a
higher level k to a lower level i of (normally precisely
known) frequency νik , per unit time and steradian, is re-
lated to the atomic transition probability Aki [see Eq. (1)]
by

Iik =
∫ ∞

0
I (ν) dν = 1

4π
Aki Nkhνikl. (10)

Here I (ν) is the specific intensity emitted at frequency ν,
which must be integrated over the frequency (or wave-
length) range of the line profile to obtain the total line
intensity Iik .

The determination of A by the emission technique there-
fore requires the following.

(a) Measurements of the total line intensity Aki

(including calibration with a radiance standard) and of
the length l of the emitting plasma layer.

(b) Determination of atomic state populations Nk , or
number densities.

A. The “Branching Ratio” Technique

In its most elementary and rather restricted form, the emis-
sion technique is applied on a relative scale to a group of
lines originating from the same upper atomic level k and
ending in various lower levels, 1, 2, 3, . . . . For such lines,
Nk and l are identical so that one obtains, utilizing Eq. (10),(

I1k

ν1k

)
:

(
I2k

ν2k

)
:

(
I3k

ν3k

)
: · · · = Ak1 : Ak2 : Ak3 : · · · .

(11)
Since all lines involved originate from the same energy
level, there are no special requirements for the plasma
source except short-term stability (not required for Fourier
transform spectroscopy) and an optically thin emission
layer, which are requirements that can be readily tested.
The branching ratio technique has been applied especially
to heavier elements. For complex spectra the significantly
contributing line “branches” from a given level are fairly
extensive, comprising often more than 10 lines. Thus, to
obtaining a complete set of branches is often a problem.
When complete sets of branches can be measured, sums
of relative transition probabilities for all lines originat-
ing from level k are obtained, which may be converted to
absolute data with a known lifetime for this level, since
according to Eq. (8), τk = (

∑
i Aki )−1. Appropriate combi-

nations of branching ratio emission and lifetime measure-
ments are an efficient and accurate approach to determine
absolute transition probabilities and have yielded many
high-quality results for neutral and singly ionized atoms.
For many heavier elements, this approach is the principal
source of accurate data.
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B. The Complete Emission Technique

The complete emission technique is concerned with the
measurement of relative or absolute transition probabili-
ties for numerous lines of an atom or ion. Relative transi-
tion probabilities are obtained from measurements of line
intensity ratios, with one line arbitrarily chosen as a ref-
erence line to obtain a common basis. For this method,
the knowledge of the populations of upper states Nk is
required, according to Eq. (10). These are not directly
measurable, but are related to measurable quantities when
conditions of full local thermodynamic equilibrium (LTE),
or at least partial LTE for the states under consideration,
prevail in the plasma source. In this case, the Nk’s can be
expressed by Boltzmann factors,

Nk = [Nagk | Ua(T )] exp(−Ek | kB T ), (12)

with T being the plasma temperature, Na the total number
density of species a, Ua(T ) the atomic partition function,
gk the statistical weight of state k (related to the total an-
gular momentum number Jk of this state by gk = 2Jk +1),
and kB the Boltzmann constant. In line intensity ratio mea-
surements within the same species, Na and Ua(T ) cancel,
and one obtains from Eqs. (10) and (12), for the relative
transition probability of a line x compared with that of the
reference line r ,

Ax = Ar
Ix

Ir

λx

λr

gk,r

gk,x
exp

(
Ek,x − Ek,r

kB T

)
. (13)

This equation is presented on the wavelength (λ) scale,
which is generally employed (λ = cν−1, where c is the
velocity of light).

Thus, for relative transition probability measurements
a temperature determination is required, but since the en-
ergy differences Ek,x − Ek,r are usually not much larger
than kB T , the Ax/Ar ratios are insensitive to temperature
errors. Often the principal resonance line of a species is
chosen as the reference line when lifetime data for its up-
per state are available and they can be utilized via τr = A−1

r
[see Eq. (8)] to put the relative transition probability data
on an absolute scale. With such combinations of lifetime
and relative emission data, numerous transition probabil-
ities for light elements have been determined efficiently.

Absolute emission measurements are performed in
plasmas that are in LTE and thus allow the application of
equilibrium relations. Plasmas generated by high-current
arcs, plasma torches and shock tubes adhere closely to
the LTE criteria. Again, Eq. (10) is applied, with the
Boltzmann factor [Eq. (12)] employed for the determi-
nation of Nk . Measurements of both the total number den-
sity Na of the investigated species (or the electron den-
sity via the equilibrium relations) and the temperature are
now required. For the determination of these quantities,

a number of well-established spectroscopic and interfer-
ometric techniques are available. Nevertheless, accurate
absolute emission measurements remain difficult to ac-
complish. The absolute emission technique has been es-
pecially tested on the spectra of Ar I and Ar II, and accu-
racies of the order of ±10% have been achieved in careful
measurements.

IV. ABSORPTION AND
“HOOK” TECHNIQUES

The absorption technique is quite similar in concept to the
emission method. A schematic setup is shown in Fig. 2b.
Radiation from a source emitting a continuum spectrum—
a tungsten ribbon lamp, for example—is sent through an
absorption tube containing the species to be studied as
an atomic vapor. The tube is usually part of an electric
furnace and has to be operated at elevated temperatures so
that sufficient vapor pressure is generated. In analogy to
Eq. (10), one obtains, on the basis of Einstein’s quantum
concept, for the total energy Fik absorbed in a transition
i → k [see Eq. (2)],

Fik =
∫ ∞

0
F(ν) dν = 1

4π
Bik Ni hνiku(ν)l. (14)

In contrast to the emission method, the energy density of
the background radiation field u(v) enters, since the fre-
quency of the absorption processes depends on the inten-
sity of the field emitted from the continuum source. [All
other symbols are as in Eqs. (2) and (10).] It is customary to
work on the wavelength scale λ, where u(λ) = cλ−2u(ν),
and to measure the line absorption in terms of the incident
intensity = I (λ) = (c/4π )u(λ), as

Wik = Fik

I (λ)
=

∫ ∞

0

I (λ) − I ′(λ)

I (λ)
dλ, (15)

where I ′(λ) is the specific intensity at wavelength λ after
passage through the absorbing column, which has to be
“optically thin,” or without saturation effects (this may be
readily tested).

In absorption work, the transition probability for ab-
sorption Bik is normally not used; rather, one uses the ab-
sorption oscillator strength fik , which is related to Bik via
Bik = e2(4ε0mhνik)−1 fik . Substituting this quantity into
Eq. (14), one obtains on the wavelength scale,

Wik = (
e2

/
4ε0mc2

)
λ2

ik Ni fikl. (16)

The determination of the oscillator strength thus requires
measurement of the total line absorption Wik (sometimes
called the equivalent width) and the length l of the ab-
sorbing column. Also, Ni must be determined. For an ab-
sorption tube in LTE, the Boltzmann factor [Eq. (12)] can
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again be applied, so that the determination of Ni reduces to
the measurement of the temperature of the absorbing gas
and the measurement of the total particle density. Temper-
ature measurements are usually carried out by pyrometric
methods, and density measurements make use of known
vapor pressure data or are accomplished in an atomic beam
setup, with the weighing of the accumulated substance on
a microbalance.

Similar to the emission work, many absorption exper-
iments are done on a relative basis (which requires the
measurement of a temperature only) and are subsequently
converted to an absolute scale by the utilization of avail-
able lifetime data. Very precise absorption measurements
for several iron group elements have yielded many relative
data, with uncertainties in the range from only 0.5 to 1%.

“Hook” measurements are also performed in absorp-
tion, but the experimental approach is based on a funda-
mentally different idea. It utilizes the quantum mechanical
formula for the anomalous variation of the index of refrac-
tion n in the vicinity of an isolated absorption line, which is
linearly dependent on the oscillator strength of the line. In
1912 Rozhdestvenskii developed a method to determine n
with a Jamin- or Mach–Zehnder-type interferometer and
a thick plane-parallel glass plate placed into the compen-
sating arm of the interferometer. The glass plate produces
a very large path difference, which causes a tilting of the
interference fringes and the formation of two characteris-
tic hooks symmetric to the center of an absorption line.
The distance between the extrema of the hooks, as well
as some readily measurable properties of the interferom-
eter, provides the information necessary to determine the
product Ni fik . This method, with a limited range of tran-
sitions and spectra, was often applied in the past but is
rarely utilized nowadays.

V. ATOMIC LIFETIME DETERMINATIONS

The atomic lifetime approach is conceptionally less com-
plex than the other experimental techniques, since the prin-
cipal measurement—that of a time interval—is accom-
plished in a direct way. However, transition probabilities
may be derived directly from lifetimes only for the special
case where the sum in Eq. (8) reduces to a single term, such
as for principal resonance lines or for other low-lying ex-
cited atomic states where a single transition is the strongly
dominating decay channel. Lifetime measurements are, of
course, also very valuable for normalizing relative sums of
transition probabilities obtained from other methods such
as the branching ratio technique.

In the most general case, the rate of depopulation of
an excited atomic state k is the result of the following
radiative and collisional factors:

d Nk

dk
= −Nk(t)

∑
i

Aki + Nu(t)
∑

u

Auk

+ absorption + induced emission + collisions.

(18)

The first term represents the spontaneous decay of state
k by photon emission, which by itself is the rate required
for the interpretation of lifetimes in terms of transition
probabilities [this is Eq. (6)]. The other terms distort such
measurements and must therefore be reduced to insignif-
icance. The second term represents the repopulation of
state k through the spontaneous radiative decay of higher-
lying atomic states u, which thus feed electrons into state
k as it gets depopulated. This process is known as cascad-
ing and applies, of course, only when such states u are
initially populated along with state k. The other factors
are absorption, induced emission, and inelastic collisions,
which may repopulate state k as well as depopulate it. The
latter three factors can be rendered negligible by working
with atomic vapors at sufficiently low densities. If the ideal
condition of spontaneous radiative decay from the selected
atomic level is realized, one arrives again at the expression
for the radiative lifetime τk = (

∑
i Aki )−1 [Eq. (8)].

For lifetime measurements, two main approaches are
applied.

1. The laser-induced fluorescence method. In this
method the time interval between the moment of exci-
tation of the atomic valence electron and its subsequent
spontaneous radiative decay into a lower atomic state is
determined. Atoms are excited in a low-density sample
with a pulsed laser which is tuned to the photon energy of
a specific transition, so that only a selected atomic energy
level gets populated and cascading effects are eliminated.
The resulting spontaneous decay, or fluorescence, is ob-
served with a fast photodectector and a transient signal
analyzer (see Fig. 3). Large numbers of decay curves may
be obtained within minutes with pulsed lasers of moder-
ate repetition rates. Since low-density atomic vapors can
be generated from almost any chemical element by sput-
tering techniques or with electric furnaces, this approach
can be widely applied. However, it becomes technically
difficult to extend it to multiply ionized atoms.

2. The beam-laser technique. Fast ion beams are gen-
erated with accelerators of various types, including, for
example, Van De Graaffs. To generate ions of various
charges, a large range of beam energies, 50 kV to 50 MeV,
has been applied. The ion beam is crossed with a tun-
able cw laser, so that ions or atoms, the latter obtained
from charge exchange collisions, are excited into selected
atomic states, and the decay fluorescence is observed as a
function of distance from the point of laser excitation. The
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FIGURE 3

atomic beam velocity is accurately determined to convert
distance into time. Since this can be readily accomplished
and since high-quality decay curves can be generated, life-
times for resonance lines with uncertainties close to 0.1%
have been determined, which constitute the best existing
experimental transition probability data. The first tech-
nique making use of fast-ion beams is beam-foil spec-
troscopy. In this approach, the ion beam crosses a thin
carbon foil where the ions are stripped of part of their
electrons and where some of the remaining electrons are
raised into excited states. Thus, a luminous beam emerges
from the foil and its decay is recorded. However, the exci-
tation process is indiscriminate, so that radiative cascading
from higher levels into the level under study is often pro-
nounced, and this repopulation process lengthens the life-
time. Thus, sophisticated methods have been devised to
account for cascading, such as the arbitrarily normalized
decay curve (ANDC) technique, which has found many
applications.

VI. ATOMIC STRUCTURE THEORY

The principal quantity calculated is the line strength S,
as given by Eq. (5). This requires the calculation of the
wave functions ψi and ψk for the lower and upper states
of the transition, which must be approximate solutions of
the Schroedinger or Dirac equation. For atoms with more
than one electron, the Schroedinger equation contains not
only a term for the attractive interaction of each electron
with the nucleus, but also terms for the repulsive interac-
tions between the electrons, which make an exact solution
virtually impossible. These and other many-body aspects
represent the major computational challenge of atomic
structure calculations.

Various approximate methods of determining transi-
tion probabilities, or line strengths, have been developed.

Probably the most widely used technique for obtain-
ing approximate wave functions is the self-consistent
field method developed by Hartree. This is an itera-
tive variational approach, in which the individual elec-
trons are assumed to move independently in the central
field of the nucleus. Thus, one-electron wave functions
(orbitals) can be calculated with trial potentials for the
fields experienced by each electron due to the assumed
charge density distribution representing all other elec-
trons. From the resulting product of one-electron wave
functions the overall charge density distribution is com-
pared with the initial one obtained with the trial func-
tions, and this process is repeated until self-consistency
is obtained. This basic procedure was improved by Fock,
who included terms describing exchange effects between
the electrons. Early atomic structure calculations, be-
fore the advent of powerful computers, proved to be
quite cumbersome for many-electron atoms and thus
were limited mostly to single-configuration computations.
Also, simplified methods known as Hartree–Fock–Slater,
Thomas–Fermi, and Thomas–Fermi–Dirac approxima-
tions were then developed. Theorists have also pursued
semiempirical approaches utilizing numerous, precisely
known experimental energies for the excited atomic states.
The coulomb approximation developed by Bates and
Damgaard in 1949 is probably the best-known semiem-
pirical method and has produced many useful results, es-
pecially for light atoms.

In the single-configuration approach, it is assumed that
a discrete state of an atom is well described by a definite
electron configuration, with each of the atomic electrons
described by a one-electron wave function (orbital). Each
electron is assumed to move independently in an average
field produced by the combination of the nucleus and the
other electrons, and the total wave function for the atomic
state is approximated by the product of these one-electron
wave functions. This model works best when the jumping
electron is well removed from the other (core) electrons
and when there is little interaction between them, which
is typical for at least moderately or highly excited states,
especially for atoms and ions which are alkali-like, with
one valence electron outside closed shells.

However, comparisons with experimental results
showed early on that the single-configuration approach
is inadequate for most atomic transitions, especially
those involving states where the electron orbits overlap
strongly, such as for 2s and 2p electrons (shell-equivalent
electrons). Therefore, sophisticated multiconfigurational
approaches have been developed that treat these mu-
tual interactions between the electrons—the “electron
correlation”—by expanding the total many-electron wave
function to include contributions from the principal in-
teracting configurations. For example, the ground state of
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carbon, which involves the above-cited case of 2s and 2p
electrons, is expected to have the character of a mixture
of the 2s22p2 and 2p4 states plus admixtures of other
states of the same parity and angular momentum, such as
2s23p2 and 2s23s3d . These multiconfiguration approx-
imations, introduced in practical ways with the increas-
ing use of computers in the early 1960s, have cleared
up many former discrepancies between experiment and
theory. They are routinely applied to transitions between
low-lying atomic levels and are known as the multicon-
figuration Hartree–Fock (MCHF) [sometimes referred to
as superposition-of-configurations (SOC)] and configura-
tion interaction (CI) approaches. For the lighter elements,
many comparisons with experimental data indicate that
these multiconfigurational approaches—some include as
many as several thousand interacting configurations—
are generally accurate to within 10%, sometimes 1%,
for the stronger transitions. Fine-structure transitions are
increasingly calculated in intermediate coupling, with
relativistic terms usually included via the Breit–Pauli
approximation.

In highly stripped ions, the remaining atomic electrons
are strongly bound to the nucleus. Under the influence
of this central field, they acquire relativistic speeds, with
resulting orbit changes and other effects, so that fully rel-
ativistic treatments must be applied. With the increasing
interest in highly charged ions due to applications in fu-
sion research, X-ray astronomy, and vacuum ultraviolet
and X-ray laser development, relativistic atomic structure
treatments have been developed, notably the relativistic
MCHF (or Dirac–Fock) and the relativistic random phase
(RRPA) approximations.

The assessment of the accuracy of theoretical data is
a difficult problem, and usually no uncertainty estimates
are given for calculated values. Methods exist, however,
for the establishment of rigorous upper and lower error
bounds, and these schemes have been successfully applied
to some transitions of the helium, lithium, and beryllium
sequences.

VII. REGULARITIEXS IN OSCILLATOR
STRENGTHS: f-SUM RULES

It has been shown by perturbation theory that the oscil-
lator strength or f value for a given transition along an
isoelectronic sequence scales approximately with the in-
verse nuclear charge Z as

f = f0 + f1/Z + f2/Z2 + · · · . (19)

The coefficient f0 is a hydrogenic f value and specifically
becomes zero for transitions where the principal quantum
number n remains unchanged (
n = 0), because for hy-

drogenic ions all atomic states with the same n possess
the same energy, so that no transitions can take place (hy-
drogen energy degeneracy). For large values of Z , n tends
to approach this hydrogenic value until relativistic effects
take over and fundamentally alter the trend.

Therefore, in cases where experimental and theoretical
data are available for some key ions along an isoelectronic
sequence, numerical data for other ions can be obtained
by graphic interpolation or extrapolation. Some of these
trends are not smooth but show a pronounced irregular-
ity somewhere along a sequence. Such irregularities are
of considerable interest insofar as they always indicate
some kind of an interference effect in the atomic struc-
ture. Most likely, they are due to the crossing of one of
the levels involved in the transition with another level of
the same parity and angular momentum. Since such level
crossings are often more firmly established than f -value
data, they provide a signal that extra care is necessary for
the determination of f -value data near such points.

Another regular behavior of f values occurs for the
sequence of lines within a spectral series of an atom or ion.
A spectral series is a group of lines with a common lower
level and a sequence of upper levels for which the principal
quantum number n increases successively in steps of 1
while all other quantum numbers remain constant. For the
various series of hydrogen, known as the Lyman, Balmer,
Paschen, Brackett, and higher series, it has been shown
that

f = Cn−3, (20)

where the constant C is specific to each series. For other
atoms a similar behavior is expected since the higher
states become increasingly hydrogen-like, but n must be
replaced by an “effective” quantum number n∗, derived
from the respective excitation energy E by

n∗ = (Z − N + 1)Rhc/(I − E), (21)

where N is the total number of electrons, R the Rydberg
constant, and I the ionization potential. The difference
n − n∗, which gradually decreases for large n and large
angular momentum, is called the quantum defect.

With the interpretation of the f value as the fraction of
optically effective electrons (per atom) available to partic-
ipate in a particular transition, it is expected that the sum
over all possible transitions from a given state (including
transitions to the continuum) should be equal to the num-
ber of valence electrons. The Thomas–Reiche–Kuhn sum
rule states exactly that.

Of more practical value are partial f -sum rules, espe-
cially one derived by Wigner and Kirkwood for various
spectral series of one-electron systems. This rule states
that the f sum is 1 for an s–np spectral series, 10/9 for a
p–nd spectral series, 7/5 for d–n f , and so on.
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VIII. DATA AVAILABILITY

The Data Center on Atomic Transition Probabilities at
the U.S. National Institute of Standards and Technol-
ogy (NIST), formerly the National Bureau of Standards
(NBS), has critically evaluated and compiled atomic tran-
sition probability data since 1962 and has published ta-
bles containing data for about 39,000 transitions of the
28 lightest elements, hydrogen through nickel. In these
tables, all stages of ionization are covered for which data
are available, and forbidden transitions are included. Ad-
ditional data for many heavy elements are critically com-
piled in the Handbook of Chemistry and Physics (CRC
Press). The compilations for elements Z = 1 − 28 contain
accuracy estimates for each transition probability listed
and are generally limited to “reference” data, i.e., data
estimated to have uncertainties of less than 50%. This ma-
terial is also part of a large spectroscopic database on the
Internet, the NIST Atomic Spectra Database at the URL
address http://physics.nist.gov/asd. This address also con-
tains a link to a comprehensive bibliographic database on
atomic transition probabilities from 1914 to the present,
maintained by NIST.
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X-Ray Small-Angle Scattering
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I. Introduction and Survey
II. Particle Scattering in Monodisperse Solutions

of Corpuscular Structures
III. Long-Chain Molecules in Solution
IV. Polymers in the Solid State
V. Inorganic Substances—Materials Science

VI. Instrumentation
VII. Recent Developments

GLOSSARY

Absolute intensity Ratio of scattered intensity and pri-
mary intensity.

Average intersection length In two-phase systems, aver-
age over all possible intersection (chord) lengths within
one phase.

Cross-section factor Scattering intensity times scatter-
ing angle; characteristic for size and shape of rodlike
particles.

Distance distribution function Number distribution of
distances between any two electrons within a particle;
obtained by Fourier transformation of the scattering
curve.

Invariant Integral small-angle scattering intensity, de-
pendent only on the mean-square electron density fluc-
tuation, that is, the scattering power.

Particle scattering Scattering curve of a single particle
averaged over all orientations, experimentally found
in dilute solution.

Particle weight per unit length or unit area
On rodlike and lamellar particles, respectively,
determined through the absolute intensity of
the cross-section (or thickness) factor at zero
angle.

Persistence length Average length measured along a
coiled polymer chain (wormlike chain) in which the
director decays to 1/e.

Porod slope Decay exponent of the scattering
intensity curve toward large angles; depend-
ing on the dimensionality of the scattering
object; directly related to the fractal dimen-
sion.

Radius of gyration Root-mean-square distance of elec-
trons from center of gravity; analogous to radius of
inertia in mechanics.

Thickness factor Scattering intensity times the square
of scattering angles; depending on thickness of lamel-
lar particles and electron density profile vertical to the
lamellar plane.
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X-RAY SMALL-ANGLE SCATTERING is a method
to study the structure of colloid and macromolecular sys-
tems. A sharp and well-collimated X-ray beam is made
to penetrate the sample under investigation, and the angu-
lar dependence of the intensity of the radiation scattered
to very small angles (i.e., a few minutes of arc to several
degrees) is recorded (scattering curve). A well-developed
theory permits the derivation of numerous geometrical and
structural parameters from this scattering curve.

1. The most general parameters, obtainable from any
sample, are (a) the mean square fluctuation of the elec-
tron density; (b) in the case of a two-phase system, (i) the
volume fraction, (ii) the inner surface, and (iii) the in-
tersection length; and (c) generalized relationships in the
case of multiphase systems; in the case of fractal systems,
the mass and surface fractal dimensions, respectively.

2. For corpuscular macromolecular particles in
monodisperse solution, X-ray and neutron small-angle
scattering yields numerous geometrical and mass param-
eters; additional information is obtainable by variation
of the electron density contrast between solvent and
dissolved particles as well as by heavy-atom labeling.

3. The use of high-intensity synchrotron radiation per-
mits time-resolved X-ray measurements, which makes
possible the observation of biological processes on a
medium time scale.

4. Statistical shape parameters can be obtained from so-
lution of long-chain molecules, such as the average degree
of coiling and several mass parameters, for example, mass
per unit length or total mass. Moreover, the use of markers
frequently extends the obtainable information and allows
observations on polymers in the solid state.

5. Additional ways of analysis of natural solid high
polymers are discussed for the example of cellulose.
For air-swollen, regenerated cellulose, the cross-section
analysis leads to information about the elongated super-
molecular bundles called micelles. X-ray measurements
on stretched and rolled cellulose films yield similar results.

6. Synthetic high polymers in the solid state can mainly
be analyzed on the basis of the lamellar stack model.

7. Owing to the sample diversity of inorganic systems, a
simple, systematic, and general treatment here is not possi-
ble. Successful applications have been obtained in, among
others, the field of physical metallurgy, in particular on a
special type of cluster, the Guinier–Preston zones. Other
applications include the analysis of catalysts, glasses, and
ceramics as well as density fluctuations at the critical point
in liquids.

8. The problems of the instrumentation start with the
selection of the anode material best suited for the type
of sample to be studied, the shape of the focus, and the
positioning of the camera in front of the X-ray source. In

the future, particular emphasis will undoubtedly be placed
on high-intensity rotating-anode X-ray tubes and on syn-
chrotron sources. The next step is the selection of the type
of camera to be used. Among the three-slit cameras, the
Beeman camera has won widespread acceptance. A way to
reduce parasitic scattering to a neglectable minimum is the
use of the block collimation system. The highest resolution
can be obtained with the Bonse–Hart camera, which uses
an ideally parallel primary beam by multiple reflection.

Other topics discussed are different techniques to obtain
a monochromatic primary beam, methods for detecting the
scattered radiation, the measurement of the “absolute in-
tensity” (i.e., the ratio of scattered intensity and primary
intensity), and the elimination of errors introduced by in-
tensity fluctuations.

I. INTRODUCTION AND SURVEY

A. The Phenomenon and its Physical Basis

The first observations of diffuse X-ray scattering at small
angles, dating back to the early 1930s, were made on solid
fibers and colloidal powders. In the meantime small-angle
X-ray scattering (SAXS) developed to a powerful analyt-
ical method for the investigation of submicroscopic solid
or liquid structures. It is bound to the existence of inho-
mogeneities in electron density that are much larger in
size, typically between 10 Å (1 nm) and 104 Å (1000 nm),
than the wavelength of the X-rays (normally about 1 Å).
This makes it generally applicable to systems of colloidal
dimensions and dispersity.

The physical basis of the scattering process is identical
to that of classical X-ray crystal diffraction. It is the conse-
quence of the elastic interaction between the electric vec-
tor of an X-ray wave with electrons. The oscillating field
causes the electrons to oscillate with the same phase and
frequency, and the accelerated charges become sources of
secondary waves, in the purely classical, electrodynamic
sense. The scattering intensity Ie of the single electron is
given quantitatively by the Thomson theory as follows:

Ie(2θ ) = P0(7.9 × 10−26)

(
1

a2

)
1 + cos2 2θ

2
, (1)

where P0 is the intensity (i.e., the energy passing through
1 cm2/sec), 2θ is the scattering angle (angle between the
primary and diffracted beam), and a is the distance be-
tween the electron and the point of observation. The nu-
merical constant is the effective scattering cross section
of the electron (in square centimeters). The polarization
factor (1+cos2 2θ )/2 is effectively equal to unity for small
angles 2θ and can therefore be neglected. For a system of
many electrons, the amplitudes of the secondary waves
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are added with their phase differences in each direction;
the scattering intensities are the absolute squares of the
amplitude sums.

The plot of the relative intensities versus the scatter-
ing angle 2θ is generally called the scattering curve. For
the comparison with theoretical scattering curves, it has
proven useful to use the following argument:

h = (4π sin θ )/λ Å
−1 

, (2)

where θ is half of the scattering angle; by this notation, the
wavelength λ is eliminated as a variable. With the same
physical meaning as h, the symbols Q or κ can be found
frequently in the neutron scattering field. In some parts of
the literature the term s = (2 sin θ )/λ) is used as an angular
argument; however, we prefer h in this review as the most
widespread one.

B. The Experimental Principle

In most cases, the X-ray source is a sealed X-ray tube with
copper anode. The emitted radiation is not immediately
usable for the experiment because it is both divergent and
polychromatic. A collimator has to be used in order to pro-
vide a well-defined, narrow primary beam with an either
point- or line-shaped cross section, and a monochromator
can be used to select a discrete wavelength: alternatively,
the effect or polychromasy can be eliminated numerically
in the evaluation of the scattering pattern if the spectral
distribution of the primary beam is known.

A partial monochromatization that is sufficient for
many purposes can be achieved by the use of filters, such
as a 10-µm-thick nickel filter for copper radiation. The
specimen is located at the exit of the collimator, and the
scattered radiation is monitored at some distance a by
a suitable detection device, that is, photographic film or
an electronic counter. In the measurement of scattering
intensity, both the shape of the scattering curve (i.e.,
the angular distribution of the scattering intensity on a
relative scale) as well as the quantitative comparison to
the intensity of the primary beam are of interest. The
latter is referred to as absolute intensity measurement.

The aspects of instrumentation are treated in more detail
in Section VI.

C. General Types of Scattering Patterns

From the phenomenological point of view, one has to dis-
tinguish between isotropic and anisotropic scattering pat-
terns. In the former case the scattering intensities from a
primary beam with a point-shaped cross section are evenly
distributed over the envelopes of cones with opening an-
gles 4θ ; that is, the scattering pattern in the plane of reg-
istration is circularly symmetric around the intersection

FIGURE 1 X-ray scattering diagram of unoriented rayon fibers.

point of the primary beam with the film; this indicates
completely random orientation of the inhomogeneities
within the sample. An example is given by the scatter-
ing pattern of unoriented regenerated cellulose (Fig. 1).
Isotropic scattering is generally also observed with dilute
macromolecular solutions. In cases where anisotropy of
the small-angle scattering patterns is observed, this indi-
cates some preferred orientation within the specimen is
it occurs frequently in natural or synthetic polymers. An
example is shown in Fig. 2 by the scattering of oriented
rayon fibers; this has been attributed to the existence of mi-
crovoids. According to the general law of reciprocity, that
the size of an object and its scattering angles are inversely
correlated, the pattern in Fig. 2 indicates that these voids
are elongated in the direction of the fiber axis.

FIGURE 2 X-ray diagram of oriented rayon fibers.
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D. The Concept of Scattering Equivalence

A diffuse small-angle scattering pattern, in particular one
of the isotropic type, from a macroscopic object contain-
ing colloidal inhomogeneities is never subject to an unam-
biguous structural interpretation. Any particular structural
model derived from this method can only be consistent
with the observation, but need not be unique in the sense
that it is the only one to produce a given scattering pat-
tern. From this fact, models that fit the observations are
generally referred to as equivalent in scattering.

The following ambiguities are always present, if not
ruled out by ancillary information from other sources:

1. The Babinet principle. It is not possible to distinguish
by its scattering a system of particles surrounded by empty
space from a complementary one consisting of voids in a
continuum of matter, voids and particles being of the same
structure (Fig. 3).

2. In particulate systems it is not possible uncondition-
ally to distinguish between the scattering arising from a
certain defined particle shape and one arising from poly-
dispersity. Shape determination becomes possible only
with particles of uniform size. On the other hand, a certain
size distribution may be derived only if all particles have
the same shape but differ in their absolute dimensions. The
problem of structure analysis becomes unsolvable if both
shape variation and size distribution are present.

E. The Limiting Cases of Dilute and Densely
Packed Systems

In a discussion of the structures that give rise to small-
angle scattering, it is appropriate to distinguish between
dilute and dense systems. By convention, a dilute sys-
tem is one consisting of separate domains (particles) that

FIGURE 3 The Babinet principle holds that the scattering of the
two complementary objects—particle in vacuum and hole within
dense matter—give the same scattering pattern.

FIGURE 4 Scattering for two points of a wave front on (a) small
and (b) large particles.

do not interfere with each other in their scattering. A
system that cannot be brought to this state is a dense
system.

This differentiation is reflected by the historical devel-
opment of the quantitative theoretical foundations of the
method, which from the very beginning followed along
two separate lines. Guinier started from the scattering of
the single particle and has compared it to Fraunhofer scat-
tering of visible light on a turbid droplet. One can compare
it also to the scattering of X-rays on a single atom, that is,
with the atomic scattering factor, with the only difference
that the scattering from particles is confined to a much
smaller angular range, as can be easily understood from
the following consideration.

Take two points within the sphere depicted in Fig. 4a
and consider the scattering angle for which the path differ-
ence of the secondary waves amounts to 1λ; generalizing
this idea to the secondary waves from all points (electrons)
of the sphere shows that superposition of waves with ran-
dom phases will lead to a practically complete anihilation.
With decreasing scattering angles, however, the phase dif-
ferences decrease; the waves start to reinforce each other;
and at zero scattering angle, finally, all secondary waves
are precisely in phase, where consequently the maximum
of the scattering curve is observed: A scattering curve of
the general type of curve 1 in Fig. 5 is the result. For the
same wavelength and a much larger sphere (Fig. 4b) the
path difference of 1λ will be reached at much smaller scat-
tering angles, and hence the entire scattering curve will be
confined to a narrower angular range (curve 4 in Fig. 5). In
the same proportion as the particles grow larger, the scat-
tering condenses to progressively narrow angular ranges.
For example, the scattering curves 1, 2, 3, and 4 in Fig. 5
correspond to particles with linear dimensions in the ratio
1:2:3:4. Finally, if the particles are gigantic as compared
to the wavelength, X-ray small-angle scattering will be
observed. This reflects the general principle of reciprocity
in optics between the dimension of scattering objects and
scattering angles.

In a monodisperse dilute solution, in which the mean
distances between the particles are large as compared to
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FIGURE 5 Scattering curves from object with the same shape
and different sizes.

their size and randomly distributed, the scattering inten-
sities from the single particles are additive. At the same
time, the random disorder in a dilute system leads to an
average over all spatial arrangements and the result is a
scattering curve that is generally referred to as particle
scattering. It is characteristic for the behavior of the single
particle. Errors arising from interparticular interferences
can be eliminated by preparation of a concentration series
and extrapolation to zero concentration.

In the course of the development, methods have been
found to evaluate about a dozen particle parameters unam-
biguously from the scattering curve. Moreover, it is pos-
sible through trial-and-error methods to perform a more
detailed structure analysis. Finally, by introducing elec-
tron density markers, distances between the positions of
these markers within the particle can be measured.

In the case of polydisperse, dilute solutions, particle pa-
rameters can also be determined; however, they represent
mean values. Apart from macromolecular solutions, poly-
disperse dilute systems are frequently found in glasses and
alloys. If an approximate shape can be assumed—in the
cases mentioned above the particles frequently do not de-
part very far from isotropic shape—the size distribution
can be calculated.

In densely packed systems—for instance, in solid
cellulose—the concepts just outlined for dilute solutions
of particles cannot be unconditionally applied, since the
basic tenet, that the scattering intensities for individual
particles simply add to give the scattering of the whole
system, no longer holds. Here the entire system has to
be in the foreground of the considerations. This is due to
the fact that the distances between individual zones of
similar electron density are small as compared to their
sizes, so that interference effects between these zones
become dominant over the interferences from within the
zones. The general treatment of dense systems, therefore,
has to consider the whole scattering sample as one huge
particle for which only statistical system parameters can
be evaluated.

In the early times, workers in this field also performed
experiments on densely packed systems and evaluated
them according to the theory of dilute systems and thus ne-
glected the possibilities of interference interactions. This
has been recognized as incorrect.

However, there are also cases with densely packed sys-
tems in which interference effects can be neglected. This
occurs if the system contains a sufficiently broad distribu-
tion of particle sizes. This approach becomes impractical,
however, with systems of very high density, such as in
solid high polymers, where the space occupancy is be-
tween 99 and 100%. Then it is much simpler to treat the
voids as subjects of evaluation, in the sense of Babinet’s
principle, that are obviously present as dilute systems.

Relatively highly concentrated systems (up to 20% by
volume) of very anisotropic particles can also be treated
as dilute systems according to the principles of particle
scattering, since with elongated or flat particles the inter-
ference effects are strongly reduced if the particles are not
arranged in parallel. However, it is just this anisotropy that,
with very high packing density, enforces a largely parallel
arrangement, so that this approach is again bound to fail.
Nevertheless, it was possible to treat highly air-swollen
cellulose at degrees of swelling of about 6 (correspond-
ing to space filling of about 16%) satisfactorily as a dilute
system. If, however, the density becomes excessive, one
has to work with idealistic models (such as the “lamel-
lar stack,” which has been widely employed in studies on
high-polymer synthetics) if an analysis in terms of voids is
not successfully applicable. This is treated in more detail
in Section IV.

F. The Most General Unconditional Treatment

This applies to systems in which no geometrical regulari-
ties can be recognized and not even single particles can be
defined. A good model is a spongelike structure where the
two phases are mutually interpenetrating in an irregular
fashion without the existence of discrete particles of the
one or other phase. In this case typical system parameters
can be evaluated that are characteristic for the underlying
structure. These are treated below.

1. Mean Square Fluctuation of the
Electron Density

The relevant general quantify of a system that determines
its integral scattering power in a small-angle experiment
is its mean square electron density fluctuation:

(
ρ)2 = 〈(ρ − ρav)2〉, (3)

where ρav is the average electron density over the entire
irradiated system and ρ is the local electron density at
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a given point of it. Irrespective of the internal structural
features of the system, the integral over the scattering in-
tensities I (h) taken over all values of h is directly propor-
tional to the mean square fluctuation (
ρ)2. The following
integral:

Q =
∫ ∞

0
I (h)h2 dh (4)

is therefore called the “invariant,” since an internal re-
distribution of the electron densities might well lead to
changes in the shape of the scattering pattern but the inte-
gral remains constant. The proportionality of the invariant
to the mean square electron density fluctuation is given
by the scattering intensity of the single electron Ie [see
Eq. (1)] and by the thickness t of the sample according to

Q = const (
ρ)2 , const = 2π2 Ie t . (5)

For this reason (
ρ)2 is also frequently called the “scat-
tering power” of a system.

2. The Volume Fractions of Multiphase Systems

Equations (4) and (5) become particularly useful for the
case of two-phase systems, where (
ρ)2 is related to the
volume fractions w1 and w2 (= 1 −w1) of the two phases,
differing in electron density by 
ρ, according to the
following:

〈(
ρ2 − ρ2

av

)2 〉 = (
ρ)2 w1 w2

≡ (
ρ)2 w1(1 − w1). (6)

Combining Eqs. (1), (5), and (6), we get

Q /P0 = const(t /a2)(
ρ)2 w1(1 − w1) (7)

From the integral over the scattering intensities one obtains
therefore the volume fractions of the two phases. Equa-
tion (7) can easily be extended to the case of a system with
three or more phase; for three phases it reads:

Q /P0 = const(t /a2)
[
(
ρ1,2)2 w1 w2 + (
ρ2,3)2

×w2 w3 + (
ρ1,3)2 w1 w3
]
, (8)

where

w1 + w2 + w3 = 1.

The equation can be solved if the 
ρ values and one of
the volume fractions are known from other sources.

3. Inner Surface

For two-phase systems, the specific phase boundary area
(inner surface per unit volume inverse angstroms) can be

obtained from the final slope toward large angles 2θ , which
follows an h −4 course:

I (h) → K /h4; lim
h →∞

I (h)h4 = K . (9)

This so-called “Porod’s law” relates in this form to
curves unaffected by collimation influences. For curves
measured with a line-shaped primary beam [denoted as
Ĩ (h) by the superscript tilde], the relationship takes the
following form:

I (h) → K̃ /h3; lim
h →∞

Ĩ (h)h3 = K̃ (10)

The terms K and K̃ , respectively, are called the “tail-end
constants.”

For two-phase systems, the constant K is related to the
inner surface, that is, to the interfacial area between the
two phases. Defining Si as the specific inner surface of
a monodisperse solution—as the most important special
case—given by the ratio of surface and volume of the
particle, we have the following:

Si = π K/Q = 4K̃/Q̃. (11)

4. Intersection Length

The degree of colloidal dispersion is characterized in a
particularly transparent way by the so-called “intersec-
tion length,” also introduced by Porod. Figure 6 schemat-
ically shows an irregular two-phase gel system that can
be considered as “spongelike” and that does not allow the
definition of an average particle size. If, however, arrows

FIGURE 6 Schematic section through a spongelike structure with
representation of the intersection length. [From Porod, G. (1951).
Kolloid-Z. 124, 83.]
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are shot through this system in all possible directions, and
an average is taken over all lengths passing through a sin-
gle phase, one indeed obtains a characteristic parameter
for the dispersity of the two phases. In this case, the simple
relationship holds for the average values l̄1 and l̄2

l̄1 = 4w1 /Si; l̄2 = 4w2 /Si . (12)

These parameters have particular relevance for solid col-
loidal systems.

Frequently these system parameters are also useful in
the characterization of particles in addition to the more
specific particle parameters. The only limit to this ap-
proach is the applicability of the definition of a two-
phase system with well-defined interfaces. If the system,
however, shows a significant deviation in its scattering
from the ideal h −4 course, which can be easily determined
from the slope in a double-logarithmic plot (log I versus
log h), the concepts of specific inner surface or intersec-
tion lengths are not applicable. Then, the system can be
discussed in terms of fractal geometry (Section VII.A).

II. PARTICLE SCATTERING IN
MONODISPERSE SOLUTIONS OF
CORPUSCULAR STRUCTURES

In this section the principles of particle scattering and the
various ways by which structural information can be ob-
tained are described. Most of the examples used here are
from the field of biological macromolecules. Therefore, no
separate section is devoted to this area of research, as is the
case for other fields to be treated in Sections III, IV, and V.

A. From the Object to the Scattering Curve

1. Electron Density, Contrast

In the discussion above of particle scattering it was tacitly
assumed that the particles are surrounded by vacuum. Gen-
erally, however, particles exist in solution, and therefore
we must answer whether and how the solvent modifies the
scattering of a colloidal particle. For this it is necessary
to introduce the concept of electron density ρ, which can
be expressed by the number of electron moles per cubic
centimeter. For homogeneous matter it is obvious that

ρ =
∑

order numbers∑
atomic weights 

d , (13)

where d = density. The summation can be extended over
any arbitrary quantity, most conveniently 1 mol of the
substance.

The effect of the solvent is illustrated by Fig. 7, which
shows on the ordinates the electron densities of the sol-
vent (ρ1) and of the dissolved particle (ρ2) along a section

FIGURE 7 Electron density and contrast. For explanation, see
text.

through the solvent and the dissolved particle. For the
present argument, the electron density within each phase
can be considered as constant, since the spatial range of
the fluctuations due to the atomic structure is small as
compared to the size of the colloidal dimensions. Conse-
quently, the relevant quantity for the scattering of a parti-
cle, apart from its volume, is the electron density contrast,
(
ρ) = ρ2 − ρ1, against the solvent background. The re-
maining electrons of the particle, together with the solvent,
form a continuum with no contribution to the scattering.
According to Babinet’s principle, the scattering effect is
unaffected by an interchange of the two electron densi-
ties. From this it follows that the arrangement in Fig. 7a
is equivalent in scattering to that in Fig. 7b. If the electron
densities ρ2 of the solute and ρ1 of the solvent are equal,
the whole system acts as a homogeneous continuum from
which no small-angle scattering arises; this agrees with
experience. In this case the X-ray beam does not “see” the
particle.

According to this notion, the effect of the solvent on
dissolved particles generally is a strong attenuation of their
scattering; for example, the contrast 
ρ of proteins in
aqueous solution is only about 10% of ρ2.

2. Quantitative Calculation of Particle Scattering

Consider a dumbbell-shaped particle consisting of two
point-shaped scattering centers with a mutual distance r :
according to Debye, the scattering intensity of such a par-
ticle, after averaging over all spatial orientations, is given
by the following:

i(h) = f 2
i + f 2

k + 2 fi fk (sin hr )/hr, (14)

where the f terms are the atomic shape factors and r the
distance between the atomic centers. In the calculation of
the scattering properties of a large particle, one can assume
homogeneous electron density if the ranges of inhomo-
geneities within the particle are small in comparison to
the overall particle dimensions. Consequently, the distance
distribution function ρ(r ) for the number of distances r be-
tween two different volume elements within a particle is
a continuous (fully differentiable and integrable) function
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of r . Thus, the frequency of distances lying between r and
(r +dr ) is given by p(r ) dr . According to Eq. (14) for the
scattering of the dumbbell, integration over all distances
immediately leads to the total scattering curve of a particle:

I (h) = 4π

∫ ∞

0
p(r )

sin hr

hr
dr. (15)

For simple geometric shapes, the distance distribution
p(r ) can be calculated without great difficulty.

Alternatively, one can start from a combination of the
electrons to atoms and obtain, again according to Debye,
the relation between the structure of a particle consisting of
n atoms and its scattering curve, according to the following
equation, which is equivalent to Eq. (15):

I (h) =
n∑

i=1

n∑
k=1

fi fk
sin hrik

hrik
. (16)

Hence each atom has to be combined with all the others
and with itself, and the summation performed over all
pairs.

There exist also other possibilities for the calculation of
scattering curves. The scattering curves for many triaxial
bodies (ellipsoids, elliptic cylinders, hollow spheres, hol-
low cylinders, prisms, etc.) with various axial ratios are
documented in the literature.

B. From Particle Scattering
to the Particle Structure

1. Overview

In the previous section, an outline of the methods for the
calculation of scattering curves for a given particle struc-
tures has been presented. However, the aim of a small-
angle scattering analysis is exactly the opposite: generally
one wants to obtain information on the scattering object
from the scattering curve. It is possible to formulate rela-
tions between certain properties of the particle scattering
curve and discrete parameters of the particles, such as
mass, volume, and size parameters. Frequently, the deter-
mination of only one or a few particle parameters is in
itself already an important achievement.

The next step is an attempt to obtain more detailed in-
formation on the particle shape. For this, a most useful
approach is offered by the possibility of calculating the
scattering curves for assumed particle structures on the
basis of the theory indicated above. It is of advantage if
a rough idea on the type of structure to be expected can
be obtained from entirely different sources. From a first
model scattering curve one further proceeds by trial-and-
error variation of the assumed particles until scattering
equivalence is reached that is, until the calculated scatter-
ing curve agrees with the experimental one. The model

found in this way will generally be a good approximation
to reality.

So far, structures have been discussed in which the as-
sumption of homogeneous electron density is justified.
However, with longer range electron density inhomo-
geneities within the particle, the above approach can ob-
viously not lead to a correct result irrespective of scat-
tering equivalence between model and experiment. This
leads to the additional task of determining the internal
electron density distribution, for which there exist three
possibilities:

1. The first approach is tied to the existence of symme-
tries. With spherical symmetry, the radial electron density
distribution can be calculated. For elongated, rotationally
symmetric particles, one can calculate the radial density
distribution of the cross section. For lamellar particles with
a mirror plane, finally, the electron density distribution ver-
tical to the lamellar plane can be determined. If, however,
no such symmetries are present, information on the density
distribution can still be obtained by certain modifications
of the scattering system. The following two approaches
can be taken.

2. Contrast variation by adjustment of the solvent elec-
tron density: in principle, this offers the possibility of alter-
natively making certain domains of the particle invisible
and only investigating the rest, which is not matched by the
solvent. For the theoretical formalism, see Section II.B.5.

3. Labeling of the dissolved substance. With X-rays
one can use heavy atoms or groups of atoms as labels at-
tached to certain domains of the particle and determine
their mutual distances (Section II.B.5); with neutron scat-
tering on complex particles, that is, particles consisting of
several chemically distinct units, the scattering power of
single subunits can be enhanced arbitrarily by selective
deuteration. For instance, one can deuterate two subunits
and measure their distance; the same can be achieved by
deuterating the whole particle and leaving the two sub-
units of interest unlabeled. This approach can be extended
to other pairs of subunits, which leads, in the sense of a
“triangulation,” to a map of center-to-center distances for
all subunits.

2. Prerequisites; Sources of Errors; Corrections

a. Homogeneity, polydispersity. As a rule, the eval-
uation of scattering data starts from the assumption of
monodispersity of the solution. Only in this case can the
scattering be considered representative for a certain parti-
cle species. This requires a test of monodispersity.

b. Concentration effect. The correct evaluation of
particle scattering is possible only under the condition of
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infinite dilution. This is due to interferences between dif-
ferent particles, interparticle interferences, which arise if
their mutual distances are neither completely irregular nor
sufficiently large. Typically, this effect leads to a decrease
in scattering intensity at the smallest angles. In general,
therefore, it is necessary to measure a series of concentra-
tions and extrapolate to zero concentration.

c. Effect of beam geometry and its elimination.
The theoretical scattering curves are derived for the con-
dition of a point-shaped primary beam cross section. In
actual experiments, however, one normally uses a flat,
ribbon-shaped primary beam to achieve higher intensity,
so that in the plane of registration the cross section takes
the shape of a narrow rectangle. Obviously, both the length
and the width of the primary beam affect the shape of the
measured scattering curve. This effect has to be eliminated
in order to allow a correct comparison to the theoretical
curves. A number of methods have been developed for this
correction, often called “desmearing,” and they are easily
executed by computers.

3. Unambiguously Determinable Parameters and
Structure Functions of the Particle in Solution

a. Radii of gyration.
i. Corpuscular particles, radius of gyration R. The

radius of gyration R of a particle is the root-mean-square
distance of all electrons from their center of gravity. Hence
R is defined in complete analogy to the radius of inertia
in mechanics, with the only difference being that here
the electrons take the place of mass elements. Therefore,
R can be easily calculated for simple geometrical bodies
(Table I).

The experimental determination of the radius of gyra-
tion can be done according to Guinier, who found that in its
innermost part every particle scattering curve follows an
exponential course, according to the following equation:

I = I0e −R2h2 /3 , (17a)

where I0 corresponds to the scattering intensity at zero
angle. In logarithmic form, this reads as follows:

ln I = ln I0 − R2h2 /3. (17b)

TABLE I Examples for Radii of Gyration of Simple
Geometrical Bodies

Sphere with radius r R =
√

3
5 r

Hollow sphere with radii R2 = 3
5 (r

5
1 − r5

2 )/(r3
1 − r3

2 )
r1 and r2

Three-axial ellipsoid with R2 = (a2 + b2 + c2)/5
semiaxes a , b , c

In a plot of ln I versus h2 (Guinier plot) one obtains a
curve with the decay of R2 /3 in its innermost part, from
which R can be calculated.

The radius of gyration is an important parameter and is
often useful as an indicator for structural changes of a sub-
stance. Changes studied through the use of the radius of
gyration are, for instance, association and dissociation ef-
fects, conformational changes by denaturation, binding of
coenzymes, and temperature effects. An instructive exam-
ple is the melting of transfer ribonucleic acid (tRNA). Both
the UV absorption and the radius of gyration were found
to increase with increasing temperature (Fig. 8). This ef-
fect has been interpreted as “melting” of the base pairs,
which leads to a loosening up of the originally closely
packed chainlike molecule. The behavior of the radius of
gyration offers a good illustration for the concomitant size
increase of the coil.

ii. Rodlike particles, radius of gyration of the cross sec-
tion Rc. A sufficiently dilute solution of extremely long
and extremely thin molecules would have the scattering
properties of a gas of needles, that is, 1/h. In reality, how-
ever, elongated particles have finite thickness and are not
infinitely long. The finite thickness leads to a function
Ic, the cross-section factor, which depends only on size
and shape of the cross section and by which the needle
scattering curve has to be multiplied as follows:

I = Ic /h , Ic = I h. (18a)

In analogy to the determination of the radius of gyration
of corpuscular particles from the Guinier plot of the scat-
tering curve, the radius of gyration of the cross section Rc

for elongated particles can be determined by the Guinier
plot of the cross-section factor ln Ih versus h2; tangent
(tan α)0 at small angles is given by the following:

(tan α)0 = R2
c

/
2. (18b)

FIGURE 8 “Melting curves” of t-RNAPhe (yeast). Temperature
dependence of the radius of gyration (right) and of ultraviolet ab-
sorption (left). [Reprinted with permission from Pilz, I., Kratky, O.,
Cramer, F., von Der Haar, F., and Schlimme, E. (1970). Eur. J.
Biochem. 15, 401.]
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The finite length causes the largest distances to be lacking
in comparison to infinitely long needles. According to the
law of reciprocity, this lack is reflected by a decrease in
intensity toward the very smallest angles.

An instructive example is a study on the enzyme malate
synthase, which has a disklike structure in its monomeric
form. Upon exposure to a very high X-ray dose, the par-
ticles associate laterally, leading to more and more elon-
gated particles. Figure 9 shows that the slope and hence
also the cross-section factor are practically independent
of irradiation time. Since originally the particles are rela-
tively short, one observes a strong decrease in the cross-
section factor toward zero angle after short irradiation pe-
riods. With increasing irradiation times and association,
however, this effect decreases since the shape approaches
that of a long rod. Finally, for very long irradiation times
one observes in the inner part an increased cross-section
factor to about twice its original value; this can be easily in-
terpreted in terms of the formation of laterally paired rods.

If R and Rc are known, the length of the rod is found
according to the following:

L =
√

12
(
R2 − R2

c

)
. (19)

FIGURE 9 Changes in cross-section factor of malate synthase.
Time intervals of X-ray irradiation between two subsequent
curves, 5.7 hr. [Reprinted with permission from Zipper, P., and
Durchschlag, H. (1980). Mh. Chem. 111, 1367.]

iii. Lamellar particles: Radius of gyration of the thick-
ness Rt . A very dilute solution of infinitely large and
infinitely thin sheets would have the particle scattering
curve 1/h2. Since in reality the thickness is always finite,
it follows for the scattering curve that

I = It /h2; It = Ih2 , (20a)

where It depends on the thickness only and is therefore
called the thickness factor. Its Guinier plot (ln Ih2 versus
h2) leads to the radius of gyration of the thickness, through
the slope (tan α)0 at smallest angles:

tan α0 = −R2
t . (20b)

From the general relation between the length of a line and
its radius of gyration, it follows that the thickness t of the
lamella is connected to Rt by the following:

t = Rt

√
12. (21a)

Since for a coinlike particle such as malate synthase the
thickness is much smaller than its diameter, it follows from
the law of reciprocity that the thickness is expressed at
larger angles. If the abscissa range shown in Fig. 9, is
extended to larger angles (Fig. 10), the Guinier plot of the
thickness factor leads to a radius of gyration corresponding
to a thickness of about 1 nm. From the independence of
this effect on irradiation time it can be concluded that these
particles have constant thickness; that is, their association
always occurs laterally.

FIGURE 10 Thickness factor of malate synthase. Time inter-
vals of X-ray irradiation between two subsequent curves, 11.4 hr.
[Reprinted with permission from Zipper, P., and Durchschlag, H.
(1980). Mh. Chem. 111, 1367.]
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iv. Parallelepipedic particles. The analysis of the
radii of gyration is of particular value in the case of
parallelepipedic structures, where the length l is large as
compared to the width b, and this in turn is large against
the thickness t . In this case, the edge lengths are connected
to their radii of gyration according to Eq. (21a), and hence

l = R1

√
12; b = Rb

√
12; t = Rt

√
12. (21b)

Furthermore, these individual radii of gyration are related
to the radius of gyration of the entire particle R simply
by the following:

R2 = R2
l + R2

b + R2
t . (22a)

The area lb has the radius of gyration Ra , which is the
limiting value of R for t = 0; therefore

R2
a = R2

l + R2
b . (22b)

The value Rc for the area bt , identical to the already-
introduced radius of gyration of the cross section, is the
limiting case for l = 0, and hence

R2
c = R2

b + R2
t . (22c)

Combining Eqs. (22a) and (22c) yields

R2
l = R2 − R2

c , l =
√

12
(
R2 − R2

c

)
(22d)

and Eq. (22c) can be written as

R2
b = R2

c − R2
t , b =

√
12

(
R2

c − R2
t

)
.

Finally the value of t is obtained from t =
√

12R2
t .

Therefore, from the values of R , Rc, and Rt obtained
from Guinier plots of I , Ih, and Ih2, respectively, the
length, width, and thickness of a parallelepiped can be
determined.

Particles of this kind are found in aggregates of dyes
in solution, for example, of β-naphthol orange (formula
shown in Fig. 11).

The degree of association of these molecules increases
with salt concentration, as can be immediately inferred
from the particle mass. This is shown in Fig. 12, where
the degree of association increases up to about 20. The
determination of the parameters l , b, and t in the same
series as in Fig. 12 leads always to a value of 13.5 Å for t ,
which is identical to the length of the monomeric molecule
(Fig. 11). Therefore, the increase in l and b corresponds
to lateral association. The degrees of association and the

FIGURE 11 β-Naphthol orange.

FIGURE 12 Average degree of association f of β-naphthol
orange as a function of dye concentration c in aqueous and
0.1 M KCl solution. [Reprinted with permission from Kratky, O.,
Ledwinka, H., and Pilz, I. (1967). Makromol. Chem. 105, 171.]

three dimensions of the particles are listed for some points
in Table II. It can be clearly seen that the area a of lb is
exactly proportional to the degree of association f ; that
is, the ratio of a / f is constant. Hence the molecular area
within the aggregate has the constant value of 95 Å2. With
the length of the molecule, this leads to a molecular volume
of 95 × 13.5 = 1280 Å3, a value that is about four times
larger than that calculated on the basis of the molecular
weight and the partial specific volume, which is 302 Å2.
An explanation for the cohesion in such obviously very
loosely packed aggregates is not straightforward.

A second illustrative example is the azo dye chlorantin
light violet 2RLL (formula shown in Fig. 13). Here too,
the degree of association increases with concentration and
ionic strength. The evaluation in terms of a parallelepi-
pedic structure leads to the values l = 37 Å, b = 9.7 Å,
and a value of t that increases from 8 to 27 Å. The values l
and b can be understood in terms of the dimensions of the
rather band-shaped monomeric molecule, so that the third
dimension results from a lateral stacking on the broad face.
Here too, as with β-naphthol orange, the apparent volume
occupancy per molecule is larger by a factor of 3 than that
calculated from M and v̄2.

For future experiments on dyes, these two results can
be summarized as follows. Considering that the molecular
weights of these two molecules, 350 forβ-naphthol orange

TABLE II Shape Determination of β-Naphthol
Orangea

c 0.103 0.371 1.037

f 4.5 11.9 23.1

t 13.5 13.5 13.5

a 430 1130 2190

a/ f 95 95 95

a From Kratky, O., Ledwinka, H., and Pilz, I. (1967).
Makromol. Chem. 105, 171–192.
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FIGURE 13 Chlorantin light violet 2RLL.

and 1116 for chlorantin light violet, are about two orders
of magnitude smaller than those of the macromolecules
like the proteins usually studied by this method, these ex-
amples demonstrate an enormous extension of the field of
application into the domain of medium-sized molecules.
It is also noteworthy that no other known method would
allow a similarly detailed study of the molecular associa-
tion in this range of sizes. Optical spectroscopy is limited
to low degrees of association, due to the large extinction,
and for the usual methods of molecular weight determi-
nation the masses are too small. Moreover, with no other
method would it be feasible to even approximately yield
the entire shape information of the aggregates.

b. Volume of corpuscular particles; cross-sec-
tional area of rodlike particles; thickness of lamellar
particles. In a two-phase system of particles and
solvent, the invariant

Q =
∫ ∞

0
I (h)h2 dh (23)

depends only on the square of the net contrast, (
ρ)2 and
the volume fractions [Eq. (7)] and is therefore independent
of the degree of dispersion with constant weight concen-
tration and hence also of the volume of the single particles.
The extrapolated zero-angle intensity I0, on the other hand,
is proportional to the volume of scattering particles, the
square of the electron density difference, and the volume
fraction, i.e., to (V 
ρ2 w). The ratio I0 /Q is therefore a
measure for the particle volume. According to Porod,

V = 2π2 I0 /Q . (24)

An example of the application of Eq. (24) is the saturation
of the apoenzyme of yeast glycerol aldehyde 3-phosphate
dehydrogenase with the coenzyme NAD. In the course of
this saturation one observes a volume concentration of 7%.
From the nonlinear relationship between the degree of sa-
turation and the volume contraction, it was concluded that
an allosteric mechanism underlies this saturation process
(Fig. 14).

For the cross-sectional area Ac of rodlike particles one
obtains a relationship analogous to Eq. (24):

Ac = 2π (Ih)0/Q (25)

and for the flat leaflets one finds the thickness t according
to the follows:

FIGURE 14 Relative volume contraction R of glycerolaldehyde-
3-phosphate dehydrogenase as a function of the degree of satura-
tion ȳ with NAD. [Reprinted with permission from Durchschlag, H.,
Puchwein, G., Kratky, O., Schuster, I., and Kirchner, K. (1971). Eur.
J. Biochem. 19, 9.]

t = π (Ih2)0/Q. (26)

Equations (25) and (26) are still applicable with relatively
high concentrations.

c. Mass determination.
i. Molecular weight. An important possibility of

X-ray small-angle scattering is the determination of the
particle mass. This is due to the fact that at zero angle all
secondary waves from the electrons within a particle are
in phase, and hence the total amplitude is proportional
to the number of excess electrons. According to Eq. (1),
the single electron gives a scattering intensity of Te =
7.9 × 10−26 relative to the primary intensity P0. A simple
derivation then leads to the relation for the molecular
weight M as follows:

M = 21.0I0a2

P0(z2 − v′
2ρ1)2tc

, (27a)

in which 21.0 is the value of 1/NA Ie, under the condi-
tions of slit collimation where P0 is the intensity per 1 cm
length of the primary beam, I0 is the value of the scattered
intensity obtained upon “desmearing,” a is the distance be-
tween sample and plane of registration, z2 is the number of
mole-electrons per gram of solute, ρ1 is the electron den-
sity of the solvent, v′

2 is the isopotential specific volume
of the solute (normally this can in good approximation be
set equal to the partial specific volume v̄2), t (cm) is the
thickness of the sample, and c is the concentration (grams
per milliliter).

Numerous molecular weights of biologically interest-
ing substances in the range of 104 to 107 daltons have been
determined with the help of this equation. These limits
have been considerably extended toward low molecular
weights by the above-mentioned studies on dye solutions.
The low-molecular-weight record stands presently at 350.

ii. Mass per unit length for rodlike particles. The
small-angle scattering method can be considered unique
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in its possibility to weigh a piece of unit length of an elon-
gated particle. The mass per unit length denominated as
Mc is obtained by the following:

Mc = 6.69(Ih)0a2

P0(z2 − v′
2 ρ1)2tc 

(27b)

in which 6.69 is the value of 1/π NATe.
iii. Mass per unit area for lamellar particles. In anal-

ogy to Eq. (27b), the mass per unit area Mt for lamellar
particles is obtained by the following:

Mt = 3.34(Ih2)0a2

P0(z2 − v′
2 ρ1)2tc 

, (27c)

in which 3.34 is the value of 1/2π NATe.

d. Distance distribution function. The intramole-
cular distance distribution function p(r ) is obtained from
Eq. (15) simply through Fourier inversion according to the
following equation:

p(r ) = r2

2π2

∫ ∞

0
I (h)h2 sin(hr )

hr
dh (28a)

or

p(r ) = 1

2π2

∫ ∞

0
I (h)hr sin(hr ) dh, (28b)

which are mutually equivalent.
The maximal distance rmax within one particle can be

found directly from the abscissa value where the function
p(r ) vanishes. This frequently allows the recognition of
association processes. An instructive example for this ap-
plication of the p(r ) function is the radiation-induced
association of malate synthase (Fig. 15). The distance
distribution function clearly indicates that in addition
to monomers, with their maximum dimensions of about
10 nm, initially particles of twice this size appear, and fi-
nally, as the time of irradiation proceeds, even larger par-
ticles occur. The process of association is schematically
depicted in Fig. 16.

The knowledge of the distance distribution function also
offers an independent way for the determination of the
radius of gyration by the following:

R2 =
∫ ∞

0 p(r )r2 dr

2 
∫ ∞

0 p(r )r dr
. (29)

However, the major importance of the distance distri-
bution function stems from its more descriptive nature as
compared to the scattering curve, which makes it very
valuable in shape determinations by trial and error.

e. Electron density distribution of symmetrical par-
ticles. For particles with spherical symmetry, it is the-
oretically possible to calculate the radial electron density

FIGURE 15 Distance distribution function p (r ) of aggregating
malate synthase. Time intervals as in Figs. 9 and 10. [Reprinted
with permission from Zipper, P., and Durchschlag, H. (1981). Mh.
Chem. 111, 1.]

distribution p(r ) from the scattering intensity I (h), since,
as a consequence of symmetry, no information is lost in
the process of spatial averaging under these conditions,
and one obtains the relationship between the scattering
amplitude A(h) = ±√

I (h) and the radial electron density
distribution ρ(r ) as follows:

A(h) = 4π

∫ ∞

0
ρ(r )r2 sin hr

hr
dr. (30a)

The inverse transform gives ρ(r ) according to the
following:

ρ(r ) = 1

2π2

∫ ∞

0
A(h)h

sin hr

hr
dh. (30b)

An exactly centrosymmetrical electron density should
cause several subsidiary maxima separated by zeros in the
scattering curve. Since in reality the symmetry is never
strictly centrosymmetrical, deep minima replace the zeros.
In order to apply the above equations, such zeros have to be
artificially introduced. In the determination of the ampli-
tudes A(h) from the intensities one has to draw the square
root, leading to the problem of the proper choice of signs.
Both problems, the artificial production of zeros and the
proper choice of signs, can be solved by suitable methods.

An important field of application for this approach is
the plasma lipoproteins, which are composite structures



P1: GTM/GLT P2: GPB Final pages

Encyclopedia of Physical Science and Technology EN017-832 August 3, 2001 16:55

952 X-Ray Small-Angle Scattering

FIGURE 16 Schematic representation of the radiation-induced
aggregation of malate synthase. [Reprinted with permission from
Zipper, P., and Durchschlag, H. (1980). Rad. Environ. Biophys.
18, 99.]

of various lipids and proteins. The scattering curves of a
plasma lipoprotein shown in Fig. 17 with their deep min-
ima show the typical appearance of nearly spherical par-
ticles. The radial electron density distribution calculated
via the scattering amplitudes allows the postulation of a
model on the basis of the known chemical composition
(Fig. 18). It becomes immediately clear that the core of
the particles containing the lipids undergoes a transition
from a highly ordered state at low temperatures to a disor-
dered state at high temperatures. This change in structure
is reversible between 4◦ and 40◦C.

Another important field where quasispherical particles
with an inhomogeneous radial electron density distribu-
tion are frequently encountered is detergents in aqueous
media. Generally, all detergents share a common feature:
they are small, elongated molecules with a clear separation
between polar and unpolar parts. Above a certain critical
concentration in water (cmc, critical micelle concentra-
tion) they form aggregates (micelles) such that the hy-
drophobic, apolar parts (frequently hydrocarbon chains)
form the core and the polar parts, the hydrophilic head-
groups [often COO−, SO−

3 , N+(CH3)3] constitute
the surface layer. X-ray small-angle scattering is very
well suited for studies on size, shape, and aggregation
number—which are often very sensitive to environmental
conditions such as temperature and salt concentration—
since their micellar sizes are in the range of smaller
colloids.

As an example, the X-ray small-angle scattering on
sodium dodecyl sulfate (SDS) is briefly described. The

FIGURE 17 Scattering curves of human low-density lipoprotein
LpB. [Reprinted with permission from Laggner, P., Degovics, G.,
Müller, K., Glatter, O., Kratky, O., Kostner, G., and Holasek, A.
(1977). Hoppe-Seyler’s Z. Physiol. Chem. 358, 771.]

scattering curve is very similar to that of a sphere. Fourier
transformation of the amplitudes, therefore, leads to a ra-
dial electron density distribution with an outer diameter of
70 Å. This ρ(r ) function can be understood in terms of a
radial arrangement of the hydrocarbon chains surrounded
by the electron-dense polar headgroups. It is generally
assumed that the micelles grow in size upon raising the
concentration and finally transform into cylinders. How-
ever, X-ray small-angle scattering shows that the maximal
diameter of 70 Å is largely independent of concentration—
and also of salt concentration in the aqueous medium—up
to a certain limit. The results of absolute intensity mea-
surements indicate that additional detergent molecules en-
ter the 70 Å particles by increasing the packing density
until the limit of 140 molecules per micelle is reached.
Above this limit—which depends on salt concentration—
a further increase in concentration leads to an increase in
size and eventually to ellipsoidal shape.

For elongated particles with cylindrical symmetry and
for flat particles with a central plane of symmetry, the
electron density distribution vertical to the cylinder axis
and to the central plane, respectively, can be obtained ana-
logously by Fourier transformation of the thickness and
cross-section amplitudes, [I (h)h]1/2 and [I (h)h2]1/2.
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FIGURE 18 Idealized cross-section model of human lipoprotein LpB, derived from the electron density distribution
shown in the lower part of the figure. [Reprinted with permission from Laggner, P., Degovics, G., Müller, K., Glatter, O.,
Kratky, O., Kostner, G., and Holasek, A. (1977). Hoppe-Seyler’s Z. Physiol. Chem. 358, 771.]

4. Shape Determination by Trial and Error

a. The two possibilities of comparison. There ex-
ist basically two approaches, which are outlined in the
following:

1. The theoretical scattering curves calculated for the
assumed models are compared to the experimental scat-
tering curve and the models are varied by trial and error
until satisfactory agreement is reached, that is, until one
of the calculated bodies is “equivalent in scattering” to
the real object. This is a comparison in “reciprocal space,”
since the scattering curve represents a reciprocal picture
of reality.

2. The distance distribution function p(r ) calculated for
a certain model is compared to the “experimental” distance
distribution function, calculated according to Eq. (28)
from the scattering curve. Again the model is iteratively
varied until equivalence in scattering—that is, equality of
p(r )theor and p(r )exp—is obtained. Here we speak of a
comparison in “real space,” since the distance distribution
function represents the real particle.

b. Approximation by simple triaxial bodies. A typ-
ical example of trial-and-error curve fitting in terms of

simple geometrical bodies is given by the investigation on
the pH-dependent structural transition of serum albumin.
This protein (MW ≈ 70000) shows an increase in radius
of gyration from 32 to 38 Å when the pH is lowered from
neutral (7.0 and 5.1) to 3.7. The scattering curves for neu-
tral pH (Fig. 19a) show good agreement with prolate el-
lipsoids of axial ratios of 0.66 :1: 2, while at pH 3.7 the
best fit is obtained for a flat prism with edge ratio 0.25 :1:1
[Fig. 19(b)]. These axial ratios have been found by ana-
lyzing the various radii of gyration in the terms outlined
above for parallelepipedic structures. This shape change
was interpreted in terms of the model shown in Fig. 20,
which implies a partial unfolding of two structural similar
domains.

A further instructive example is the shape analysis of
hemocyanin of the blue blood pigment of the snail Helix
pomatia. From electron microscopy, a hollow cylinder had
to be expected. Figure 21 shows the theoretical scatter-
ing curves for the full and hollow cylinders with different
ratios of external to internal diameter ri/ra. As with all
internally heterogeneous bodies, the intensity of the first
side maximum relative to the main maximum increases
with the degree of “hollowness.” The experimental curve
fits well into this series of curves and leads to a ratio of
inner to outer diameter of 0.45.
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FIGURE 19 Comparison of the experimental scattering curves of porcine serum albumin at different pH values with
theoretical curves for geometrical model bodies: (a) at pH 5.1 (©) and pH 7.0 (×), such that the full lines correspond
to theoretical scattering curves of ellipsoids with axial ratios of a:1:2 with a = 0.75 and 2

3 ; (b) at pH 3.7 (×), such that
the full line with 0.25 is the theoretical curve for a rectangular prism of edge-length ratio 0.25:1:1. [Reprinted with
permission from Laggner, P., Kratky, O., Palm, W. H., and Holasek, A. (1971). Mh. Chem. 102, 1729.]

c. Approximation by composite structures. Fre-
quently, complex protein structures consist of many ap-
proximately spherical subunits of similar size. The calcu-
lation of the scattering curve can be performed according
to the Debye equation, Eq. (16), in which instead of fi

and fk the scattering amplitude of the subunits (instead of
atomic form factors) is used and for rik their mutual center-
to-center distances are introduced. Although one cannot
immediately calculate the entire scattering curve accord-
ing to Eq. (16) due to the lack of knowledge of the mutual
distances, it is clear, nevertheless, that the scattering func-
tion contains the product of the squares of the amplitudes
of the spherical subunits in all summands. Since the scat-
tering curves of spheres contain zeros, these have to occur
also in the scattering curves of the entire particles; that is,

FIGURE 20 Schematic representation of the structural transition
of serum albumin at low pH values, as for Fig. 19. [Reprinted
with permission from Laggner, P., Kratky, O., Palm, W. H., and
Holasek, A. (1971). Mh. Chem. 102, 1729.]

well-developed minima are to be expected if the condition
of spherical shape of the subunits is approximately met.
From the position of these minima, one can then calculate
an average diameter ds of the subunits:

ds = 3.49/h01 = 6.04/h02 (31a)

where h01 corresponds to the first and h02 to the second
minimum. This relation leads to the following:

h01 /h02 = 1.73, (31b)

thus providing a basis for the decision whether or not
two separate minima can have their origin in the spher-
ical structure of the basic units.

As an example, the outer part of the scattering curve
of hemocyanin from H . pomatia indeed shows two dis-
tinct minima (Fig. 22), which fit Eq. (31a), leading to a
diameter for the subunits of ds = 4 nm. This information
has substantially contributed to solving the problem of the
proper filling of the given hollow cylindrical shape with
spheres (Fig. 23). Figure 24 also shows the comparison
between experimental and theoretical curves calculated
on the basis of this model: The agreement is convincing.

d. Models composed of many spheres that do
not represent chemical subunits. The construction
of models consisting of many small spheres with given
center-of-gravity distances, for which the scattering curves
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FIGURE 21 Comparison of the scattering curves of circular hollow cylinders with that of hemocyanin in water.
[Reprinted with permission from Pilz, I., Kratky, O., and Moring-Claesson, I. (1970). Z. Naturforsch. 25b, 600.]

can be easily calculated according to Eq. (16), is a gener-
ally applicable approach in the interpretation. The small
spheres, however, may not necessarily relate to true chemi-
cal units but only serve to approximate a certain type
of structure by simple means. However, this normally
requires some knowledge on the type of structure from
other sources of information. As an example of this ap-
proach, Fig. 25 shows the model for the factor σ of
a DNA-dependent RNA-polymerase enzyme subunit of
Escherichia coli, together with the comparison between
the experimental scattering curve and the theoretical curve
calculated for this model.

FIGURE 22 Tail end of the scattering curve of hemocyanin from
H. pomatia. [Reprinted with permission from Pilz, I., Glatter, O.,
and Kratky, O. (1972). Z. Naturforsch. 27b, 518.]

e. Comparison of the experimental and theoreti-
cal distance distribution functions. Figures 26 and 27
show the strong dependence of the distance distribution
function on the type of structure. With some experience,
the approximate shape of a particle can be readily guessed
from the appearance of the p(r ) function, and a refined
model can be obtained by systematic variation of axial
ratios and other parameters.

This approach has been taken in an investigation on
the structure of the dimeric complex between two trans-
fer nucleic acids, tRNAPhe and tRNAGlu, which bind to
each other by their complementary anticodon tripletts.

FIGURE 23 Model of hemocyanin consisting of 360 identical sub-
units, arranged in six similar double layers. [Reprinted with permis-
sion from Pilz, I., Glatter, O., and Kratky, O. (1972). Z. Naturforsch.
27b, 518.]
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FIGURE 24 Inner part of the experimental scattering curve of
hemocyanin (curve 1); theoretical scattering curve of the model
depicted in Fig. 23 consisting of 360 subunits (curve 2). (The
model of Von Bruggen, to which curve 3 relates, is not discussed
further here). [Reprinted with permission from Pilz, I., Glatter, O.,
and Kratky, O. (1972). Z. Naturforsch. 27b, 518.]

FIGURE 25 Comparison of the experimental scattering curve of
the factor σ of DNA-dependent RNA-polymerase of E. coli (open
circles) to the theoretical curve calculated for the depicted model
(solid line). [Reprinted with permission from Meisenberger, O.,
Pilz, I., and Hermann, H. (1980). FEBS Lett. 112, 39.]

FIGURE 26 Distance distribution function p (r ) of hollow spheres,
where Do is the outer diameter and d the thickness of the shell,
and Do /D = 2 therefore represents a full sphere. [Reprinted with
permission from Glatter, O. (1979). J. Appl. Crystallogr. 12, 166.]

Figure 28 shows the experimental p(r ) functions of the
complex compared to various forms of model dimers. The
p(r ) functions of the models have been calculated on the
basis of the known L-shaped crystal structure of tRNA.
It is evident that the experimental p(r ) function lacks the
pronounced shoulder at r values of about 100 Å, which are
due to the distal “sticking-out” of the open ends, the so-
called acceptor arms, of the coil. A better approximation
is obtained by a more cigarlike structure, which can be

FIGURE 27 Comparison between the distance distribution func-
tion of a sphere (——), a prolate ellipsoid of revolution 1 : 1 : 3
(–·–), an oblate ellipsoid 1 : 1 : 0.2 ( − − − ), and a flat prism
1 : 1 : 0.23 (· · ·), all having the same radius of gyration. [Reprinted
with permission from Glatter, O. (1979). J. Appl. Crystallogr. 12,
166.]
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FIGURE 28 Theoretical distance distribution functions for vari-
ous tRNA models and the experimental p (r ) function (±1 stan-
dard deviation, shaded curve) of the tRNAPhe–tRNAGlu complex.
(a) Models based on the atomic coordinates of crystalline tRNA
(· · ·), a tRNA having an angle of 30◦ between the arms of the
L (–·–), and a complex of two L-shaped particles, joined as shown
in the inset. (b) tRNA dimers having different values of α: —— 90◦,
− − −  60◦, –·– 30◦, · · · 0◦ between the arms of the L. (c) Compar-
ison between the complex with 30◦ opening angle (insert) and
the experimental p (r ) function. [Reprinted with permission from
Nilsson, L., Rigler, R., and Laggner, P. (1982). Proc. Natl. Acad.
Sci. USA 79, 5891.]

achieved by folding the acceptor arms closer to the rest
of the structure (Fig. 28b). Clearly the fit thus obtained is
better, but some deviations still occur. However, this result
shows that the anticodon binding leads to a more compact
structure than that obtained by simple longitudinal asso-
ciation of the monomers.

It is noteworthy that a conformational change of this
type would not be easily recognized if it only occurred

on monomeric particles. The effects would be very small,
since the rotation of the two parts of the molecule occurs
around the center of gravity. In the dimer, the effect is
amplified through the fact that the rotation occurs at distant
ends from the center of gravity.

5. Additional Information from Modifications
of the Scattering System

a. Contrast variation. With particles consisting
of subunits of different electron densities—for instance
viruses consisting of nucleic acids and proteins—it would
first be desirable to use a solvent that matches exactly
the electron density of the protein, making it invisible
and showing only the scattering from the nucleic acid; in
the second step, the converse should be done, leaving the
protein as the only scattering entity.

Stuhrmann and Kirste have developed a general for-
malism for contrast variation by changes in the solvent
electron density. They were able to show that it is possible
to separate the scattering function I into three terms by
measurements in at least three solvents of different elec-
tron densities.

In general, the dependence of the scattering intensities
I (h) on the net contrast 
ρ between solute and solvent
can be expressed as a quadratic polynomial as follows:

I (h) = Iv(h) 
ρ2 + Ivs(h) 
ρ + Is(h) (32)

where Iv(h) is the scattering curve of the contour volume,
that is, of a homogeneously filled particle with the same
shape as the real one. This function is obtained by extrapo-
lation to infinite contrast 
ρ and can be analyzed in terms
of particle shape, as indicated in the previous sections.
The term Is(h) is the scattering curve at zero net contrast
and reflects only the internal electron density fluctuations.
The cross term is of no simple structural significance and
shall not be discussed here in detail.

Due to the limited range of contrasts that can be
achieved for X-rays by the addition of salts or other low-
molecular-weight solutes (which must not interfere with
the integrity of the particles under investigation), the ma-
jority of the applications of this approach are in the neutron
scattering field, where huge contrast variations are easily
achieved by H2O/D2O mixtures (to be discussed further).

b. Distance determination with X-rays by heavy-
atom labeling. In 1947 a method was developed by
Kratky and Worthmann for the determination of the dis-
tance between two heavy-atom labels in low-molecular-
weight organic compounds. The method shall be discussed
for the case of distance determinations between two
point-shaped markers. Two different solutions have to be
prepared (Fig. 29).
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FIGURE 29 Scheme for the determination of the distance r be-
tween two equal labels M. For explanation, see text. [Reprinted
with permission from Kratky, O. (1983). Nova Acta Leopoldina, NF
256 55, 1–72.]

Solution 1 contains the macromolecule carrying label
M (i.e., a heavy atom or a complex of several heavy atoms)
on both labeling sites. Furthermore, solution 1 has to con-
tain additionally one unlabeled for each double-labeled
molecule. In solution 2 each molecule contains only one
label. The concentrations have to be such that both solu-
tions contain the same number of heavy atoms. For this
case it can be shown that the substraction of the scatter-
ing curve of solution 2 from that of solution 1 leads to a
function determined by the interaction term of the “dumb-
bell” scattering from the two heavy atoms in solution 1,
from which the distance between the two labels can be
derived.

An example is given in a study on met-hemoglobin,
where Hg labels in cysteine SH groups of the two β-
chains were introduced and an average distance of r =
(6.9 ± 0.2) nm between the labels was obtained (Fig. 30).

Obviously, it is of interest to apply this method also
to the determination of distances between two equivalent
positions in subunits of complex macromolecular struc-
tures. This approach has again reached its highest practi-
cal importance in neutron diffraction experiments, where
the same theory applies and labeling can be achieved by
deuteration of entire subunits (to be discussed further).

FIGURE 30 Distance determination of Hg labels in methe-
moglobin. The curve represents the difference between the
double- and single-labeled samples. [Reprinted with permission
from Vainshtein, B. K., Feigin, L. A., Lvov, Y. M., Grozdev, R. I.,
Marakushev, S. A., and Likhtenshtein, G. I. (1980). FEBS Lett.
116, 107.]

6. Special Conditions in Neutron Scattering

The basic concepts of elastic neutron scattering are identi-
cal to those of electromagnetic scattering, as outlined for
X-rays. The wavelength of a neutron is given by the de
Broglie relation

λ = h /m v, (33)

where m v is the momentum of the neutron. Typically,
neutrons of wavelengths between 1 and 10 Å are used, ap-
propriate to atomic distances. The neutrons are generally
obtained from a reactor, equipped with a suitable moder-
ator (cold source) for high yield in thermal neutrons.

Neutrons are scattered by elastic interaction with nuclei.
Therefore, the scattering amplitude of an atom depends on
its nuclear structure rather than on the electronic shell, as
is the case for electromagnetic radiation. The relevant nu-
clear parameter is the scattering length b, which varies
in a nonmonotonic way from one element to another and
may differ considerably for different isotopes. This is in
contrast to X-rays, where the amplitude increases propor-
tionally to the number of electrons (= order number). The
scattering lengths of some of the more important elements
and isotopes are listed in Table III.

One of the most fruitful fields of applications for neu-
tron scattering has its origin in the large difference in scat-
tering length between hydrogen and deuterium. In fact,
this difference is the most important reason for the applica-
tion of neutron diffraction on biological macromolecules
and synthetic high polymers. Thus, by suitable isotope
replacement, the scattering contrast can be varied within
wide limits, practically without structural or chemical per-
turbation. The principal approaches of contrast variation
and selective contrast enhancement by deuteration are out-
lined in the following examples.

a. Differential contrast matching. This approach
takes advantage of the fact that the scattering power of
a macromolecular domain is proportional to the square
of its scattering length density difference to the continu-
ous solvent background, which can be varied within wide

TABLE III Scattering Lengths of Several Ele-
ments for Neutrons

Element Length (×10−12 cm)

H 0.374

D 0.66

C 0.66

N 0.94

O 0.58

Fe 0.95
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FIGURE 31 Contrast matching in neutron scattering.

limits by changing the H2O/D2O composition of the
solvent buffer. Thus the scattering of one domain of inter-
est can be enhanced by matching the contrast of the rest
of the structure with a suitable H2O/D2O mixture. This is
schematically depicted in Fig. 31.

Especially in complex biological macromolecules such
as viruses or lipoproteins, which are composed of two or
more distinct chemical species, this approach has proven
highly valuable. The relative scattering length densities of
nucleic acids, proteins, and lipids are compared to those of
the whole range of H2O/D2O mixtures in Fig. 32. The same
possibility also exists in principle for X-rays by adding
high-electron-density solutes, such as salts or sugar, to the
buffer. However, H2O/D2O mixtures have several impor-
tant advantages:

1. There is little danger of changing the structures under
investigation by mere H2O/D2O variation.

2. A much wider range of contrast variation can be
covered.

3. At about 8% D2O, the scattering length density of
the solvent becomes zero, since H2O has slightly negative
and D2O strongly positive scattering length density, and
hence the particle can be observed quasi in vacuo.

FIGURE 32 Scattering length densities of proteins and nucleic
acids in H2O/D2O mixtures.

A good example for the contrast matching approach has
been provided by a study on tomato bushy stunt virus. With
a buffer containing 70% D2O, the nucleic acids were made
invisible, and it was found that the protein is arranged in
two concentric shells with a mutual distance of 3 nm. In a
buffer of 41% D2O, the protein was contrast-matched and
the scattering showed that the majority of the nucleic acid
is arranged between the two protein shells.

b. Evaluation of the contrast dependence of the
radius of gyration. The exact formalism for the depen-
dence of R of inhomogeneously filled structures has been
developed by Stuhrmann and Kirste. Consider a particle
with an internal scattering length density distribution de-
scribed by the following:

ρ(r) = ρ̄v + ρF(r), (34)

where ρ̄v is the average density over the particle volume
and ρF(r) is the deviation from this average at point r, with
the center of gravity as the origin for r . Then the radius of
gyration R depends on the contrast 
ρ̄ = ρv − ρ0, where
ρ0 is the scattering length density of the solvent in the
following way:

R2 = R2
c + α/
ρ̄ − β/(
ρ̄)2. (35)

In this equation Rc is the radius of gyration of the contour
volume, that is, its value at infinite contrast. The parame-
ters α and β are different moments of the internal density
distribution as defined by

α = 1

V

∫
V

ρF (r) r2 d3r (35a)

and

β = 1

V 2

∫
V

rρF (r) d3r2. (35b)

The term β becomes zero if the centers of gravity of the
contour volume and that of ρF(r) coincide. Then the con-
trast variation of the radius of gyration reduces to a linear
form as follows:

R2 = R2
c + α/
ρ̄ (36)

and Rc and α can be unambiguously determined by a series
of measurements in different H2O/D2O mixtures.

In the case of isomorphous deuteration, the value of
Rc should be the same for deuterated and undeuterated
species. The differences in internal density distribution
appear as differences in α. The radius of gyration of the
labeled domain Rx can be calculated from 
α, that is,
between deuterated and protonated structure, the value of
Rc and the net density difference 
ρ̄ between the two
samples according to the following:

R2
x = R2

c + 
α/
ρ̄. (37)
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Obviously, a comparison of the experimental radii of
gyration in one and the same solvent can also lead to this
result; however, the above approach is preferable since it
is based on more than one pair of experiments, and it also
provides the necessary test for the identity of Rc of the
two samples.

Further information about one domain can also be
obtained if it is accessible for site-specific, isomorphic
deuteration. In this case, the comparison between the scat-
tering from deuterated and undeuterated substance yields
the desired location of the deuterated domain within the
complex structure. To achieve precise results, however,
it is always desirable to combine the both methods and
perform a contrast variation series on both labeled and
unlabeled preparations. As an example for this type of in-
vestigation, a study on low-density lipoproteins (LDL) is
described. These are highly complex particles consisting
of protein, phospholipids, cholesterol, cholesteryl esters,
and triglycerides, all having different scattering power
(Fig. 18). The surface structure, however, is composed of
two species rather similar in their contrast, for both X-rays
and neutrons. To solve the question of the surface arrange-
ment it was necessary, therefore, to specifically deuterate
one of the two species, which is possible for the phos-
phorylcholine head groups. Subtraction of the scattering
amplitudes, which is permitted if the centers of gravity of
the two domains coincide, led to the radius of gyration
of the deuterated headgroups, and by difference from the
radius of gyration of the entire outer shell, also to that
of the protein. It was found that the protein moiety is lo-
cated on average about 8 Å above the phospholipid head
groups.

Another instructive example relates to the question of
the orientation of cholesteryl esters, which are arranged
radially in the core of LDL particles. Figure 33 shows
a schematic view of the possible core structures, which
are, except for cases C and E, reconcilable with the ra-
dial electron density profiles obtained from X-ray small-
angle scattering. A further selection is only possible by se-
lective contrast enhancement of the cholesteryl and fatty
acyl residues, respectively, through deuteration. To this
end, two different deuterated LDL samples were inves-
tigated: one containing cholesterol perdeuteromyristate,
and the other containing 25,26,27-d7-cholesterol oleate
(Fig. 34). By comparing either of these samples with un-
labeled LDL, the radii of gyration of the fatty acyl and
cholesterol domains were obtained individually. It was
found that the radius of gyration of the cholesterol C-25
isopropyl groups was 70 Å, whereas that of the fatty acyl
chains was 60 Å. Thus, all models that contain the fatty
acyl moieties at larger average radii than the cholesterol
rings could be discarded (models D and F). Models A–C
are all qualitatively consistent, and on the basis of mole-

FIGURE 33 Possible models for cholesteryl ester arrangement in
LDL. [Reprinted with permission from Laggner, P., Kostner, G. M.,
Degovics, G., and Worcester, D. L. (1984). Proc. Natl. Acad. Sci.
USA 81, 4384.]

cular packing considerations, model A was proposed to
be the most plausible one.

c. Label triangulation method for the evaluation of
quarternary structures. The quarternary structure of
complex biological particles—that is, the relative posi-
tion of the subunits—can be determined if it is possible to
measure an adequate number of center-to-center distances
between the subunits. This calculation resembles geode-
tical triangulation, with the only difference being that in
macromolecules the problem is not two-dimensional but
three-dimensional. The whole investigation consists of
single steps, each involving the attachment of two labels
and determination of their mutual distance.

Such a triangulation was first proposed by Hoppe, fol-
lowed by Engelman and Moore, who performed the first
triangulation experiments by neutron diffraction. In this
case, however, one is dealing not with heavy-atom labels,
but with two entire subunits enhanced in their scattering
power. This can be done either by selective deuteration
within the complete native molecule or through suitable
preparative measures, which leave the two components
unaltered within a completely deuterated particle so that
the subunits are protonated in contrast to the deuterated
surroundings.

The main field of application of such studies are the
ribosomal particles of E. coli. The 70S particle named for
its S value of 70 in the ultracentrifuge) has a molecular
weight of 2.5 × 106 and can be dissociated reversibly into
a 30S and a 50S particle. The triangulation of the 30S sub-
unit has already reached a very advanced state. As shown
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FIGURE 34 Deuterated cholesteryl esters used to study the core of LDL by neutron scattering.

in Fig. 35, the relative positions of six proteins have been
determined through their mutual distances.

7. Selective Contrast Enhancement
by Wavelength Variation

Near an absorption edge of an element the atomic scat-
tering factor ( f ) is a complex number that is described as
follows:

f (λ) = f0 + f ′(λ) + i f  ′′(λ), (38)

where f0 is the value far from the edge and f ′ and f ′′

are the real and imaginary dispersion corrections. Thus it
is possible to selectively change the contribution of one
element to the total scattering pattern by scattering ex-
periments at the absorption edge. This approach is for-
mally equivalent to the isotopic labeling technique (selec-
tive deuteration), which is so fruitful in neutron scattering.

FIGURE 35 Arrangement of six proteins in the 30S subunit of
E. coli ribosome. [Reprinted with permission from Langer, J. A.,
Engelman, D. M., and Moore, P. B. (1978). J. Mol. Biol. 119, 463.]

The quantitative formalism for this technique has been
described by Stuhrmann and is called “complex contrast
variation,” in analogy to contrast variation under nonreso-
nant conditions.

Since conventional X-ray tubes emit a strongly discon-
tinuous spectrum, they are not suitable X-ray sources for
such investigations. Only with the development of syn-
chrotron radiation sources in the more recent past did
such studies become feasible. An early application of
this concept to the iron-storing protein ferritin verified
the practical applicability of this approach to small-angle
scattering in solution. The radius of gyration of ferritin,
which is 42 Å in the off-resonance region, increases at the
K-absorption edge of iron ( = 1.743 Å) by about 4% in a
sharp peak (Fig. 36). This figure also shows the change in
transmission, which can be assumed to be mainly due to
changes in absorption. Hence, the relation to the behav-
ior of R reflects the relationship between the real part f ′

and the imaginary part f ′′, as expressed by the general
Kronig–Kramers relation.

Figure 36 also shows that the monochromator system
has to meet very high requirements, since the peak in R is
observed over a wavelength interval of only 0.003 Å. Ob-
viously only accurately tunable monochromator crystals
with a narrow-wavelength bandpass of 
λ/λ better than
10−4 are applicable.

8. Time-Resolved X-Ray Small-Angle
Scattering with Synchrotron Radiation

So far, only the possibilities of studying static structures,
which are stable over hours or even days of the experi-
ment, have been considered. Structural changes were only
discussed insofar as measurements have been made on
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FIGURE 36 Variation of the radius of gyration R and the trans-
mittance T of ferritin at the K-absorption edge of Fe. [Reprinted
with permission from Stuhrmann, H. B. (1980). Acta Crystallogr.
A36, 996.]

different stable states of a system. The direct “visualiza-
tion” of dynamic processes, in the sense of cinematogra-
phy, has been neglected because until a few years ago this
was impossible due to insufficiently intense X-ray sources.

FIGURE 37 Time-resolved X-ray small-angle scattering on a polymorphic liquid-crystalline lipid during a temperature
scan.

However, the highly intense synchrotron sources now
available open such possibilities owing to their brilliance,
which surpasses conventional X-ray tubes by at least three
orders of magnitude. Some illustrating examples are given
next.

The first successful applications of synchrotron radia-
tion for molecular cinematography were in the fields of
muscle physiology, where it has become possible to study
the transitions in the diffraction pattern of muscle fibers on
contraction and relaxation. Today it is possible with suit-
ably fast detectors to obtain a muscle diffraction pattern
within exposure times in the millisecond time range, thus
visualizing the movement of the so-called cross bridges
between filaments of the contractile muscle fibers.

Another fruitful application is in the field of liquid-
crystal polymorphism, where the transitions between dif-
ferent structures can be observed in “real time.” An exam-
ple for such an experiment is given in Fig. 37, where the
X-ray small-angle powder diffraction pattern of a poly-
morphic liquid crystalline lipid specimen is shown during
a fast temperature scanning experiment. The individual
diffraction patterns are obtained from a series of sub-
sequent exposures of 100 msec duration. These results
gave the first unambiguous evidence that the transitions
between the phases illustrated in Fig. 37 are very fast and
highly cooperative. The time-resolution in this type of
experiment has recently been increased into the 1-msec
range, whereby the existence of structural intermediate
states in fast, IR-laser-induced temperature jumps could
be demonstrated for the first time.

Similar applications have been reported from the solid
high-polymer area. An illustrating example is the thermal
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FIGURE 38 Small-angle scattering of unoriented polyethylene
terephtalate during stepwise heating and cooling. [Reprinted with
permission from Elsner, G., Riekel, C., and Zachmann, H. G.
(1985). Adv. Polymer Sci. 67, 1.]

melting and crystallization behavior of polyethylene tere-
phthalate (Fig. 38). Partially crystalline samples were
heated up to different temperatures below the melting
point and cooled down again with rates of about
100 K/min. Up to 240◦C one observes that the invariant
Q = ∫

I (h)h2 dh increases simultaneously with heating
and decreases with cooling. This can be attributed to
changes in density differences 
ρ between crystalline
and noncrystalline regions due to their different thermal
expansion. Above 245◦C one observes additionally partial
melting and recrystallization. Immediately after heating,
Q is seen to increase for the same reason as above,
followed by a rapid decrease due to partial melting. This
is followed again by an increase caused by recrystal-
lization. In addition to the invariant Q, the small-angle
maximum also changes in a characteristic manner.
Small-angle scattering with synchrotron radiation thus
holds considerable promise for studies on the mechanism
and kinetics of polymer crystallization and melting.

However, the method is not confined to ordered struc-
tures: some reports on real-time structural studies on
macromolecular solutions have also appeared. One exam-
ple are the studies on the polymerization of the protein

tubulin. Tubulin is an important constituent of the cy-
toskeleton that governs the shape of living cells, and as
such plays a crucial role, for instance, in the process of cell
division. During this process, fibers of tubulin polymers
are built, degraded, and rebuilt. This process can be repro-
duced in the test tube. A time-resolved X-ray small-angle
scattering experiment during thermally induced cycles of
polymerization and depolymerization has revealed the ex-
istence of rings and small cylinders as intermediate struc-
tural units (Fig. 39). Due to the complexity of the system,
the structural information directly obtainable from the data
is relatively limited. However, the results obtained so far
exclude some mechanisms previously proposed. Small-
angle scattering with synchrotron radiation fills an impor-
tant gap between the very crude information from light
scattering and the very detailed static results from con-
ventional SAXS experiments and other techniques.

III. LONG-CHAIN MOLECULES
IN SOLUTION

A. Special Features of the Scattering Curve

Although the principles outlined for particle scattering are
largely also applicable here, the fact that the molecules
constitute statistically coiled fibers necessitates additional
considerations. The calculation of the scattering curve of
such a structure starts from the fact of statistical changes
in a direction along the fiber axis. This implies a continu-
ously coiled chain, for which the term “wormlike chain”
has been generally adopted. For the innermost part of the
scattering curve, below Rh ∼1, the concept of the Guinier
approximation remains valid, and the average radius of
gyration of the entire coil can be evaluated as described
above. For larger angles, however, where due to the gen-
eral law of reciprocity the smaller structural elements be-
come dominant in scattering, the conformation along the
chain determines the interference function. Finally, the
curve approaches that of a needle, that is, I ≈ 1/h, since
within very small segments the chain is always more or
less straight if the average radius of curvature is large com-
pared to the diameter of the chain.

Figure 40 gives a schematic representation of the scat-
tering curve from a statistically coiled chain. In the case of
very long chains, the intermediate portion of the scattering
curve follows the course I ≈ 1/h2, according to Debye.
An important parameter is derived from the abscissa point
h∗, where the 1/h2 course passes over into the 1/h course.
This angle h∗ depends on the degree of coiling: the more
extended the molecule, the larger are the regions along the
chain that are still needlelike, and consequently the 1/h
course will start at relatively small angles. Quantitatively
this is characterized by the persistence length a, defined
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FIGURE 39 (Left) Time-resolved X-ray small-angle scattering of temperature-induced assembly and disassembly of
microtubules. The corresponding indexed fiber pattern of oriented microtubules is shown on the top. (Right) Solution
scattering patterns of microtubule protein. The side maxima arise from rings and microtubules, respectively. [Reprinted
with permission from Mandelkow, E., Mandelkow, E.-M., and Bordas, J. (1983). Trends Biochem. Sci. 8, 374.]

as the average distance, starting from any point along
the chain, within which the directional cosine decays to
1/e (a is half of W. Kuhn’s statistical chain element).

Theoretical calculations have shown that the scattering
curves of all very large Gaussian coils become identical
when plotted against a quantity µ defined as follows:

µ = ha.

In such a plot, the transition point between the 1/h2 and
1/h courses lies at an abscissa value of µ∗ = 6/π = 1.91.

Therefore, the persistence length can be evaluated from
an experimental value h∗ according to the following:

a = 1.91/h∗.

These calculations are based on the model of very long
statistical coils, that is, where the length of the whole chain
(i.e., its extended, “hydrodynamic” length) is a large mul-
tiple of the persistence length and where the persistence
length is much larger than the diameter of the chain. These
idealizations were convenient in deriving theoretical
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FIGURE 40 Schematic representation of a scattering curve for
statistically coiled chain molecules. [Reprinted with permission
from Kratky, O. (1966). Pure Appl. Chem. 12, 483.]

scattering functions but are rarely met in nature. The three
most important deviations from this ideal picture concern
(a) the restrictions to angular and azimuthal variations
between chain segments imposed by chemical bonding,
(b) the limited extended length, and (c) the finite thickness
of the chain. Nevertheless, the analysis of small-angle
scattering can provide highly useful information on the
structure of dissolved chain molecules.

It shall also be noted that the mass of dissolved long-
chain molecules can be determined in the same way as
described above [see Eq. (27a)] for corpuscular structures.
The absolute intensities in the 1/h course of the outer part
of the curves can be evaluated in terms of a mass per unit
length, similarly to the process for rodlike particles. A
comparison of this parameter to the theoretical value for
length and mass of the monomeric unit leads to a degree
of association.

FIGURE 41 Small-angle scattering curves of cellulose nitrate in acetone solution. [Reprinted with permission from
Heine, S., Kratky, O., Porod, G., and Schmitz, P. J. (1961). Makrom. Chem. 44, 682.]

B. Selected Applications

1. Unlabeled Chain Molecules in Dilute Solution

a. Cellulose nitrate. The first measurements on dis-
solved chain molecules were carried out in 1942 on cellu-
lose nitrate in acetone. At this early stage it was surprising
that small-angle scattering could be observed from the so-
lution, while neither the pure solvent nor the dry film of
cellulose nitrate showed any appreciable small-angle scat-
tering. This was the first proof for the fact that colloidal
molecules produce readily measurable small-angle scat-
tering even though they have colloidal dimensions in only
one direction and low molecular dimensions in the others.

A high-polymer sample with a degree of polymerization
of 3500 and a nitrogen content of 14% shows the typical
behavior of very large coils (Fig. 41). In these measure-
ments the innermost Gaussian region could not be ob-
served. The absolute intensity in the outer part leads to a
mass per unit length—determined in the same way as with
rodlike particles—which corresponds precisely to that of
the known structure, that is, the degree of association is
exactly 1. At the time of these experiments, this too was a
heavily disputed finding, although strongly advocated by
Staudinger. The intersection between the middle zone and
that coinciding with the needle model moves to smaller
angles with decreasing concentration, indicating that the
molecule becomes increasingly stretched. Extrapolation
to zero concentration leads to a value for the persistence
length of a = 110 Å, which suggests a very stiff conforma-
tion. This is in good agreement with other findings from
light scattering and viscosimetry.
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FIGURE 42 Plot of I × (2θ )2 versus 2θ for a solution of heparin. [Reprinted with permission from Stivala, S. S.,
Herbst, M., Kratky, O., and Pilz, I. (1968). Arch. Biochem. Biophys. 127, 795.]

b. Heparin. This substance is pharmacologically
used in the prevention of blood coagulation. Molecular
weight determinations on the basis of absolute intensity
measurements have yielded M = 12,900; this value
agrees well with ultracentrifugal results (M = 12,500).

The mass per unit length has also been determined on
the basis of absolute measurements, Mc = 54.5; this is in
good agreement with the theoretical value of 52.7 from
the known chemical structure. By division of M by Mc,
one obtains the length of the molecule: L = 237 Å.

The plot of I × (2θ )2 versus (2θ ), shown in Fig. 42,
exhibits a significant kink, leading to a persistence
length a of 21.2 Å. The molecular length therefore is
the x = 237/21.2 = 11.2-fold of the persistence length.
Figure 43 shows the theoretically calculated relationship

FIGURE 43 The correlation between R/a = y and L = x shown
in this graph has been calculated on the assumption of a Gaussian
coil. [Reprinted with permission from Heine, S., Kratky, O., and
Roppert, J. (1962). Makromol. Chem. 56, 150.]

between x = L/a and y = R/a, under the condition of a
Gaussian coil; hence with the knowledge of x and a, R
can be immediately determined. The value of Rcalc = 35.9
obtained in this way is in very good agreement with the
Guinier value of Rexp = 33.8 Å obtained by extrapolation
to c → 0.

Heparin can therefore be considered as a prime example
of a Gaussian coil, where the mass, the overall dimensions,
and the degree of coiling (shape) can be determined from
small-angle scattering experiments.

It shall be noted that R and M , and consequently, with
known chemical structure, also L can alternatively be de-
termined by light scattering. The determination of the per-
sistence length, however, can only be done through the
relation 3R2 = La; this determination is based on the as-
sumption that any association is absent and that a Gaussian
coil prevails. The determination of a from the position of
the kink in the plot of I × (2θ )2 versus 2θ by the small-
angle method is independent of these two conditions. It
can be considered a further advantage of the small-angle
method that from the value of Mc it allows us to infer as-
sociations, helixlike structures, or the existence of other
deviations from statistical coils.

2. Chain Conformation Analysis by the Use
of Markers

The method for distance determination outlined in
Section II.B.5 can also be applied to chain molecules in
solution. If it is possible to prepare samples containing
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electron-dense markers on one end as well as on both ends
of the chain, the end-to-end distance can be determined.
The first investigation of this kind was performed on
n-dodecane labeled with iodine at the terminal methyl
groups. The length determined in this way (12.4 ± 0.3 Å)
was practically the same as that of the extended molecule,
which lies between 12 and 14.6 Å depending on the
configuration of the terminal CH2J groups.

Despite its correctness in principle, this method is lim-
ited to rather short chains since the contrast between mark-
ers and background decreases with increasing molecular
weight of the polymers. Therefore, the applicability of this
method in practice has been rather limited.

IV. POLYMERS IN THE SOLID STATE

A. General

As indicated in the introduction, polymers in the solid state
generally have to be treated as densely packed systems
for the purpose of small-angle scattering analysis. In this
case the concepts outlined above for dilute solutions of
particles cannot be unconditionally applied, since the basic
tenet, that the scattering intensities for individual particles
simply add to give the scattering of the whole system, no
longer holds. This is due to the fact that the distances
between individual zones of similar electron density are
not sufficiently large as compared to their sizes, so that
interference effects between these zones become dominant
over the interferences from within the zones. The general
treatment of dense systems, therefore, must consider the
whole scattering sample as one huge particle for which
only statistical system parameters can be evaluated.

With regard to their supramolecular structure, two types
can be distinguished: noncrystalline and semicrystalline
systems.

In noncrystalline polymers, the chain molecules are
present in more or less randomly coiled form, similar to
their solution structure but in dense packing. Most poly-
mers exist in semicrystalline form, which to a good first
approximation can be treated as a two-phase system con-
sisting of regions with crystalline chain packing and other,
“amorphous,” regions, where the chains are less well
ordered. From the arrangement of these regions within the
system, two subclasses can be defined: the fringed micellar
and the lamellar structures. The first type refers mainly to
the natural, “grown” high polymers, while the second type
occurs predominantly in synthetic materials. This classifi-
cation into these three groups, amorphous, semicrystalline
natural, and semicrystalline synthetic, is maintained
throughout the following presentation, independently of
the chemical type of structure. There are basically three
possible approaches to a small-angle scattering analysis:

1. The restriction to the general, model-independent
system parameters as the scattering power (
ρ)2, the in-
ner surface O/V , and the average intersection (chord)
length l. While (
ρ)2 is universally determinable, the lat-
ter two parameters are meaningful only under the assump-
tion of defined interfaces between different phases.

2. Defined alteration of the system into the direction
where the concepts of particle scattering become again ap-
plicable. Such methods include the contrast enhancement
of a small fraction of the polymer by specific markers or
by partial swelling or hydrolysis.

3. The determination of model-specific parmeters. If,
from other sources, reasonable model assumptions on the
polymer solid-state structure can be made, the evaluation
of the scattering patterns leads to a quantification of model
parameters.

Applications of these methods are given in the following
chapters.

B. Amorphous Densely Packed Systems:
Chain Conformation Analysis by Markers

The scattering from an amorphous concentrated polymer
sample, such as melt or glass, obviously cannot be used to
draw information on the chain conformation because the
individual chains are closely packed and indistinguishable
by their contrast. In order to enhance this contrast, parts of
the polymer chains have to be marked by atoms with higher
scattering power, so that a dilute system of the marked
chains arises. Such specimens can, for instance, be pre-
pared by mixing in the melt with subsequent solidification
by cooling. A known quantity of polymer is labeled at both
ends to an excess of unlabeled polymers; these contrast-
enhanced chains thus become individually “visible.”

The basic idea is the notion that upon adequate subtrac-
tion of the background curve from a system with unmarked
molecules, the difference curve is mainly determined by
the scattering of the markers. Thus, for a chain contain-
ing two markers at a distance x , the scattering function is
given by

I ≈ f 2 (sin hx)/hx

where f is the atomic form factor of the marker.
However, this approach is only an approximation to the

scattering of the markers, since these interfere in scatter-
ing not only with each other but also with the surrounding
atoms. In order to eliminate this latter contribution exactly,
one has to use the procedure described in Section II.B.5,
in which two different samples have to be studied: one
containing double-labeled chains, and another containing
single-labeled ones, whereby both samples have to con-
tain the same absolute quantity of labels. This implies the
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condition that the second sample has to contain twice the
amount of labeled chains. Frequently, however, the much
simpler procedure of subtracting the unlabeled polymer is
performed, which leads to practically acceptable results.

Another possibility is to label all monomers of the chain,
which will lead, for example, to the radius of gyration and
the shape of the scattering curve of the entire labeled chain.

An illustrative experiment is the investigation of a
linear copolymer of styrene with p-iodostyrene with
various degrees of iodination within a homologous
polystyrene sample. By extrapolating the results both to
zero iodination and to zero concentration of the marked
chains, it was possible to eliminate both the effects of
conformational changes due to iodination and the effects
of interparticle interferences. The shape of the scattering
curve furthermore supported the conclusion that the chain
conformation in bulk polystyrene is a Gaussian coil and
that the dimensions are the same as in the unperturbed
chain molecules (Flory hypothesis). The concept of chain
marking has been developed to its full potential in neutron
scattering, where the differences between H and D atoms
facilitate a practically nonperturbing and very potent
contrast enhancement. The numerous studies conducted
so far by this method have all confirmed the Flory hypoth-
esis of mutually independent statistical chains in the bulk
state. As a necessary condition for this, it was in particular
shown that the radius of gyration R varies linearly with
the square root of the molecular weight M , as it does in
a θ solvent. Further corroboration of the statistical chain
hypothesis came from more detailed studies on the course
of the scattering curves at higher angles in the range of
R −1 < h < l −1, where l is W. Kuhn’s statistical chain ele-
ment, which is of the order of a few monomer lengths.
The expected 1/h2 course, following from Debye’s
theory for statistically coiled chains, has been observed
in many examples. Deviations from this behavior found
in some cases have been attributed to helical sequences.

C. The Natural Solid High Polymers Discussed
on the Example of Cellulose

The model of micellar structure has been developed from
studies on cellulose, and it is likely that it represents the
dominating structural principle in natural high polymers.
The following brief review focuses on the technologically
important regenerated cellulose, widely known under the
name rayon.

Depending on the conditions of preparation, all grades
are possible between very condensed systems (e.g., dry
cellulose fibers) and loosened-up states; as pointed out in
the Section I.E, the latter can be evaluated formally as
dilute systems, despite their relatively high volume con-
centrations. This broad spectrum of states can be under-

FIGURE 44 Scheme of a micellar network. [Reprinted with per-
mission from Baule, B., Kratky, O., and Treer, R. (1941). Z. Physik.
Chem. B50, 255.]

stood on the basis of the model shown in Fig. 44. It shows
the existence of two domains: one in which the fibers
(symbolized by the lines) are fully extended and another
where order is less well developed. The former domains,
the “micelles,” can be considered in terms of a crystal
lattice. They are mainly responsible for the wide-angle
diffraction pattern, the “fiber diagram” (Fig. 2). Outside
the micelles, all chain molecules continue in the form of
“fringes” and most chains enter another micellar domain,
so that the micellar domains become interconnected by
joint chain molecules. Single chains may extend through
several crystalline and amorphous domains, forming mi-
cellar strains.

Generally, the cross section of the micelles is not iso-
tropic since the chain molecules are arranged in a mono-
clinic lattice, of which the main axis coincides with the
direction of the molecular chain. In the two lateral direc-
tions, the chain molecules have different tendencies for ag-
gregation. Since the length of the micelles is much larger
than the two lateral dimensions, thickness and width, and
the latter are rather different, the shapes can be compared
to that of a flat ruler.

1. Air-Swollen Cellulose

a. Sample preparation. A highly fruitful idea, in-
troduced by P. H. Hermans and coworkers in 1936, was to
loosen up regenerated cellulose in such a way that the mi-
cellar strains become isolated from each other so that they
obtain the character of independent particles. In practice
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this is done by immersion of the freshly precipitated highly
hydrated cellulose fibers in an organic solvent for longer
periods of time. By subsequent evaporation of the organic
solvent, one obtains a porous gel containing the origi-
nally water-filled internal phase as air-filled voids. By this
method, fibers with a degree of “air-swelling” between
1.06 and 6 can be prepared. In the following, we start from
the plausible assumption that during this procedure the
parallel order of neighboring micelles, originally existent
in the water-swollen state, has largely been lost approach-
ing a disordered state. This feature is of decisive impor-
tance to the evaluation of small-angle scattering, since
rodlike or planar particles are practically free from inter-
particle interference even at rather high concentrations, as
long as they are present in a disordered array.

b. Determination of the cross section of the mi-
celles from the scattering curve of loosened-up sam-
ples. With three samples of the kind just described, there
has been an attempt to determine the limiting slope in
the Guinier plot of the cross-section factor (Fig. 45). With
the sample of highest degree of swelling (q = 5.98), an
excess scattering occurs in the innermost part apparently
originating from smaller associates, which we term clus-
ters. The sample with q = 2.2 show a remarkable inter-
ference effect, which, however, is confined to the inner-
most part of the scattering curve. For the sample with
q = 1.16, finally, the interference effects extend to such a
large angular range that it becomes impossible to unam-
biguously define a limiting slope without resorting to the
result obtained from the examples with higher swelling.
Obviously, an increasing parallel packing order will oc-
cur with increasing packing density for sterical reasons,
so that increasing interparticular interference effects have
to be expected for decreasing degrees of swelling.

From the tangents drawn in the plot in Fig. 45, a
value of 4.7 nm is obtained for the radius of gyration of
the cross-section Rc according to Eq. (18b). Moreover,
the value of (I × h)0 can be determined from this plot.
The cross-section areas Ac can hence be calculated ac-
cording to Eq. (25). This involves the invariant Q deter-
mined from the curves obtained by Guinier extrapolation.
Assuming rectangular cross section, the axes w and t can
be calculated from Rc and Ac according to

Ac = wt , R2
c = 

1
12 (w

2 + t2).

The approximate values thus obtained are w = 15 nm and
t = 6 nm.

From the comparison of scattering curves in the double-
logarithmic plots of the experimental cross section curves
to theoretical curves for different axial ratios (Fig. 46) we
obtain an axial ratio of approximately 0.4 for the cross sec-
tion, in good agreement with the above-mentioned values.

FIGURE 45 Cross-section factor of three “air-swollen” samples
of regenerated cellulose in the Guinier plot. [Reprinted with per-
mission from Kratky, O., and Miholic, G. (1963). J. Polymer Sci.
C2, 449.]

So far, too little use has been made of the demon-
strated possibility to extract highly informative results
from loosened up micellar systems by the method of
X-ray small-angle scattering. Apparently, in small-angle
scattering research, the tactic familiar to every electron
microscopist—that is, to optimally prepare the samples
for a given investigation—has not yet found general
acceptance.

2. Micellar Shape from Studies on Stretched
and Rolled Solid Cellulose

The first clear-cut results obtained from solid cellulose
have been concerned with the shape of the micelles as
inferred from the anisotropy of small-angle scattering in
oriented samples. X-ray scattering patterns obtained from
cellulose and other natural fibers with the fiber axis paral-
lel to the plane of the film have long been known (Fig. 2).
From the fact that the scattering perpendicular to the long
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FIGURE 46 Comparison between theoretical cross-section
curves for different axial ratios and experimental cross-section
curves of air-swollen regenerated cellulose with the following de-
grees of swelling: (©) 5.98; (×) 2.2, (+) 1.16. [Reprinted with
permission from Kratky, O., and Miholic, G. (1963). J. Polymer
Sci. C2, 449.]

fiber axis extends to much larger angles than does the scat-
tering parallel to it, it can be concluded, according to the
principle of reciprocity, that the scattering domains are
much larger in the direction of the fiber axis than perpen-
dicular to it.

Figure 47 adds a further highly important aspect. Foils
of regenerated cellulose, as present in cellophane, can be
swollen in suitable media and stretched and rolled in the
same direction. It can be easily imagined that this proce-
dure may lead to a rearrangement of the elongated struc-
tures present within the foil, in the sense that their long
axis will coincide with the direction of stretching and the
lateral extension will be coplanar with the rolling plane.
This ordering has been termed “foil structure.” A stack of
such films can be oriented with respect to a point-shaped
primary beam—pinhole collimation—such that the long
axis of the particles, that is, the direction of stretching, is

FIGURE 47 X-ray diagram of a stretched and rolled film of re-
generated cellulose, irradiated in the stretching direction. The
rolling plane is perpendicular to the image plane and intersects
it in the vertical line. [Reprinted with permission from Kratky, O.,
Sekora, A., and Treer, R. (1942). Z. Elektrochem. 48, 587.]

parallel to the beam direction. With the beam falling ver-
tically on the plane of registration, the rolling plane also
is vertical to the latter. If the plane of the foils cuts the
registration plane in the vertical central line, a scattering
pattern as shown in Fig. 47 is obtained. Clearly, both the
wide-angle and the small-angle diagrams are anisotropic.
The crystallographic lattice planes that coincide with the
plane of the foils lead to a wide-angle reflection with its
center in the horizontal central line of the image plane
and a circular extension depending on the degree of dis-
order about the ideal position. The wide-angle reflection
corresponding to the crystallographic plane parallel to the
long dimension and perpendicular to the rolling plane is
rotated by 90◦ with respect to the equator. It is easily un-
derstood that the small-angle scattering, which reflects, in
the image plane, the width and thickness of the micelles
reciprocally, is confined to smaller angles in the direction
of the larger width (extending vertically) than at right an-
gles to it in the direction of the smaller thickness. While
a normal bundle of fibers leads to an isotropic scattering
pattern upon irradiation in the direction of the long axis,
since widths and thicknesses of the rulerlike cross section
are equally distributed over all directions about the fiber
axis, a sample with foil structure shows immediately the
difference in dimensions perpendicular to the fiber axis.

3. Longitudinal Periodicity in Cellulose Fibers

Neutron small-angle scattering offers an elegant approach
to the semicrystalline nature of cellulose. Partial deuter-
ation can be achieved by the equilibration of a fiber
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sample with heavy-water vapor. The extent of hydrogen–
deuterium exchange in cellulose depends on the accessi-
bilities of the ordered and less ordered regions within the
fibers. Therefore, any periodicities of micellar and amor-
phous regions become better visible. Such studies can be
aimed at (a) detecting the meridional long spacing of na-
tive and regenerated cellulose, which is generally not vis-
ible in the X-ray small-angle pattern due to insufficient
contrast between “amorphous” and “crystalline” regions,
and (b) evaluation of the lateral width of the protofibrils
and their arrangement in the cellulose fibers.

While native cellulose fibers (Ramie) do not show a
long-spacing reflection even upon prolonged equilibra-
tion with heavy water vapor, this treatment with samples
of regenerated cellulose (Fortisan and rayon fibers) lead
to the appearance of a strong meridional reflection around
Bragg’s spacings of 165 and 193 Å, respectively. The com-
plete two-dimensional intensity distribution of a neutron
scattering experiment on Fortisan fiber is shown in Fig. 48.

The diffuse equatorial scattering and the meridional
layer line appearing upon deuteration can be quite clearly
recognized. This provided unequivocal evidence for a lon-
gitudinal periodicity within the supramolecular structure
of regenerated cellulose fibers.

The intensity distribution in the horizontal direction
of the 165 Å layer line in Fig. 49 can be analyzed in
terms of the radius of gyration of the lateral fibril dimen-

FIGURE 48 Two-dimensional intensity distribution of the neutron scattering pattern of regenerated cellulose (For-
tisan; logarithmic scale of equiintensity curves): (a) untreated and (b) deuterated for 5 hr. Fiber direction vertical.
[Reprinted with permission from Fischer, E. W., Herchenröder, P., Manley, R. S. J., and Stamm, M. (1978). Macro-
molecules 11, 213. Copyright 1978 American Chemical Society.]

FIGURE 49 Guinier plot of the scattered intensities along the
layer line (κ3 = 0.38 nm−1) in the horizontal direction. Deuter-
ated Fortisan. [Reprinted with permission from Fischer, E. W.,
Herchenröder, P., Manley, R. S. J., and Stamm, M. (1978). Macro-
molecules 11, 213.]

sions. This implies the assumption that no interference
occurs between neighboring fibrils. An example of such
a Guinier plot is shown in Fig. 49. The nonlinear inner
part clearly indicates that the system cannot be analyzed
as if it were monodisperse. However, the outer linear part
yields a radius of 17 Å, in excellent agreement with other,
ultrastructural studies. The inner, nonlinear part can be
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constructed by adding a second component with a circular
cross section of 98 Å diameter. By recognizing the equal-
ity 98 ≈ 35

√
8, it was suggested that this dimension may

be due to a superstructure consisting of eight protofibrils.
The relative distribution of single and octameric fibrils
can be estimated from the intensity ratio at zero angle,
taking into account that these intensities should be pro-
portional to the square of the cross section of each fib-
ril. This estimation yielded a relative content of 71% in
protofibrils.

A similar analysis of the horizontal intensity decay of
the equatorial diffuse scattering has yielded quite different
values: a linear outer part corresponding to 22 Å diameters
with two additional components of 110 and 246 Å, respec-
tively, to account for the nonlinear inner part. To explain
this disagreement, it was suggested that the equatorial dif-
fuse scattering is due to a “dilute” system of microvoids
or holes in an otherwise dense system rather than to the
microfibril dimensions. By performing a model scattering
experiment on a mask consisting of lozenge-shaped holes
(see Fig. 50), the complete two-dimensional intensity
distribution of cellulose (Fig. 51) has been qualitatively
reproduced.

4. Pore Analysis

The small-angle method is very well suited to perform a
pore analysis, that is, to determine the fraction of voids
within a solid object. This is again demonstrated with the
example of cellulose.

In a two-phase system, the absolute value of the invari-
ant Q /P0, often called the scattering power, is propor-
tional to the volume fractions w1 and w2 and the square of
the electron density difference, (
ρ)2. It is important to

FIGURE 50 Model experiment by laser light scattering: (a) scat-
tering mask and (b) scattering pattern. [Reprinted with permis-
sion from Fischer, E. W., Herchenröder, P., Manley, R. S. J., and
Stamm, M. (1978). Macromolecules 11, 213.]

consider that 
ρ between crystalline and amorphous do-
mains corresponds to about 10% of the crystalline domain.
Obviously the maximum value of Q /P0 will be found
at w1 = w2 = 0.5. If, however, the experimental value is
larger than that, it is tempting to consider voids as a third
phase (with ρ3 = 0) to be responsible for this discrepancy.
If, for the sake of demonstration, the small difference be-
tween ρ1 and ρ2 is neglected and the system is consid-
ered as two-phase (i.e., cellulose and voids), (
ρ)2 takes
about 100 times the value of that between crystalline and
amorphous cellulose. It follows that a very small fraction
of voids is sufficient to obtain an invariant that is larger
than the maximum value for the contrast crystalline—
amorphous.

The fact that in a two-phase system the scattering power
indeed is proportional to the square of the electron den-
sity difference was experimentally verified by using air-
swollen cellulose in which the voids were filled with differ-
ent solvents. It is also interesting that at the point of equal
electron density of cellulose and solvent, the small-angle
scattering completely vanishes: the micelles become “in-
visible” to the X-ray beam. This is the case if ethyl iodide
is used as swelling solvent. The phenomenon is related to
the observation that a suspended substance in a liquid can
become invisible if the solvent and solute have the same
refractive index.

If one extends the treatment to the general case of a
three-phase system, Eq. (8) must be used.

In experiments on a series of cellulose samples on an ab-
solute scale, the correlation between macroscopic density
and scattering power is shown in Fig. 52. Taking the crys-
talline volume fraction w1 as 0.4 and the amorphous w2

as 0.6 (based upon the analysis of the wide-angle pattern),
the point 662 in Fig. 52 corresponds exactly to the scat-
tering power expected for a two-phase system, according
to Eq. (7), whereas all other samples show a much higher
scattering power, which can only be explained by an addi-
tional phase, namely that of the voids. With Eq. (7), a void
fraction of 0.78% can be calculated for point 641, while
the reduced total density (1.45 versus 1.5) indicates a void
fraction of 3.5%. Since the measurements have only been
extended up to Bragg distances of 300 Å, it can be assumed
that at even smaller angles a strong scattering exists, which
would contribute to the absolute value of the invariant. In
other words, the largest voids are not expressed by the
measured invariant.

Similar experiments have later been performed on 60
types of rayon, extending the angular scale to Bragg values
of 2000 Å. Figure 53 shows that the outer part corresponds
exactly to 1/h3 according to Porod’s law. The scattering
intensity decays in this region by almost an order of mag-
nitude. The calculated pore fraction varies between 0.04
and 7%.
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FIGURE 51 Two-dimensional intensity distribution of the diffuse central neutron scattering of native cellulose (Ramie).
[Reprinted with permission from Fischer, E. W., Herchenröder, P., Manley, R. S. J., and Stamm, M. (1978). Macro-
molecules 11, 213.]

Many experiments have been made to demonstrate a
correlation between pore content and textile properties,
with some success.

D. Synthetic High Polymers in the Solid State

An ideally crystallized low-molecular-weight substance,
leads to a multitude of very sharp reflection spots with-
out diffuse background. If any crystal reflections can be
seen from a solidified high-polymer sample, it can be con-
cluded that some crystallization has occurred. At the same
time, the small number and relatively large half-width of
observed reflections indicates that the crystal domains are
small and strongly perturbed. From the very presence of a
diffuse background, it follows that the crystalline regions
are accompanied by amorphous domains. If the melt is
allowed to solidify after some parts of the material have
crystallized, the mobility of the not-yet-crystallized chains
becomes so small that they can no longer lock into ordered
structures. Thus the final solid state of a macromolecular

substance consists of a two-phase system with crystalline
and noncrystalline domains.

Information on this semicrystalline structure can be ob-
tained from X-ray small-angle scattering. A diffuse scat-
tering pattern is observed that decays with increasing
angles. Onto this background is superimposed a discrete
reflection, which originates from periodic density fluctu-
ations within the material relating to a periodic array of
crystalline and noncrystalline regions. From the position
of this reflection one can determine the average distance
between the centers of the crystallites. This long period
generally lies between 50 and 500 Å, hence in the small-
angle region.

What models can be used for an interpretation?
The oldest model is that of the fringed micelle, which
dominates in natural high-polymeric fibers as discussed
in Section IV.C.2. With polymers crystallized from
the melt or from solution, it appears that the model
consisting of lamellae with folded chains achieves higher
importance.
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FIGURE 52 Connection between mass density and scattering
power for various rayon samples. [Reprinted with permission from
Hermans, P. H., Heikens, D., and Weidinger, A. (1959). J. Polymer
Sci. 35, 145.]

This model originated from a discovery independently
made by E. W. Fischer, A. Keller, and P. H. Till. In
electron-microscopic preparations of certain synthetic
polymers, they could observe platelets that were very well
developed. By X-ray diffraction it was shown that the
polymer chain axes are arranged perpendicular to the plane
of the platelets. Since the length of the chains, however, is
orders of magnitude larger than the lamellar thickness, it
must be concluded that the chains are folded: they reenter
the crystal by U-turns at the surface. Some molecules may
extend into the interlamellar space or into the neighboring
one, thus forming a link between the lamellae.

1. Introduction to the Quantitative Treatment
of the Lamellar Stack Model

The ideas just discussed can also be extended to solid
synthetic high polymers and are schematically shown
in Fig. 54. As a starting point in this approach, a one-
dimensional model consisting of arrays of alternating
crystalline and amorphous layers, as shown in Fig. 55,
can be used.

Many alternating layers form the “lamellar stack,”
which is large as compared to the average repeat distance
d, and hence the scattering arising from the entire stack
falls into a much smaller angular range than that originat-
ing from the periodic density variations. In a macroscopic
sample these lamellar stacks may be present in all orienta-
tions leading to an isotropic, spherically symmetrical scat-
tering pattern, similar to a powder diffraction pattern. The

FIGURE 53 Tail end of the scattering curves of rayon fibers, log–
log plot. [Reprinted with permission from Kratky, O. (1966). Pure
Appl. Chem. 12, 483.]

scattering function of the single stack is obtained by multi-
plying the measured intensities by h2 (Lorentz correction).

In an ideal, one-dimensional lattice, the scattering is de-
scribed by Bragg’s law, representing the lamellar repeat
distance d. However, in reality, the diffraction pattern is
significantly broadened, indicating more or less strong de-
viations from the ideal lattice. The aims of a small-angle
scattering analysis are, therefore, the determination of av-
erage structure parameters and the quantitative descrip-
tion of the deviations.

FIGURE 54 Models of supramolecular structures in the case of
folded chains. [Reprinted with permission from Zachmann, H. G.
(1974). Angew. Chem. 86, 283.]
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FIGURE 55 Model of a fiber with lamellar crystallites that are sep-
arated by amorphous domains of lower density. [Reprinted with
permission from Fischer, E. W., Goddar, H., and Schmidt, G. F.
(1968). Makromol. Chem. 118, 114.]

Generally, three approaches can be distinguished: (a)
the determination of characteristic system parameters or
functions from the experimental results, (b) the compari-
son of model intensity calculations with the experiment,
and (c) the analysis of real-space correlation functions.

The average repeat distance d , that is, the sum of the
average thicknesses of crystalline and amorphous layers
can be obtained from the position (2θ )100 of the first-order
maximum in the Lorentz corrected scattering curve ac-
cording to Bragg’s law,

D = λ/(2 sin θ )

The degree of crystallinity can be estimated in a two-
phase model from the invariant Q [see Eq. (7)] according
to the following:

Q /P0 = wc(1 − wc)(ρc − ρa)2 .

If the two phases are connected by a transition layer in
which the electron density varies linearly from ρc to ρa,
the above equation can be modified into

Q = [wc(1 − wc) − (E S/6V )](ρc − ρa)2 ,

where E is the thickness of the transition layer and S /V
is the specific surface of the phase boundary, which is
defined as the plane where ρ = (ρc + ρa)/2.

The specific surface S /V may be determined from
Porod’s law according to Eq. (11).

Finally, the thickness E of the transition layer may be
calculated from the one-dimensional correlation function
γ obtained by Fourier transformation of the one-
dimensional intensity function.

The above parameters can either be useful in monitor-
ing structural changes during thermal or mechanical treat-
ment of the polymer sample, or in parameterizing struc-
tural models, which then have to be further fitted to the
experimental data by trial and error.

The tedious and error-prone procedure of finding a
scattering-equivalent model can be considerably simpli-
fied by performing the comparison between experimental
result and model in real space through the respective cor-

FIGURE 56 One-dimensional correlation function of a sample of
bulk polyethylene. [Reprinted with permission from Vonk, C. G.,
and Kortleve, G. (1967). Kolloid-Z., Z. Polym. 220, 19.]

relation functions γ (x) (Fig. 56). The terms γ (x) and I (h)
are Fourier pairs connected by the following relation:

γ (x) =
∫ ∞

0 Ih2 cos hx dh∫ ∞
0 Ih2 dh

and can therefore, be readily interconversed. The correla-
tion function γ (x) is the convolution square of the electron
density fluctuations, expressed by the following:

γ (x) =
∫ ∞

0
ρ(u − x)ρ(u) du.

Its physical meaning can be visualized easily as follows:
consider a measuring rod AB of length u perpendicular to
the layers, moving in the x direction. In each position, the
product of the electron densities at A and B is determined
and the values averaged over all positions; this is repeated
for all values of u.

An example of a γ (x) function for a sample of bulk
polyethylene is shown in Fig. 56. This function must be
matched by a theoretical γ (x) function of a model. It has
been shown that one scale factor and three parameters have
to be fitted for this purpose. The scale factor accounts for
the average repeat distance, and the parameters are the vol-
ume crystallinity wc and the widths of the distributions of
the amorphous and crystalline layer thicknesses, respec-
tively. The particular form of the distribution was found
to be of only secondary importance.

It should be noted that the lamellar stack model is
not confined exclusively to semicrystalline high polymers
but is also important in the structural description of smec-
tic liquid-crystalline phases, such as the hydrated phases
of lipids and membranes, where the alternating phases are
the lipid bilayer and the water of hydration, respectively.
The same basic considerations apply also there, but with
the complication that the electron density of the lipid phase
is not at all constant but varies strongly and characteristi-
cally across the normal of the lamellar plane.
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2. Particles in Polymer Glasses and Melts

According to the general model of Flory, amorphous poly-
mers consist of randomly packed Gaussian chains with
conformation and dimensions identical to the state in a
θ solvent. This implies that there exist no density fluc-
tuations on the macromolecular scale, and therefore no
small-angle scattering should be expected. Nevertheless,
in some instances of polymer glasses and melts diffuse
small-angle scattering has been observed, which poses the
question of its structural origin.

As one possible cause for this effect, foreign substances,
such as stabilizers or small amounts of catalysts left over
from the polymerization process, have been identified.
Also, nonidealities in the surface layers, microcracks and
scratches, were found to be responsible for the small-angle
scattering. The scattering at very small angles can be well
described as originating from thermal fluctuations, which
may be calculated from the isothermal compressibility at
the glass transition point or above, depending on whether
glass or melt is considered.

V. INORGANIC SUBSTANCES—
MATERIALS SCIENCE

A. General

This field includes many of the common natural or syn-
thetic materials, such as metals, alloys, semiconductors,
glasses, colloids, and catalysts. In all cases, the aim of
small-angle scattering is the characterization of structural
inhomogeneities. These may be of highly practical in-
terest in their relation to specific macroscopic properties,
such as mechanical strength, electrical conductivity,
magnetic coercive force, and catalytic activity. Control of
these inhomogeneities on a more than merely empirical
basis can lead to quality improvement. On the other
hand, there is also strong theoretical interest, as such data
provide reliable information to test theories of cluster or
defect formation and phase-separation processes.

In contrast to the substances discussed in previous
chapters, most inorganic materials are composed of rather
heavy elements. For X-rays this has the disadvantage
that their mass absorption, which increases strongly with
the atomic number, becomes a limiting factor through
the very small optimum sample thickness, that is, 1/µ.
With Cu Kα radiation the optimum thickness of pure alu-
minum is 76 µm, and it is less than 10 µm for most heav-
ier elements of interest. For Mo Kα the values are about
one order of magnitude larger, but still the optimal values
are relatively small and consequently the samples may
not be always representative for the bulk material. This
disadvantage does not occur in neutron scattering, since

neutron absorption does not increase in a systematic way
with the atomic number and the absorption cross sections
are relatively low as compared to X-rays. Therefore, neu-
tron small-angle scattering has proven particularly fruitful
in materials science, despite its limitation that only a few
reactors around the world offer a suitably high flux of
“cold” neutrons.

Another complication for the use of X-rays in this field
is the effect of double Bragg reflection from polycrys-
talline materials. This occurs if a ray first reflected by one
crystallite hits another one with its lattice planes almost but
not quite parallel to the first one. The resulting scattering to
small angles may in some cases be stronger than the “true”
small-angle scattering due to inhomogeneities, and the two
effects cannot be distinguished. A way to overcome this
is the use of neutrons of suitably long wavelengths, with
λ > 2d (d is the largest lattice plane distance), so that the
geometric conditions for Bragg reflection are altogether
avoided.

Owing to the ample diversity of the various materials,
a simple systematic treatment is impossible. Only in a
minority of cases are the conditions for particle scatter-
ing met so that parameters related to size and shape of
the inhomogeneities can be reliably evaluated; in most
cases, both nonuniform sizes and high concentrations of
inhomogeneities render such information unaccessible. In
these latter cases, the scattering power or the invariant as
outlined above for densely packed systems can be used
to quantify the structural or compositional fluctuations.
Quite generally, however, the main emphasis of such stud-
ies has been on relative changes in scattering behavior
with different composition or pretreatment of the samples,
rather than on a detailed structural interpretation, which
for the reasons already indicated may be a difficult if not
impossible task.

B. Physical Metallurgy

The classical example for the utilization of X-ray small-
angle scattering in this field has been the investigation of
phase separation during age hardening of alloys, pioneered
by a study of Guinier in 1938 on the systems Al–Cu and
Al–Ag. Guinier observed diffuse small-angle scattering
at the center of the otherwise normal discrete diffraction
pattern of the metallic crystal lattice. Independently and al-
most at the same time, Preston published similar findings.
The consistent interpretation of these results was the seg-
regation of submicroscopic clusters of atoms of the minor
component out of the supersaturated solid solution. Owing
to their inventors, a certain type of such clusters is gen-
erally called Guinier–Preston zones or GP zones. Since
then, numerous studies by X-rays and neutrons have been
published on this theme, with the general goals being to
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FIGURE 57 Small-angle scattering from Al(20)–Ag(80) after
cooling from 520◦C. [Reprinted with permission from Guinier, A.,
and Fournet, G. (1955). “Small Angle Scattering of X-Rays,”
p. 205, Wiley, New York.]

elucidate mechanisms and kinetics on the submicroscopic
structural level of such phase separations and to establish
detailed phase diagrams.

As a methodologically important example, we give the
analysis of this first stage of age hardening.

After rapid cooling of an Al–Ag alloy from tempera-
tures where the alloy is homogeneous to about 100◦C, an
isotropic, diffuse, small-angle scattering pattern as shown
in Fig. 57 is observed. It shows essentially two interesting
features: the scattering intensity decreases toward zero at
very small angles and a maximum occurs at Bragg values
of about 50 Å.

The interpretation by Walker and Guinier attributed this
scattering pattern to independent particles with an inter-
nal electron density distribution. Furthermore, it was con-
cluded that the particles have an average spherical sym-
metry, since the orientation of the sample has no effect
on the scattering curve. The analysis can then follow
along the lines of Fourier transformation as outlined in
Section II.B.3.e to obtain the radial electron density dis-
tribution or the correlation function p(r ). If the latter is
normalized to p(0) = 1, then the function gives the prob-
ability of finding an atom of silver at a distance r away
from another one (Fig. 58).

The physical explanation for this behavior is the fol-
lowing. When the silver atoms cluster around a particular
point in the alloy, they migrate by diffusion, but slowly, as
the temperature of annealing is low. Therefore, the silver
atoms clustered in a nucleus leave a shell that is poorer
in silver atoms than the average. Thus the scattering par-
ticle is made up of a nucleus of a high electron density
surrounded by a shell of density lower than the average
throughout the sample. On average, however, the whole
“particle” has the same electron density as the total sam-
ple volume, since it is only created by internal demixing.
Thus the overall net contrast of the particles is zero, and
consequently I (0) = 0, in agreement with the observation.
This particularly simple concept applies, however, only to

FIGURE 58 The probability of finding a silver atom at a distance
r from another one in the Al–Ag alloy, as evaluated by Fourier
transformation of the curve in Fig. 57. [Reprinted with permission
from Guinier, A., and Fournet, G. (1955). “Small Angle Scattering
of X-Rays,” p. 207, Wiley, New York.]

the first stage of phase separation at low annealing temper-
atures, where diffusion is very slow. For longer annealing
times and higher temperatures, but still below the misci-
bility limit in the phase diagram, the small-angle pattern
often becomes very complex in that it develops directed
streaks of scattering, the directions and number of which
depend on the orientation of the specimen. In this case, the
small-angle pattern can no longer be discussed separately
from the wide-angle diffraction; that is, the scattering is
strongly influenced by the crystal lattice and its defects.

It should be noted, however, that X-ray small-angle scat-
tering has been highly useful in obtaining otherwise hard
to access information on metallurgically important phe-
nomena, such as vacancy clustering in irradiated materi-
als, growth or dissolution of precipitates, and spinoidal
decomposition.

C. Miscellaneous

1. Catalysts

Small-angle scattering provides a noninvasive method to
evaluate the specific surface area of catalysts. An analysis
of the Porod slopes [see Eq. (9)] of the scattering from the
supporting material with and without catalyst may lead to
a reliable value for the total catalyst surface.

A typical result of a study in amorphous platinum sup-
ported on silica and aluminium, in terms of a size distribu-
tion of catalyst particles which are assumed to be spherical,
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FIGURE 59 The distribution of metal particle diameters in an
alumina-supported platinum catalyst containing 0.6 wt.% Pt. The
continuous curve is from X-ray small-angle scattering, and the
dashed curve is from electron microscopy. [Reprinted with permis-
sion from Renouprez, A., Hoang-Van, C., and Compagnon, P. A.
(1974). J. Catalysts 34, 411.]

is shown in Fig. 59 together with the size distribution-
obtained from electron microscopy. It is evident that, at
least for the smaller sizes, the distributions are similar
with both methods. Even if these distribution functions
are not completely correct in every detail, they yield use-
ful information, especially for comparing different metal
concentrations, temperatures, and so on. As an economi-
cally interesting result, it was found that for platinum and
silica, the incorporation of platinum at more than 1% by
weight would be uneconomical, as beyond this concentra-
tion excess metal is primarily taken up in larger particles
with a lower catalytic surface.

2. Glasses and Ceramics

Although visible-light scattering has been most frequently
used to study phase-separation processes in multicompo-
nent glasses, X-ray small-angle scattering also proves use-
ful since it resolves compositional fluctuations at a much
smaller scale of dimensions and can yield data on the
nature of the decomposition process. For instance, the
mixture B2O3(80)–PbO(15)–Al2O3(5) after rapid cooling
from the liquid state to room temperature shows small-
angle scattering curves (Fig. 60) that are very similar to
those observed with the Al–Ag alloy (compare Fig. 57),
especially at lower quenching rates. These data form an
important basis for a discussion of the decomposition pro-
cess in terms of the spinoidal decomposition model.

3. Critical Scattering in Liquids

At the critical point of a system, the density fluctua-
tions approach infinity and hence also the small-angle

FIGURE 60 Small-angle scattering curves for a set of B2O3–
PbO–Al2O3 samples splat cooled with variable cooling rate rang-
ing from about 2 × 103 (curve 4) to 2 × 104 K/sec (curve 1).
[Reprinted with permission from Acuña, R. J., and Craievich, A. F.
(1979). J. Noncryst. Solids 34, 13.]

scattering goes through a maximum. An example is shown
in Fig. 61, where the scattering from the liquid mixture of
Li–NH3 at 210 K is depicted for different concentrations.
Such experiments can be very useful in supplementing

FIGURE 61 Small-angle scattering curves obtained with Mo Kα

radiation of Li–NH3 solutions of 210 K. Lithium concentrations are
given in moles per mole NH3. [Reprinted with permission from
Knapp, D. N., and Bale, D. H., J. Appl. Crystallogr. 11, 606.]
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thermodynamic data but may be complicated in solids due
to competing metastable and stable phase formation.

VI. INSTRUMENTATION

A. X-Ray Source and Camera Setup

1. Choice of Anode Material

For the vast majority of applications, an X-ray tube with
a copper anode is used; the wavelength of the Kα line is
1.54 Å.

The use of longer-wavelength radiation would spread
the scattering curve over a larger angle, permitting higher
resolution. This possibility, however, is only very rarely
used, due to the sharp increase in the absorption coefficient
µ with increasing wavelength. The intensity I scattered
at small angles is proportional to te−µt (t being thick-
ness of the sample). This expression has its maximum at
topt = 1/µ. If µ is very high, it is often difficult to obtain
sufficiently thin samples.

It must be mentioned, however, that the use of an open
X-ray tube combined with a pinhole camera may over-
come some of the difficulties of Al radiation (λ = 8.34 Å).
With such instruments, excellent measurements on thin
polymer films can be performed.

Usually the resolution obtainable with copper radiation
is sufficient. On the other hand, there are needs to use
shorter wavelengths, as for samples containing metals with
a high absorption coefficient (see Section V.A).

2. Installation of X-Ray Tube and Camera

For this description it is assumed that an X-ray tube with
line focus and four windows is used. First, one has to
decide whether the tube should be mounted vertically or
horizontally. Better mechanical stability and access to all
four windows favor the vertical position, but several types
of small-angle cameras (e.g., the Rigaku Denki goniome-
ter) require a horizontal tube. In the following discussion
the case of a vertically mounted X-ray tube is assumed, as
this appears to be preferred by most workers.

Another basic decision concerns the type of window to
be used for the camera. Frequently the size of the focus is
10×1 mm and the X-ray path has the usual 6◦ inclination
from the horizontal plane of the focus. In this case the
projection of the focus into the plane perpendicular to this
X-ray path is a line with dimensions 10 × 0.1 mm on the
“long” side of the focus; in its “narrow” side, the focus
appears as a radiating square of dimensions 1 × 1 mm.
This is often termed as working “at the line focus” or
“at the square focus,” respectively.

Naturally, a “slit camera” (i.e., a camera whose collima-
tion system is designed for a primary beam with the cross

section of a long and narrow rectangle) should be placed in
front of the line focus, whereas a “pinhole camera” (i.e.,
one that utilizes a circular primary beam cross section)
should be placed at the square focus. If the tube is mounted
vertically, the longer dimension of the slit is referred to as
its length and the smaller dimension is called width. It
should be noted that in the case of the X-ray tube being
mounted horizontally and working at the line focus, the
larger dimension of the slit runs vertically and is corre-
spondingly called slit height instead of slit length. In both
cases (i.e., vertical and horizontal X-ray tube), the smaller
dimension of the slit is referred to as the slit width.

3. X-Ray Tubes with Rotating Anode

Several manufacturers offer high-power generators. In or-
der to achieve efficient cooling, the focus is generated at
the surface of a water-cooled cylinder, which rotates at
high angular velocity to dissipate the heat over the whole
of its circumference.

While sealed tubes are normally driven with 2–3 kW,
the power of commercially available high-power in-
struments ranges from 6 to 60 kW. The high primary
intensity allows correspondingly shorter exposures,
which is particularly useful for the study of time-resolved
processes or of unstable materials. Moreover, investiga-
tions on extremely diluted solutions demand high power
sources.

4. Synchrotron Radiation

The strongest X-ray sources available at present are syn-
chrotrons or storage rings, instruments hitherto mainly
used in high-energy physics. They consist of circular or
oval rings, in which strong electric and magnetic fields,
applied alternatingly, accelerate bunches of charged par-
ticles (electrons, positrons, or others) to high energy and
keep them in constant orbit. Tangentially to the curved
particle flight path high-energy photons are emitted. This
so-called synchrotron radiation has several unique proper-
ties that open new possibilities in many fields of research.
For X-ray small-angle scattering the most important ones
are the following: (a) extremely high source brightness,
(b) continuous spectrum from the hard X-ray to the far-
infrared range, and (c) sharp collimation of the high energy
part of the spectrum.

The intensity depends in a well-defined and computable
way on the energy of the circulating particles and on the
radius of curvature at the tangent point. In the region of
λ = 1 Å, as an example, the storage ring DORIS II in
Hamburg provides a source that is more than three orders
of magnitude brighter than a rotating copper anode tube.
Using special devices like “wigglers” or “undulators,”
which are arrays of dipole magnets forcing the electrons



P1: GTM/GLT P2: GPB Final pages

Encyclopedia of Physical Science and Technology EN017-832 August 3, 2001 16:55

980 X-Ray Small-Angle Scattering

or positrons to move on periodically wiggling paths, the
intensities can be even further increased. Owing to the
special conditions at synchrotron radiation sources (i.e.,
white beam of extreme intensity), very specific and strin-
gent requirements exist for the design of cameras, espe-
cially with respect to monochromatization, focusing, and
detectors.

The second important feature of synchrotron radiation,
its continuous-wavelength spectrum, makes it an inter-
esting tool for measurements at different wavelengths.
Instruments for small-angle scattering with continuous-
wavelength tuning have been developed and employ
sophisticated arrangements of mirrors and monochro-
mators. Basically, there are two types of arrangements:
(a) double monochromator systems in which the beam
reflected on the first crystal at certain angles is reflected
back to the original direction by a second, parallel crystal,
so that the beam direction does not change in the course
of wavelength scanning; or (b) systems consisting of fo-
cusing mirrors (which also serve as premonochromators,
eliminating wavelengths shorter than about 1 Å) and a sin-
gle monochromator. With rotation of the monochromator
by an angle of θ , the camera has to be rotated through 2θ

to follow the primary beam path. Presently such systems
exist for wavelengths up to approximately 7θ , which
allows experiments around the K-absorption edges of
elements as light as sulfur, phosphorus, and silicon.

B. Small-Angle Cameras with Slit Collimation

This subsection is confined to a discussion of cameras with
slit collimation, which utilize a primary beam with line-
shaped cross section. These are the most widely used type
of camera in the field of diffuse small-angle scattering.
Their advantage over point-focusing or pinhole cameras
generally lies in the much higher primary beam intensity,
which is particularly important with conventional X-ray
tubes and which outweighs the disadvantage that the mea-
sured scattering curves have to be corrected (“desmeared”)
for the geometry of the beam. The mathematical proce-
dures for desmearing are at a state of high development
and pose little problems with modern computing facilities.
In the following, a selection of cameras of this type are
described.

1. Camera with Three Slits

The simplest collimation system consists of two paral-
lel slits. The narrower these slits are and the larger the
distance between them, the higher is the attainable reso-
lution. This simple design has the disadvantage that the
slits emit secondary scattering (parasitic scattering) into
the small-angle region, which makes it impossible to use

FIGURE 62 Slit camera with three slits, S1, S2, and S3, each
consisting of a pair of edges running perpendicular to the plane
of paper. The dimensions in the vertical direction are greatly
enlarged.

this camera for high-resolution work. A considerable im-
provement of the design, however, can be achieved by a
third slit (Fig. 62, slit S3), which is adjusted in such a way
that it is just not hit by the direct beams 1 and 2, but shields
off as much as possible from the parasitic scattering orig-
inating from slit S2. Consequently, the parasitic scattering
is intense between lines 3 and 4, while the “diagonal scat-
tering,” limited by lines 5 and 6, is much less intense and
can be neglected.

2. Beeman Camera

A slit camera that was used very successfully is the one
introduced by Beeman and coworkers (Fig. 63). Two sta-
tionary tantalum slits C collimate the beam incident upon
the scatterer. Two additional slits C analyze the angular
distribution of the radiation leaving the sample. The sec-
ond pair of slits, together with specimen holder and Geiger
counter, are attached to an arm that may be rotated, by
means of a calibrated spindle, about an axis through the
center of the specimen.

FIGURE 63 Diagram of the Beeman camera: A, X-ray tube exit
window; B, mica window; C, tantalum slits; D, vacuum connec-
tions; E, Ross filters on slide; F, Geiger counter; G, high-precision
screw; H, calibrated wheel; I, pivot and sample holder; J, rollers.
[Reprinted with permission from Anderegg, J. W., Beeman, W. W.,
Shulman, S., and Kaesberg, P. J. (1955). J. Am Chem. Soc. 77,
2927. Copyright 1955, American Chemical Society.]
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FIGURE 64 Section through block collimation system of the
“Kratky camera.” The dimensions in the vertical direction are
greatly enlarged: S, sample; P, primary beam profile; PS, primary
beam stop; PR, plane of registration. [Reprinted with permission
from Kratky, O. (1954). Z. Elektrochem. 58, 49; Kratky, O. (1958).
Z. Elektrochem. 62, 66; and Kratky, O., and Skala, Z. (1958). Z.
Elektrochem. 62, 73.]

An auxiliary device capable of considerably reducing
the slit-length smearing is occasionally used in combina-
tion with slit cameras: the Soller slit. It consists of a set of
parallel, thin lamellae, whose planes are arranged parallel
to the primary beam axis and perpendicular to the plane of
the beam. It is inserted into the camera behind the primary
beam stop.

3. The Block Camera

a. The collimation system. The problem of para-
sitic scattering can be largely removed with the arrange-
ment depicted in Fig. 64: it shows a section parallel to
the propagation direction of the beam and perpendicular
to the length direction of the focus. The radiation source
is represented by the projection f of the focal spot into a
plane perpendicular to the beam axis. Collimation of the
beam is achieved by three construction elements, the two
blocks B1 and B2 and the edge E, which all run perpen-
dicular to the plane of the paper. It is essential that the
plane defined by the polished upward-directed surface F1

of B1 coincide exactly with the downward directed surface
F2 of B2. This plane is called the main section H. The width
of the entering beam is defined by the distance d between
the edge E and the main section H.

Figure 65 shows schematically how the instrument is
designed to ensure that planes F1 and F2 coincide: block
B1 is the center piece of a U-shaped body, while block
B2, called the bridge, is pressed on to its side pieces from

FIGURE 65 Schematic drawing of the collimation system: P,
primary beam. Explanations of the other symbols are given in
the legend to Fig. 64.

above. It is easy to see that there should be no parasitic
scattering at all above the main section. In fact, there is
a very small amount of parasitic scattering above H due
to mechanical imperfections, and this can practically be
neglected.

It lies in the nature of this design that by extreme care in
the finish of the planar surfaces (by polishing and lapping)
the parasitic scattering can be strongly reduced, and res-
olutions (i.e., smallest measurable scattering angles) are
achieved that cannot be matched by any of the other cam-
era types already described. However, this advantage has
to be weighed against the fact that due to the asymmetrical
arrangement, the scattering can only be measured at one
side, that is, above the primary beam. In the downward
direction, the parasitic scattering from edge M of block
B1 and from the edge of block B2 facing the X-ray focus
is very strong. The zero-angle position of the scattering
curve, therefore, has to be determined by measuring the
vertical intensity profile P and finding its central line of
gravity.

b. Overall construction of the camera. Figure 66
shows a recent version of the camera mounted in front
of the X-ray tube R, and Fig. 67 gives a vertical section
through the camera in the direction of the X-ray beam.
The collimation system C, the sample holder SH, and the
primary beam stop PS are all mounted inside an evacuated
housing V, with front window W1 and end window W2.

The radiation is recorded outside the vacuum tube. If
a film or a position-sensitive detector is used, a stable
suspension at the camera housing is sufficient. For the
pointwise recording of the scattering curve, the simulta-
neous movement of detector slit DS and of the detector D
is guided by the slits S1 and S2.

Figure 68 shows an application of the camera in the
range of medium resolution; it shows the scattering
curve of a solution of lipoprotein. The blank scattering is

FIGURE 66 Design according to H. Stabinger and O. Kratky.
[Reprinted with permission from Stabinger, H., and Kratky, O.
(1984). Colloid Polymer Sci. 262, 345.]
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FIGURE 67 Section through the small-angle camera. Design ac-
cording to H. Stabinger and O. Kratky. [Reprinted with permission
from Stabinger, H., and Kratky, O. (1985). Colloid Polymer Sci.
262, 345.]

completely negligible down to a Bragg Value of 500 Å,
even compared to the blank scattering of the solvent-filled
capillary.

4. The Bonse–Hart Camera

The instrument is based on multiple reflections of the
primary beam from opposite sides of a groove in an ideal
germanium crystal (2 in Fig. 69). The divergence of the
beam decreases every time it is reflected from one of the
walls, leading to a strictly monochromatic beam with a
divergence of only several arc seconds. After penetrating
the sample 3, the beam is again reflected several times
from the inner walls of a second crystal 4 and finally
enters the detector 5. Crystal 4 can be turned about an axis
perpendicular to the plane of the paper with a precision
spindle. This rotation of crystal 4 about its center allows
the recording of the small-angle scattering originating

FIGURE 68 Measurements with the block camera: 1, scattering
of a lipoprotein solution, 5.1%; 2, blank scattering of the Mark
capillary with solvent; 3, blank scattering of the empty camera,
corrected for absorption (multiplied by 10).

FIGURE 69 Schematic drawing of the Bonse–Hart camera.
[Reprinted with permission from Bonse, U., and Hart, M. (1965).
Appl. Phys. Lett. 2, 155.]

from the sample: it is easy to see that if crystal 4 is turned
by an angle α from its position parallel to crystal 2, only
the radiation scattered by the sample to the same angle can
reach the detector. The appealing feature of this ingenious
design is the fact that one can measure down to the
smallest angles without using a narrow entrance slit: all
other techniques have to deal with the fact that the primary
intensity drops rapidly due to the narrow entrance slits
required to measure down to very small angles, while the
Bonse–Hart system uses the same primary intensity for all
angles. On the other hand, with decreasing resolution, the
other methods offer the option of increasing the size of the
entrance slit with concomitant increase in primary inten-
sity, while the Bonse–Hart system does not offer such an
option.

A quantitative experimental comparison with the block
collimation system has yielded the following result. While
the Bonse–Hart system yields constant intensity, the pri-
mary intensity of the block collimation system increases
with the third power of the width of the entrance slit e
(which, in turn, is inversely proportional to the highest at-
tainable Bragg’s value). The point of equivalence lies at an
angle corresponding to a Bragg spacing of about 7000 Å. If
it is sufficient to obtain a resolution of 1000 Å, the block
camera yields a 73 ( = 343) times higher intensity than the
Bonse–Hart camera. Alternatively, if one aims at a resolu-
tion of, say, 3 × 7000 Å ( = 210,000 Å), the Bonse–Hart
system is more sensitive by a factor of 33 ( = 27). Since the
majority of applications of the small-angle technique re-
quire resolutions far below 7000 Å, the Bonse–Hart tech-
nique has until now only been used in a few special prob-
lems, despite its truly ingenious design.

Certain modifications of the original Bonse–Hart de-
sign, such as the reduction of the number of reflections
and the use of asymmetrically cut crystals, may lead to
a considerable increase in intensity so that the point of
equivalence comes down to a Bragg value of about 1000 Å.

C. Monochromatization

Quantitatively correct interpretation of diffuse small-
angle X-ray experiments requires the knowledge of the
scattering curve corresponding to monochromatic radia-
tion. Polychromatic effects have to be eliminated, either
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experimentally or numerically. Several of the existing
methods are described below.

1. Pulse Height Discriminator, Alone or Combined
with a Kβ Filter

So far, this seems to be the most widely used method. The
pulse height discriminator, which is tuned to the Kα line,
is connected to a proportional or scintillation counter.
The efficiency in suppressing white radiation is inversely
related to the channel width. The wavelength of the Kβ

line is too close to the Kα wavelength to be sufficiently
attenuated by the pulse height discriminator alone [for
example: λ (Cu Kα) = 1.54 Å; λ (Cu Kβ) = 1.39 Å]. This
necessitates the use of a Kβ filter. In the following, the dis-
cussion will be limited to copper radiation, for which the
Kβ filter consists of a nickel foil. The absorption edge of
nickel lies between the Cu Kα and the Cu Kβ wavelengths;
thus nickel absorbs Kβ much more strongly than Kα .

2. Balanced Filters

This old monochromatization technique by Ross requires
two exposures with different filters in front of the collima-
tion system under otherwise identical conditions. For cop-
per radiation, the two filters consist of nickel and cobalt,
respectively. The wavelength of the absorption edge of
cobalt (λ = 1.604 Å) is slightly above the Cu Kα wave-
length, and that of nickel (λ = 1.483 Å) is just below. Let
tNi be the thickness of the nickel filter and tCo that of the
cobalt filter; we call the two filters “balanced” if tNi and tCo

have a certain optimal ratio, namely tNi/tCo = 1/1.0711.
Under this condition, substraction of the two scatter-
ing curves leaves only the contribution from radiation
whose wavelength lies between the two absorption edges.
Contributions from radiation with λ < 1.483 Å and with
λ > 1.604 Å cancel. Since the total intensity of continuous
radiation in this narrow range is negligible compared to
the Cu Kα intensity, the difference curve can be regarded
as monochromatic. The maximum intensity is obtained
with tNi = 6.99 µm and tCo = 7.48 µm.

3. Crystal Monochromator and
Total-Reflection Mirrors

In the majority of applications the monochromator crys-
tal is positioned in front of the collimation system so that
the sample is hit only by the purely monochromatic radi-
ation. We refer to the most important types of monochro-
mators, namely the flat quartz monochromator, the bent
quartz plate (Johann), and the monochromator consisting
of a bent quartz plate whose surface is ground to half the
bending curvature (Johannson).

In connection with the continuous spectrum of syn-
chrotron radiation, the techniques of monochromatization
have reached a very high state of development. A focus-
ing monochromator now widely applied consists of a bent
triangular germanium crystal. The triangular shape leads
to a perfect bending geometry.

The biggest disadvantage accompanying the use of most
crystal monochromators is the considerable loss in inten-
sity. Pyrolytic graphite overcomes this disadvantage to an
appreciable degree and is now frequently used in small-
angle scattering.

While Bragg diffraction selects a discrete wavelength,
total reflection on polished glass surfaces cuts off the
lower-wavelength part of the spectrum. This partial
monochromatization is sometimes found sufficient for
purposes of small-angle scattering experiments.

D. Detection

There exist three alternative methods that are suitable for
the detection and registration for small-angle scattering
curves: (a) photographic film, (b) proportional counters
with detector slit and precision goniometer (step-scanner),
and (c) position-sensitive proportional counters. Photo-
graphic film detection, despite its excellent resolution,
is not widely used at present, mainly due to the inconve-
nience of densitometric evaluation; with improved film
material and modern densitometers, however, plus the
advantages of films (i.e., compact documentation and
high resolution), this detection method might gain in
importance. In the step-scanning method, a proportional
counter with a precisely positioned detector slit is moved
step by step through the angular range of interest. This
allows for high flexibility in the adaptation to the specific
resolution requirements of a given scattering pattern;
its disadvantages lie in the sequential measurement of
individual points at the scattering curve, which necessi-
tates utmost stability of the primary beam and intensity
averaging over several scans. Consequently this method
is precise but time-consuming. The recent development
of position-sensitive proportional counters combines the
advantages of both above-mentioned methods: it allows
“simultaneous” electronic registration of the whole
scattering pattern. The resolution is generally still not as
good as with photographic film, but this is in most cases
not a limiting factor. Its immediate compatibility with
electronic data storage media and computers is a feature
that makes this method increasingly attractive.

E. Absolute Intensity

Mass determinations require knowledge of the absolute
intensity, that is, the ratio of scattered intensity to primary
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intensity (see Section II.B.3.c). While the scattered in-
tensity can be directly determined with commercially
available instruments, direct determination of the primary
intensity is not possible due to the rapid succession of
quanta in the primary beam that cannot be resolved even
with the most advanced detectors.

Several methods have been described to overcome this
difficulty. One of them involves the determination of the
absorption of several thin nickel foils, which are then
stacked to yield sufficiently strong attenuation of the
primary beam. The method requires monochromatic ra-
diation, since even a small contamination with short-
wavelength radiation will lead to errors due to inverse
dependence of absorption and wavelength.

Another method is based on a defined mechanical at-
tenuation of the primary beam. The instrument uses the
principle of a sector diaphragm. Although the method was
only used in few laboratories, it has served as a convenient
instrument to calibrate secondary standards, which are in
wide use today.

Such a secondary standard consists of a platelet of
polyethylene (“Lupolen”), whose absolute intensity (i.e.,
the quotient of scattered and primary intensity) is deter-
mined for an angle corresponding to a Bragg spacing of
150 Å. Rapid and simple determinations of the primary
intensity are then possible in every laboratory with access
to such a calibrated Lupolen.

The recently developed “moving slit method” offers
another alternative method for the direct determination of
the primary energy. Two slits are installed perpendicular to
the plane of the primary beam; one with width L r is located
in the plane of registration, and the other one (width L f) is
located near the focus. The second slit can be moved with
velocity v across the length of the beam. The primary
intensity P0 (energy per centimeter per second) can be
calculated from the following:

P0 = Nv/L fL r,

where N is the number of quanta reaching the counter
during one passage of slit L f.

Primary standards, such as gaseous Freons or silica
gel, have also been developed for which the ratio of pri-
mary intensity and scattered intensity can be evaluated
theoretically.

So far only the filter method and the secondary standard
Lupolen are in routine use. The moving slit method is still
too new to have found widespread application.

When films are used for the recording of radiation, the
determination of the primary intensity is comparatively
simple. A convenient method is to move the film perpen-
dicular to the primary beam’s length direction during the
exposure of the (unattenuated) beam, thus producing a
broad band.

F. Experimental Elimination of the Effect
of Intensity Fluctuations; Monitor

No other type of X-ray scattering experiments requires sta-
ble X-ray sources as small-angle investigations: The mea-
surements frequently take many hours, during the course
of which the scattered intensity is recorded at many dif-
ferent angles; intensity fluctuations of the primary beam
during that time, therefore, lead to a deformation of the
observed curve. The stringent requirement for maximum
stability in the primary intensity can only be relaxed if
a position-sensitive detector is used, since it records the
whole scattering curve simultaneously.

The most important reason for intensity fluctuations
seems to be the relative movement of the camera with re-
spect to the anode; such a movement may be caused either
by mechanical or by temperature effects, which cannot
be avoided even by careful stabilization of the room tem-
perature: The X-ray tube, which is heated and cooled at
the same time, never allows a constant temperature of the
entire system. The suspension of the camera at the top of
the X-ray tube near the anode is capable of reducing these
effects.

A monitor, however, would be a useful tool. The basic
idea is to divide the scattered intensity by the (simulta-
neously recorded) primary intensity or a quantity propor-
tional to it.

This obviously eliminates errors in the scattering curve
caused by fluctuations in the primary intensity. Several
ways have been suggested and tried for the experimental
implementation of this idea. These include the use of an
ionization chamber within the collimation system. Other
ways are given by the Bragg reflection or the fluorescence
emission of the primary beam on the beam stop.

VII. RECENT DEVELOPMENTS

A. Scattering from Fractal Objects

The theoretical relationships between scattering patterns
and real-space structure as discussed in the previous sec-
tions have so far largely been used to derive structural
models in terms of Euclidean geometry. In this approach,
the structure of complex bodies is described by analyti-
cal geometric elements (lines, planes, spheres, etc.). This
may be sufficient for a first approximation to an overall
shape and internal structure, but it has become obvious
that many real physical objects are irregular to an extent
that renders a Euclidean description unsatisfactory.

The possibilities for the discussion of irregular, disor-
dered structures have been substantially enriched through
the concept of fractal geometry and its recent penetra-
tion into physical sciences. In this formalism, structures
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FIGURE 70 Computer-simulated mass fractals and their corre-
sponding small-angle scattering curves. (a) The “Menger sponge”
has a fractal dimension D = 2.7, which also corresponds to its
pore-size distribution N(r ) = r −2.7 and can be read from the slope
in the log–log scattering curve. (b) The diffusion-limited aggrega-
tion (DLA) cluster, a model for kinetic growth from monomers, has
a fractal dimension D = 1.7. This value corresponds to the slope
in the log–log functions of radius of gyration versus volume (1)
and intensity versus scattering angle (2).

as shown in Fig. 70 can be characterized with the single
parameter D, the fractal dimension, which is defined as
the exponent in the scaling law that relates the mass M of
an object to its size R as follows:

M ∼ RD .

Such objects, called mass fractals, possess as the common
geometrical property their invariance to dilation or con-
traction, which means that the structures appear similar
under different length scales. The normal objects of Eu-
clidean geometry, rods, planes, or spheres, are in this sense
only special cases for which the exponent D is equal to
1, 2, and 3, respectively, in accord with our common notion
of dimensionality. For mass fractals, the fractal dimension
can assume any noninteger value between 1 and 3.

The same concept can be also applied to rough sur-
face structures of objects with internally uniform density,
i.e., where D = 3. For such “surface fractals,” the self-
similarity means that the geometric features do not change
as the surface is magnified or contracted. In this case, a
fractal dimension of the surface Ds can be defined, which

FIGURE 71 Surface fractals. (a) Examples of surfaces with dif-
ferent fractal dimensions, Ds, generated by a spectral synthesis
algorithm. (b) Two-dimensional cut in the x–y plane of a three-
dimensional surface fractal of 7th order, consisting of 117.187
spheres; the radius of spheres in the subsequent orders de-
creases by r /2. The resulting surface–fractal dimension is log
(5)/ log(2) = 2.3. The log–log slope of the analytically calculated
scattering curve is −3.7, and hence Ds = 2.3. (Computer simula-
tion by M. Kriechbaum.)

is the scaling exponent in the power law relating the sur-
face area S and the length scale unit R by

S ∼ RDs

Examples for surface fractals are shown in Fig. 71. For a
smooth object, Ds = 2, while for increasingly rough sur-
faces Ds approaches the value of 3. This concept of self-
similarity can also be extended beyond strictly topological
meaning to statistical size distribution laws, e.g., of pore or
particle sizes, if they are the same at different resolutions
(statistical fractals).

Scattering methods in general, and especially X-ray
small-angle scattering, are most useful tools to determine
experimentally the fractal dimensions D and Ds, since
they probe the dimensionality in reciprocal space by the
dependence of the Fourier coefficients on the reciprocal
distance, and the decay exponent of scattering intensity
is therefore directly related to the fractal dimension in
real space. This conceptual relation is expressed by the
generalization of Porod’s exponential law [Eq. (9)] in the
following form:

I (h) ∼ h−p. (39)

For mass fractals, where 1 < D < 3, it holds

p = D

and for surface fractals, with 2 < Ds < 3,
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p = 6 − Ds .

The classical case, where the Porod exponent approaches
the value of −4, is thus representative of a three-
dimensional system (D = 3) with smooth, discontinuous
interfaces (Ds = 2), as, for example, schematically de-
picted in Fig. 6 and as found in many smooth colloids. On
the other hand, fractality of a structure is hence indicated
by deviations of the decay exponent from its ideal value
−4. This can be conveniently determined from the slope of
an extended linear region in the log I versus log h plot of
the scattering curve. Equally, the lower and upper length
limits Lmin and Lmax for fractality or self-similarity, can
be read from the boundaries of h within which the log–log
representation is linear, by L = 2π/h. In certain cases,
where mass and surface fractality apply at different length
scales, both fractal dimensions can be obtained from
one experiment. With normal instrumentation of X-ray
small-angle cameras, it is possible to probe length scales
between 10 and 1000 Å in orders of magnitude. This may
be extended to values on the order of 1 µm by using the
Bonse–Hart system (Section IV.B.4) into a length range
overlapping with that accessible to light scattering.

Despite the undoubted value of the fractal dimension in
differentiating and classifying irregular structures, it does
not allow to make exclusive and unambiguous statements
in terms of specific structural models. It has been shown
that, for example, a fractally rough surface (Ds) can be

FIGURE 72 Scattering curves of Portland cement stone at different stages of age-hardening. Mass and surface
fractalities, respectively, can be read from the slopes in the log–log plots of the scattering curves. [Reprinted with
permission from Kriechbaum, M., Degovics, G., Tritthart, J., and Laggner, P. (1989). Progress Coll. Polym. Sci. 79,
101.]

considered equivalent to a polydisperse system of pores,
where the pore size distribution follows a power law with
the exponent equal to [−(1 + Ds)]. In general, power-law
scattering can result either from polydispersity or from a
structure composed of mass or surface fractals.

As a practically very important consequence to the
analysis of fractally rough or porous materials by X-
ray small-angle scattering, the repetitive self-similarity of
the structure at different scales of magnification makes it
meaningless to define scale-invariant surface areas or in-
tersection lengths (Sections I.F.3 and I.F.4). This is most
pertinent in the analysis of porous, surface-rich materials
(e.g., catalysts, adsorbents, gels, ceramics) where in the
prefractal era it has been customary to determine such val-
ues for specific inner surfaces, for example, for catalysts,
powders, ceramics, or gels, and to relate them to techno-
logical properties or functions. As an example, Fig. 72
shows the fractal scattering behavior of hydrated Port-
land cement during the process of age hardening, where
the scattering curves indicate both mass and surface frac-
talities. Instead, it will be necessary now to establish new
empirical relationships between fractal dimensions of ma-
terials and the relevant technologic properties, to attribute
predictive value to this new kind of geometrical param-
eterization. Finally, it may be emphasized that this ap-
proach is of course not limited to inorganic materials but
increasingly finds important applications also in the fields
of biological or synthetic polymer systems.
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FIGURE 73 Determination of surface monolayer electron density profile from X-ray reflectivity experiment. (a) The
angular dependence of specular reflectivity is related to the electron density profile ρ (z) through Fourier transformation.
(b) Specular reflectivity of a phospholipid monolayer at air–water interface. (Right) The resulting electron density profile.
[Reprinted with permission from Als-Nielsen, J., and Möhwald, H. (1990). “Handbook of Synchrotron Radiation,” Vol. IV
(S. Ebashi, E. Rubenstein, and M. Koch, eds.), North–Holland, Amsterdam.]

B. Thin Molecular Films

The recently grown interest in thin, monomolecular films
as elements in the design of artificial sensing and switching
devices has created the demand for specialized methods
suitable for their structural characterization. One promis-
ing strategy in the preparation of such devices involves
the Langmuir–Blodgett technique, where monomolecular
films from an air–water interface are deposited onto solid
surfaces. Diffraction from such surface layers is naturally
very weak and necessitates novel instrumental approaches
frequently involving synchrotron radiation. In the follow-
ing, some examples for the progress made in this field are
presented.

1. Monolayers at Liquid Surfaces

Measurement of X-ray reflectivity of a liquid surface
at angles beyond the critical angle for total reflection
(Fig. 73) yields detailed information about the electron
density profile across the surface. The treatment of the
data to extract the electron density profile is formally
very similar to the one used with particle scattering from
radially symmetric systems (Section II.B.3.e). Here,
the ratio R(h) between the observed reflectivity and

the Fresnel reflectivity of an infinitely sharp interface
measures the Fourier transform of the electron density
gradient in the molecular surface film. Figure 73(b) shows
an example of such “specular reflectivity” data from a
phospholipid monolayer at different temperatures. The
main attraction of this type of experiment lies in the fact
that structural data can be obtained from a film under
different lateral pressures applied in a Langmuir trough,
and thus macroscopic pressure/area isotherms become
directly interpretable in terms of molecular structure. In
combination with wide-angle diffraction data obtained
under the same conditions in the plane of the film, the two-
dimensional molecular packing can be analyzed at high
resolution. This method has so far been used to investigate
such important aspects as thermal roughness of simple
liquids, smectic layering of liquid crystals, and monolayer
structures of surfactants, phospholipids, and fatty acids.

2. Oligo- and Multilayers

By careful penetration of liquid–air monolayers with
flat, solid supports, it becomes possible to transfer and
pick up the monomolecular films. Repeating this pro-
cess, for example, with monolayers of different molecules,
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FIGURE 74 (a) Principle of molecular oligolayer formation by the
Langmuir–Blodgett Technique. (b) Small-angle X-ray scattering
from Langmuir–Blodgett films consisting of different numbers of
bilayers. From the dominant reflections, the period distance, and
from the side peaks, the number of repeation layers can be de-
termined. [Reprinted with permission from Feigin, L., and Lvov, Y.
(1988). Makromol. Chem., Macromol. Symp. 15, 259–274.]

supramolecular layered structures can be purpose de-
signed. Diffraction analysis of such objects is useful both
for the aim of structure investigation of compounds or
complexes which do not form well-developed single crys-
tals and for monitoring the quality of stacking of layers as
desired for specific functions. Figure 74 shows an example
of small-angle scattering experiments on such systems. It
is evident that good diffraction data can be obtained al-
ready from a small number of layers, so that the determi-
nation of the layer repeat distance and the electron density
profile across the layers can be determined.
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