


D e r i v a t i v e m a t r i c e s ( s e e p a g e 7 5 7 )

For f (x, y) at (x0, y0):

� Gradient: ∇ f (x0, y0) = [ fx (x0, y0), fy(x0, y0) ]

� Hessian matrix: H f (x0, y0) =
[

fxx (x0, y0) fxy(x0, y0)

fyx (x0, y0) fyy(x0, y0)

]

For f(x, y) = (u, v) at (x0, y0):

� Jacobian matrix: f′(x0, y0) =
[

ux (x0, y0) uy(x0, y0)

vx (x0, y0) vy(x0, y0)

]
=

⎡
⎢⎢⎣

∂u

∂x

∂u

∂y

∂v

∂x

∂v

∂y

⎤
⎥⎥⎦

(x,y)=(x0,y0)

L i n e a r a n d q u a d r a t i c a p p r o x i m a t i o n
( s e e p a g e 7 2 4 )

For f (x, y) near (x0, y0):

� Linear: L(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0)
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The gray plane is tangent to the 
surface at the black dot.

� Quadratic: Q(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0) + fxx (x0, y0)
2

(x − x0)2

+ fxy(x0, y0)(x − x0)(y − y0) + fyy(x0, y0)
2

(y − y0)2

M u l t i v a r i a t e c h a i n r u l e ( s e e p a g e 7 6 0 )

For f and g differentiable functions, with derivative matrices f ′ and g′:
(f ◦ g)′(X0) = f ′(g(X0)

)
• g′(X0) (dot represents matrix multiplication)
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A B O U T T H I S B O O K :
N O T E S F O R I N S T R U C T O R S

This book aims to do what its title suggests: present multivariable calculus from graphical,
numerical, and symbolic points of view. In doing so, this work continues the philosophy and
viewpoints embodied in our two-volume single-variable text, Calculus from Graphical,
Numerical, and Symbolic Points of View, 2nd edition. For more details on philosophy,
strategy, use of technology, and other issues, see either those volumes or our Web site:

www.stolaf.edu/people/zorn/ozcalc/mvcindex.html

A u d i e n c e a n d p r e r e q u i s i t e s
The text addresses a general mathematical audience: mathematics majors, science and en-
gineering majors, and non-science majors. We assume a little more mathematical maturity
than for single-variable calculus, but the presentation is not rigorous in the sense of math-
ematical analysis. We want students to encounter, understand, and use the main concepts
and methods of multivariable calculus and to see how they extend the simpler objects and
ideas of elementary calculus. We believe that a fully rigorous logical development belongs
later in a student’s mathematical education.

We assume that students have had the “usual” one-year, single-variable calculus prepa-
ration but little or nothing more than that. A basic familiarity with numerical integration
techniques (such as the midpoint rule) is helpful, but it could be developed enroute, if
necessary. (We do not assume that students have studied single-variable calculus from our
own text!)

Although linear functions and linear approximation are stressed, we do not assume
that students have had formal experience with linear algebra. Vectors are used often but
are introduced from scratch. Matrices appear only occasionally but are important when
they do appear. Students unfamiliar with matrices, or who need basic review, should find
Appendix A useful. It can either be covered “officially” or left to student reading.

M a i n t h e m e s a n d s t r a t e g i e s
We aim to focus on the main concepts of multivariable calculus: the derivative and integral
in their higher-dimensional versions, linear approximation, parametrization, vector fields
and vector operations, the multivariable analogues of the fundamental theorem of calculus,

vii
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and a few geometric and physical applications. As in our treatment of single-variable
calculus, the key strategy for improving conceptual understanding is to combine, compare,
and move among multiple viewpoints—graphical, numerical, and symbolic.

To these ends, we emphasize several themes:

� Linearity and linear approximation These crucial ideas, generally familiar from
single-variable calculus, have natural, but more complicated, analogues in the mul-
tivariate setting. We try to help students see objects such as gradients, tangent planes,
and Jacobian matrices as natural generalizations of their single-variable counterparts.

� Explicit parametrization Multivariate objects—curves, lines, planes, surfaces, and
others—are best and most concretely understood, we believe, when students them-
selves produce and manipulate them through explicit parametrization and calculation.
Technology is crucial; using it, students can parametrize objects directly and see at a
glance the results, correct or incorrect, of their work.

� Varying views of functions: on beyond surfaces Students find multivariate functions
—even of two variables—far harder to visualize and reason about than functions of
one variable. With help from technology we offer a variety of graphical and numer-
ical views of such functions, including not only the usual surfaces in space but also
numerical tables and contour plots—unglamorous but perhaps underappreciated rep-
resentations.

C h a n g e s i n t h i s e d i t i o n
This edition is substantially improved and expanded from its predecessor. Nearly every
section has been substantially revised to clarify explanations, add examples and detail
in calculations, improve figures, and increase the quantity and variety of exercises. In
addition:

� Interludes The text now includes a selection of “Interludes”—brief, project-oriented
expositions designed for independent student work—addressing topics or questions
that are “optional” or out of that chapter’s main stream of development.

� Improper integrals An entirely new section (Section 15.5) treats improper multiple
integrals.

� Chapter reviews Brief chapter summaries and extensive review exercise sets have
been added to Chapters 12–14.

� A look at theory A new, brief appendix (Appendix B) offers samples of the analytic
theory of multivariable calculus.

� “Basic” and “Further” exercises Each section has exercises of two types: “Basic”
and “Further.” Typical “Basic” exercises are relatively straightforward and focus on
a single important idea. All students should aim to master most of these exercises.
“Further” exercises are a little more ambitious; they may require the synthesis of
several ideas, deeper or more sophisticated understanding of basic concepts, or better
symbol manipulation skills.

T e c h n o l o g y
Technology is an important tool for illustrating and comparing graphical, numerical, and
symbolic viewpoints in calculus—especially in multivariable calculus, where calculations
can be messy and geometric intuition is harder to come by. Although we refer occasion-
ally to computations done with Maple, other programs (Mathematica, Derive, and some
symbol-manipulating calculators) would do as well.
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In any event, we strongly recommend that students have access to (and use) some cap-
able and flexible technology—especially for graphical representations. In particular, some
exercises effectively require technology. Less tangibly, but just as important, technology
helps foster an experiment-oriented, hands-on, concrete approach to the subject.

A n n o t a t e d T a b l e o f C o n t e n t s
Brief chapter-by-chapter information follows. (See the Web sites for information about
Volumes 1 and 2.)

Chapter 11: In f in i te Ser ies Note. This chapter appears in this volume to accommodate
institutions that may treat this material in a third semester. Unlike some “reform” text au-
thors, we do treat convergence and divergence of numerical series, but in a somewhat
nontraditional way. We stress (i) the analogy with improper integrals, (ii) concrete (some-
times graphical) treatment of partial sums, and (iii) numerical estimation of limits. We
think these strategies help make this difficult subject more concrete and accessible than it
often is when the principal concern is the abstract question of convergence or divergence.
The chapter ends with power series.

Chapter 12: Curves and Vectors This chapter introduces curves and vectors and their
properties, first in the relatively simple context of the xy-plane. Explicit parametrization
of various objects—curves, lines, and planes—is stressed throughout. Physical motion is
the most important physical application.

Chapter 13: Der ivat ives The idea of derivative has various incarnations in several vari-
ables. We develop a variety of them here together with some standard applications. The
concepts of linearity and local linearity are key: differentiable functions in any number of
variables are “almost linear” in an appropriate sense.

Chapter 14: Integra ls We consider the idea, meaning, and various applications of mul-
tiple integrals in various coordinate systems. Numerical and graphical as well as symbolic
views are represented. The general change-of-variable formula unifies several earlier ideas.

Chapter 15: Other Top i cs The chapter is a sampler of extensions and applications of ideas
developed earlier; some are presented as student projects. All material here is independent
of the sequel, and topics may be covered at an instructor’s option.

Chapter 16: Vector Ca l cu lus We introduce the basic objects (especially vector fields and
line and surface integrals) and theorems of vector calculus. Special emphasis is laid on
Green’s theorem—the most accessible vector form of the general fundamental theorem
of calculus. Surfaces, surface integrals, and theorems relating them are treated at the end
of the chapter. The final section collects and relates many versions of the fundamental
theorem of calculus.

S u p p l e m e n t s f o r t h e i n s t r u c t o r
Multivariable Calculus from Graphical, Numerical, and Symbolic Points of View has a
support package for the instructor that includes the following:

Ins t ruc tor ’s So lut ions Manua l with Test Bank The Instructor’s Solutions Manual with
Test Bank offers worked-out solutions to all the exercises in each exercise set. A Printed
Test Bank is also available in the manual. The Printed Test Bank provides a printout of
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one example of each of the algorithmic items in the HM Testing 6.0 (see the description
of HM Testing 6.0 below, under HM ClassPrep with HM Testing 6.0 CD–ROM).

HM ClassPrep with HM Test ing CD – ROM This CD–ROM is a combination of two course
management tools.

� HM Testing 6.0 computerized testing software provides instructors with an array of
algorithmic test items, allowing for the creation of an unlimited number of tests for
each chapter, including cumulative tests and final exams. HM Testing also offers online
testing via a Local Area Network (LAN) or the Internet as well as a grade book
function.

� HM ClassPrep features supplements and text-specific resources such as ready-to-use
Chapter Tests (two formats: free response and multiple choice), PowerPoint® slides,
and Maple and Mathematica activities.

Ins t ruc tor text-spec i f i c Web s i te The companion Web site provides additional
teaching resources such as ready-to-use Chapter Tests (two formats: free response
and multiple choice), PowerPoint® slides, and Maple and Mathematica activities. Visit
math.college.hmco.com/instructors and choose Multivariable Calculus from Graphi-
cal, Numerical, and Symbolic Points of View 2e from the list provided on the site. Appro-
priate items will be password protected. Instructors have access to the student Web site as
well.

Navigat ing Ca l cu lus CD – ROM The Navigating Calculus CD–ROM authored by Jason
Brown of Dalhousie University in Nova Scotia and by Arnold Ostebee and Paul Zorn is
keyed closely to the Calculus from Graphical, Numerical, and Symbolic Points of View (vol-
umes 1 and 2) table of contents and covers both single-variable and multivariable material.
Navigating Calculus contains a variety of useful activities, tools, and resources, including
a powerful graphing calculator utility, a glossary with examples, and many interactive ac-
tivities that deepen students’ understanding of calculus fundamentals. This learning aid
is accompanied by the Navigating Calculus Workbook written by Stephen Kokoska of
Bloomsburg University in Pennsylvania. This workbook is designed to help both instruc-
tors and students fully utilize Navigating Calculus by offering guided instruction through
the workings of the CD–ROM and providing additional examples and exercises.

S u p p l e m e n t s f o r t h e s t u d e n t
Multivariable Calculus from Graphical, Numerical, and Symbolic Points of View 2e has a
support package for the student that includes the following:

Student ’s So lut ions Manua l The Student’s Solutions Manual, prepared by the authors
contains complete worked-out solutions to all odd-numbered exercises. (Brief answers to
odd-numbered exercises are available in the back of the text.)

Student text-spec i f i c Web S i te This textbook has a companion Web site that provides
additional learning resources for the student. Visit math.college.hmco.com/students

and choose Multivariable Calculus from Graphical, Numerical, and Symbolic Points of
View from the list provided on the site.

SMARTTHINKINGTM L ive , On- l ine Tutor ing Houghton Mifflin has partnered with
SMARTTHINKINGTM to provide an easy-to-use, effective, on-line tutorial service.
Through state-of-the-art tools and a two-way whiteboard, students communicate in
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real time with qualified e-structors who can help the students understand difficult con-
cepts and guide them through the problem-solving process while studying or completing
homework.

Four levels of service are offered to the students.
� Live, on-line tutoring support is available Sunday–Thursday 2 P.M.–5 P.M. and 9 P.M.–1

A.M eastern standard time (hours are subject to change).
� Question submission allows students to submit questions to the tutor outside the

scheduled hours and receive a response within 24 hours.
� Prescheduled time allows students to schedule tutoring with an e-structor in advance.
� Review past on-line sessions allows students to access and review their progress from

previous sessions on a personal academic home page.

A d v i c e f r o m y o u
Our Web site (the address is given in the opening paragraph) offers various resources and
information (Maple worksheets, information on obtaining review copies, etc.) that instruc-
tors may find useful. We also appreciate hearing your suggestions, comments, and advice.

Arnold Ostebee and Paul Zorn
Department of Mathematics
St. Olaf College
1520 St. Olaf Avenue
Northfield, Minnesota 55057-1098

e-mail: ostebee@stolaf.edu zorn@stolaf.edu
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H O W T O U S E T H I S B O O K :
N O T E S F O R S T U D E N T S

All authors want their books to be used: read, studied, thought about, puzzled over, reread,
underlined, disputed, understood, and, ultimately, enjoyed. So do we.

That might go without saying for some books—beach novels, user manuals, field guides,
and others—but it may need repeating for a calculus textbook. We know as teachers, and
remember as students, that mathematics textbooks are too often read backwards: faced
with Exercise 231(b) on page 1638, we have all shuffled backwards through the pages in
search of something similar. (Too often, moreover, our searches were rewarded.)

A textbook is not a novel. It is a peculiar hybrid of encyclopedia, dictionary, atlas, an-
thology, daily newspaper, shop manual, and novel—not exactly light reading, but essential
reading nevertheless. Ideally, a calculus book should be read in all directions: left to right,
top to bottom, back to front, and even front to back. That’s a tall order. Here are some
suggestions for coping with it.

Read the narrat ive Each section’s narrative is designed to be read from beginning to end.
The examples, in particular, are supposed to illustrate ideas and make them concrete—not
just serve as templates for homework exercises.

Read the examples Examples are, if anything, more important than theorems, remarks,
and other “talk.” We use examples to show already familiar ideas “in action” and to set
the stage for new ideas.

Read the p i c tures We’re serious about the “graphical points of view” mentioned in
our title. The pictures in this book are not “illustrations” or “decorations.” They are an
important part of the language of calculus. An ability to think “pictorially”—as well as
symbolically and numerically—about mathematical ideas may be the most important ben-
efit calculus can offer.

Read the language Mathematics is not a “natural language” like English or French, but
it has its own vocabulary and usage rules. Calculus, especially, relies on careful use of tech-
nical language. Words and phrases like partial derivative, gradient, linear approximation,
tangent plane, Jacobian matrix, stationary point, and vector field have precise, agreed-upon
mathematical meanings. Understanding such words goes a long way toward understanding

xv
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the mathematics they convey; misunderstanding the words leads inevitably to confusion.
When in doubt, consult the index.

Read the inst ruc tors ’ preface ( i f you l ike) Get a jump on your teacher.

In short: Read the book. Read it actively with paper and pencil at hand and, if possible, with
technology at your elbow. Do the calculations for yourself. Plot some curves and surfaces
for yourself. You bought the book—do whatever you can to make it your own.

A l a s t n o t e
Why study calculus at all? There are plenty of good practical and “educational” reasons:
because it’s good for applications, because higher mathematics requires it, because it’s
good mental training, because other majors require it, and because jobs require it. The
ideas and methods of multivariable calculus, in particular, are even more powerful and
flexible than those of single-variable calculus in modeling the physical and human worlds
in all their higher-dimensional richness.

There is another, different, better reason to study the subject: Calculus is among our
species’ deepest, richest, farthest reaching, and most beautiful intellectual achievements.
We hope this book will help you see it in that spirit.

A last request Last, a request. We sincerely appreciate—and take very seriously—
students’ opinions, suggestions, and advice on this book. We invite you to offer your advice
either through your teacher or by writing us directly.

Arnold Ostebee and Paul Zorn
Department of Mathematics
St. Olaf College
1520 St. Olaf Avenue
Northfield, Minnesota 55057-1098
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W H A T I S M U L T I V A R I A B L E
C A L C U L U S ?

What is this book about?
A rough, short answer is suggested by the name itself: Multivariable calculus resem-

bles ordinary calculus but allows more variables. The basic object of ordinary calculus is a
function that accepts one number as input and produces one number as output. The squar-
ing function, for example, can be described using variables—one for inputs and another
for outputs—by the equation

y = f (x) = x2.

The equation mentions two variables in all, and so its graph is a curve (a parabola) in two-
dimensional xy-space. Using standard tools and operations of beginning calculus, such as
derivatives and integrals, we can calculate such quantities as slopes and areas determined
by the graph of f .

A simple multivariable analogue of the function f is the function g defined by

z = g(x, y) = x2 + y2.

This equation mentions three variables—two for inputs and one for outputs. The graph of
g turns out, therefore, to be a surface (called a paraboloid) in three-dimensional xyz-space.
Figure 8, page 616, offers one possible view of the graph.

This new graph is a little more complicated, but a lot more interesting, than its coun-
terpart in xy-space. We might ask, for instance, how steep the surface would seem to an
ant walking along it, and how the answer depends both on the ant’s position and direc-
tion of motion. We might also ask about the volume enclosed by some part of the surface
or about the surface area of some part of the graph. These questions, like their simpler
analogues mentioned earlier, can all be answered using derivatives and integrals, but only
after “derivative,” “integral,” and other standard calculus objects and processes have been
defined and understood in ways that extend usefully to higher-dimensional settings.

Extending basic ideas and methods of elementary calculus to new and more general
settings is the main theme of multivariable calculus. Doing so takes work and care, but the
rewards are real. Multivariable calculus shows the power and generality of calculus ideas,
not only in mathematics itself but also in modeling our multidimensional world.



C H A P T E R O U T L I N E

11.1 Sequences and Their Limits
11.2 Infinite Series, Convergence,

and Divergence
11.3 Testing for Convergence;

Estimating Limits
11.4 Absolute Convergence;

Alternating Series
11.5 Power Series
11.6 Power Series as Functions
11.7 Taylor Series

111111
I N F I N I T E S E R I E S

11.111.111.1 S E Q U E N C E S A N D T H E I R L I M I T S

This section, on infinite sequences, prepares the ground for the next topic—infinite series.
Convergent series are defined in terms of the simpler, more basic idea of convergent
sequences. We start with a brief introduction to sequences—what they are, what it means
for them to converge or diverge, and how to find their limits.

T e r m i n o l o g y a n d b a s i c e x a m p l e s
A sequence is an infinite list of numbers, of the general form

a1, a2, a3, a4, . . . , ak, ak+1, . . . .

Individual entries are called the terms of the sequence; a3 and ak , � for instance, are theRead “a sub three” and
“a sub k.” third term and the kth term, respectively. The full sequence is, technically speaking, an

ordered set; the standard notation

{ak}∞k=1

(or simply {ak}) uses set (wiggly) brackets to emphasize this view.
Our main interest in sequences is in their limits. For the simplest sequences, limits (or

the lack thereof) are evident at a glance. The next three examples are of this type.

E X A M P L E 1 Discuss the sequence {ak}∞k=1 defined by the formula ak = 1/k. Does this
sequence have a limit?

S o l u t i o n Sampling some terms—

1
1
,

1
2
,

1
3
, . . . ,

1
10

,
1
11

, . . . ,
1

100
,

1
101

, . . .

shows (to nobody’s surprise) that the sequence converges to zero: As k increases, the
terms ak approach zero arbitrarily closely. In symbols,

lim
k→∞

ak = lim
k→∞

1
k

= 0.

546
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E X A M P L E 2 Suppose that {b j }∞j=1 is defined by

b j = (−1) j

j
, j = 1, 2, 3, . . . .

(We used j , not k, as our index variable—the choice is up to us.) What’s lim
j→∞

b j ?

S o l u t i o n Writing out terms shows a pattern similar to that in Example 1:

−1
1
,

1
2
, −1

3
, . . . ,

1
10

, − 1
11

, . . . ,
1

100
, − 1

101
, . . . .

Although the terms oscillate in sign, they approach zero more and more closely as j
increases. Eventually, all the terms—positive or negative—remain within any specified
distance from zero. (All terms past b1000, for instance, are within 0.001 of zero.) Hence,
the sequence {b j } converges to zero:

lim
j→∞

b j = lim
j→∞

(−1) j

j
= 0.

E X A M P L E 3 Does the sequence {ck}∞k=0 with general term ck = (−1)k converge?

S o l u t i o n No; it diverges. Successive terms have the pattern

1, −1, 1, −1, 1, . . . ,

never settling on a single limit.

E X A M P L E 4 Discuss the Fibonacci sequence, defined by the rules

F1 = 1; F2 = 1; Fn+2 = Fn + Fn+1;

each term is the sum of its two predecessors. � Such definitions are called recursive:
Each term is defined by means of earlier terms.

S o l u t i o n The first few terms of this sequence are

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, . . . .

As the pattern suggests, the sequence diverges to infinity, and we write lim
n→∞ Fn = ∞.

L e s s o n s f r o m t h e e x a m p l e s
Sequences have their own notational quirks and conventions. Here are several to watch
for:

The sequence is named for
the Italian mathematician
Leonardo Fibonacci
(1170–1250), who related it to
a rabbit population explosion
under certain conditions.

� Where to start? The sequence in Example 3 began with c0, not c1. Other starting
points, such as a2 or even b−3, occasionally arise. In practice, such differences are
unimportant. What matters for sequences is their long-run behavior, not the presence
or absence of a few initial terms.

� Index variable names don’t matter We can define the squaring function by writing
either f (t) = t2 or f (x) = x2; the variable name makes no difference. In the same
way, a sequence’s index name is arbitrary: {ak}∞k=1 and {a j }∞j=1 mean exactly the same
thing.
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� Reindexing The sequence

1
1
,

1
2
,

1
3
, . . . ,

1
10

,
1
11

, . . .

of Example 1 can be described symbolically in various different-looking but still
equivalent ways. Here are two:

ak = 1
k
, k = 1, 2, . . . or a j = 1

j + 1
, j = 0, 1, 2, . . . .

One description or the other may be preferable, depending on the situation.

Sequences as funct ions Sequences are closely related to functions, as expressions such
as

ak = sin k

k
and f (x) = sin x

x

illustrate. The formal definition makes this connection precise.

D E F I N I T I O N An infinite sequence is a real-valued function that is defined for
positive integer inputs.

The definition and the preceding examples give us several useful ways to think of a
sequence:

� As a list As an infinite list of numbers: a1, a2, a3, . . . .

� As a function As a function a(n), where n takes only positive integer values. (The
rule for a may or may not make sense for other inputs.) Thus, a(1) = a1, a(2) = a2,
a(3) = a3, and so on.

� As a discrete sample As a “discrete sample” of values of an ordinary calculus-style
function f (x) defined for real x ≥ 1. The function f (x) = 1/x , for example, produces
the sequence ak = 1/k in Example 1.

Graphs of sequences , graphs of func t ions The graph of any function f consists of the
points

(
x, f (x)

)
for x in the domain of f . The graph of a sequence {ak} is therefore the set

of points (k, ak) as k runs through positive integer values.

E X A M P L E 5 Let a function f and a sequence {ak} be defined by

f (x) = sin x

x
; ak = sin k

k
.

Plot graphs of both. What do the graphs say about limits?
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S o l u t i o n Figure 1 shows the graphs.

−0.5

0.5

1

10 20 30 40
The sequence is plotted with dots.

F IGURE 1
Graphs of f (x) = sin x

x
and ak = sin k

k

The graphs illustrate how the sequence {ak} is a “discrete sample” of the continuous
function f . They show, too, that as x (or k) tends to infinity, this sequence and function,
although oscillating in sign, tend to zero.

Not every sequence comes naturally from a familiar calculus function. Nevertheless,
graphs or tables often suggest limits.

Graphs work poorly for this
sequence—most windows are
too small.

E X A M P L E 6 A sequence {b j } has general term

b j = 1 · 2 · 3 · 4 · · · ( j − 1) · j = j!

(In words: b j is j factorial.) Tabulate {b j }; find its limit, if any.

S o l u t i o n As the table suggests, {b j } diverges—quickly—to infinity.

As k → ∞, k! → ∞: explosive numerical evidence

k 1 2 4 8 16 32 64

k! 1 2 24 40,320 2.092 × 1013 2.631 × 1035 1.269 × 1089

Can any doubt remain? �

S e q u e n c e l i m i t s d e f i n e d
Sequences are special sorts of functions; limits of sequences, therefore, are mild variants
on limits at infinity. An informal definition will suffice. � A formal definition describes

more precisely what
“approaches” means.

D E F I N I T I O N ( L i m i t o f a s e q u e n c e ) Let {ak} be a sequence and L a real
number. If ak approaches L to within any desired tolerance as k increases
without bound, then the sequence converges to L . In symbols,

lim
k→∞

ak = L .

Otherwise, the sequence diverges.
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Notice:

� Divergence to infinity If either ak → ∞ or ak → −∞ as k increases without bound,
then the sequence diverges to (positive or negative) infinity. We write, for instance,

lim
k→∞

k! = ∞.

� Other divergence behavior Example 3 shows that a divergent sequence need not
“blow up”; other patterns of “wandering” behavior (or no pattern at all) are possible.

� Asymptotes A sequence, like a function, converges to a finite limit L if and only if
y = L is a horizontal asymptote of its graph.

Sequences , func t ions , and l im i ts For sequences that are “discrete samples” of familiar
functions, we can often use what we know of the underlying function to find limits.

F A C T Let f be a function defined for x ≥ 1. If lim
x→∞ f (x) = L and ak = f (k)

for all k ≥ 1, then lim
k→∞

ak = L .

Example 5 illustrates this Fact:

lim
k→∞

sin k

k
= lim

x→∞
sin x

x
= 0.

E X A M P L E 7 Does the sequence with general term ak = sin k converge or diverge?

S o l u t i o n Because lim
x→∞ sin x does not exist, the preceding Fact does not help. Instead,

let’s look at the graph (Figure 2).

500 100 150 200 250 300

−1

−0.5

0.5

0

1

F IGURE 2
The sequence ak = sin k

Although full of interesting shapes, the graph never settles on a single limit, and so the
sequence diverges.

F i n d i n g l i m i t s o f s e q u e n c e s
Many of the tools we have developed for finding limits of functions will help us find limits
of sequences as well.

Using l ’Hôp i ta l ’s ru le If a sequence has a nice symbolic formula, l’Hôpital’s rule can
sometimes be applied to find the limit. �

We studied l’Hôpital’s rule in
Chapter 4.
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E X A M P L E 8 Numerical evidence suggests that if ak = 2k/k2, then {ak} diverges to
infinity. Use l’Hôpital’s rule to show this result symbolically.

S o l u t i o n l’Hôpital’s rule applied to h(x) = 2x/x2 gives

lim
x→∞

2x

x2
= lim

x→∞
2x ln 2

2x
(differentiate top and bottom separately)

= lim
x→∞

2x ln 2 · ln 2
2

(apply l’Hôpital’s rule again)

= (ln 2)2

2
lim

x→∞ 2x = ∞.

Because h(x) → ∞, ak → ∞ too; the sequence diverges.

E X A M P L E 9 Show that lim
n→∞ n1/n = 1.

S o l u t i o n l’Hôpital’s rule doesn’t apply directly, but applying the natural logarithm
produces a fraction:

an = n1/n =⇒ ln (an) = ln n

n
.

l’Hôpital’s rule does apply to the last quantity:

lim
n→∞

ln n

n
= lim

n→∞
1/n

1
= 0.

We have shown that ln(an) → 0 as n → ∞; it follows that an → 1, as desired.

New sequence l im i ts f rom old Limits of sequences, like limits of functions, can be com-
bined in various symbolic ways to give new limits. We will need some known limits, of
course, to get started. Here are several useful and important ones:

lim
n→∞ n1/n = 1

lim
n→∞ x1/n = 1 (for all x > 0)

lim
n→∞

1
nk

= 0 (for all k > 0)

lim
n→∞ rn = 0 (if −1 < r < 1).

(We derived the first of these limits in Example 9, using l’Hôpital’s rule. The other limits
are easier.)

Ca l cu lat ing with l im i ts Plausible-seeming calculations such as

lim
k→∞

(
1
k

+ 3k

k + 1

)
= lim

k→∞
1
k

+ 3 lim
k→∞

k

k + 1
= 0 + 3 = 3

rely implicitly on the following theorem. We have already seen it—in almost identical
form—for functions.
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T H E O R E M 1 ( A l g e b r a w i t h l i m i t s ) Suppose that

ak → L and bk → M

as k → ∞, where L and M are finite numbers. Let c be any real constant. Then

cak → cL , ak ± bk → L ± M, and akbk → L M.

If M 	= 0, then
ak

bk
→ L

M
.

Squeez ing l im i ts For sequences, as for functions, unknown limits can sometimes be found
by “squeezing” them between known limits.

T H E O R E M 2 ( T h e s q u e e z e p r i n c i p l e ) Suppose that

ak ≤ bk ≤ ck for all k ≥ 1

and that

lim
k→∞

ak = lim
k→∞

ck = L .

Then lim
k→∞

bk = L .

E X A M P L E 10 We have seen graphically that lim
k→∞

sin k

k
= 0. Use squeezing to show

this legalistically.

S o l u t i o n The squeeze inequality

−1
k

≤ sin k

k
≤ 1

k

holds for all integers k > 0. Because both the left and the right sides tend to 0 as k tends
to infinity, the middle expression must do so too.

G u a r a n t e e i n g c o n v e r g e n c e : a n e x i s t e n c e t h e o r e m
The best way to show that a sequence converges is to find a limit. But doing so is sometimes
hard. The following example illustrates the difficulty—and also suggests a remedy.

E X A M P L E 11 Does the sequence an =
(

1 + 1
n

)n

converge?

S o l u t i o n The answer is not obvious from the formula, so let’s tabulate some numerical
values:

Values of (1 + 1/n)n

n 16 32 64 128 256 512 1024

(1 + 1/n)n 2.63793 2.67699 2.69734 2.70774 2.71299 2.71563 2.71696

As n → ∞, the terms an seem to increase but not to blow up. Thus, apparently, the
sequence converges to some limit. (The number e ≈ 2.71828 is a tempting guess.)
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A convergence theorem The sequence in Example 11 appears from the table of numbers
to be nondecreasing:

a1 ≤ a2 ≤ · · · ≤ ak ≤ ak+1 ≤ . . . .

(For this sequence, strict inequalities happen to hold, and so we could use the stronger
adjective increasing.) Common sense suggests that any nondecreasing sequence should
either (i) converge to a limit; or (ii) diverge to ∞. Because the sequence in Example 11
appears to be bounded above (by 3, for example), it is reasonable to guess that it converges.
Theorem 3 makes these commonsense impressions precise. It applies to any monotone
sequence (i.e., any sequence that is either nondecreasing on nonincreasing).

We’ll take this for granted,
though it’s not hard to show.

T H E O R E M 3 Suppose that the sequence {ak} is nondecreasing and bounded
above by a number A. That is,

a1 ≤ a2 ≤ a3 ≤ · · · ak ≤ ak+1 ≤ · · · ≤ A.

Then {ak} converges to some finite limit a with a ≤ A.
Similarly, if {bk} is nonincreasing and bounded below by a number B, then

{bk} converges to a finite limit b ≥ B.

E X A M P L E 12 Consider the increasing sequence {ak} defined recursively by

a1 = 0; ak+1 =
√

6 + ak if k ≥ 1.

Show that the sequence {ak} converges and that lim
k→∞

ak ≤ 3.

S o l u t i o n The first few terms suggest that the sequence is increasing: �

a1 = 0; a2 =
√

6 ≈ 2.45; a3 ≈ 2.91; a4 ≈ 2.98; a5 ≈ 2.997.

The sequence also seems to be bounded above by 3. This is easy to show. If ak < 3, then,
by definition,

ak+1 =
√

6 + ak <
√

6 + 3 = 3.

Thus, no term can exceed 3. It follows from the theorem, therefore, that the sequence
converges to a limit no greater than 3. �

The limit is 3, but that
requires further proof.

B A S I C E X E R C I S E S

In Exercises 1–17, find the limit of the sequence or explain why
the limit does not exist.

1. ak = (−3/2)k

3. ak = (1.1)k

5. ak = (1/k)k

7. ak = arctan k

9. ak = sin(kπ)

11. ak = k2

k2 + 3

13. am = m2e−m

2. ak = (−0.8)k

4. ak =
(√

26/17
)k

6. ak = sin k

8. ak = cos(1/k)

10. ak = cos(kπ)

12. ak =
√

2k

k + 3

14. a j = ln j
3
√

j

15. ak = k!
(k + 1)!

17. ak = 31/k

16. ak = ln
(

k

k + 1

)

18. (a) For which values of x does lim
n→∞

xn exist?

(b) Find all values of x for which lim
n→∞

xn = 0.

(c) Are there any values of x for which lim
n→∞

xn = L 	= 0? For

each such x , find the limit L .

In Exercises 19–24, give an example of a sequence that is

19. convergent but not monotone.

20. bounded but not monotone.
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21. monotone but not convergent.

22. nonincreasing and unbounded.

23. nonincreasing and convergent.

24. unbounded but not monotone.

25. Use Theorem 3 to show that the sequence 0.7, 0.77, 0.777,
0.7777, 0.77777, 0.777777, 0.7777777, . . . has a limit.

26. Suppose that lim
k→∞

ak = L , where L is a finite number, and that

the terms of the sequence {bk} are defined by bk = L − ak .
Explain why lim

k→∞
bk = 0.

F U R T H E R E X E R C I S E S

In Exercises 27–32, find the limit of the sequence or explain why
the limit does not exist. [HINT: l’Hôpital’s rule may be useful.]

27. an = n sin(1/n)

29. ak =
∫ k

0
e−x dx

31. ak =
√

k2 + 1 − k

28. ak = (2k + 3k)1/k

30. ak =
∫ ∞

k

dx

1 + x2

32. ak =
√

k2 + k − k

In Exercises 33–36, determine the values of x for which the seq-
uence converges as k→∞. Evaluate lim

k→∞
ak for these values of x .

33. ak = ekx

35. ak = (arcsin x)k

34. ak = (ln x)k

36. ak = 2−k(arctan x)k

37. Show that lim
n→∞

x1/n = 1 for all x > 0.

38. Let ak =
(

1 + x

k

)k
, where x is a real number.

(a) Show that lim
k→∞

ln (ak) = x .

(b) Use part (a) to evaluate lim
k→∞

ak .

39. Evaluate lim
n→∞

(
1 − 1

2n

)n

.

40. Let an =
n∑

k=1

k

n2
.

(a) Evaluate a10.

(b) Explain why lim
n→∞

an =
∫ 1

0
x dx = 1/2.

[HINT: k/n2 = (k/n) · (1/n).]

41. Let an =
n∑

k=1

1
n + k

.

(a) Show that this sequence is increasing (i.e., an+1 > an).

(b) Show that an ≤ n

n + 1
< 1.

(c) What do parts (a) and (b) imply about lim
n→∞

an?

(d) Explain why lim
n→∞

an > 1/2. [HINT: a1 = 1/2.]

(e) Show that lim
n→∞

an = ln 2.

[HINT:
1

n + k
= 1

1 + k/n
· 1

n
, and an is a Riemann-sum

approximation to an integral.]

42. Let an =
n∑

k=1

k2/n3. Evaluate lim
n→∞

an . [HINT: Think of an as

a Riemann-sum approximation to an integral.]

43. Let an =
n
√

n!
n

.

(a) Show that ln an = 1
n

n∑
k=1

ln k − 1
n

n∑
k=1

ln n.

(b) Use part (a) to show that ln an is a right-sum approxima-

tion to
∫ 1

0
ln x dx .

(c) Use part (b) to show that lim
n→∞

an = e−1.

44. Let an = 4n/n!.
(a) Find a number N such that an+1 ≤ an for all n ≥ N .
(b) Use part (a) to explain why lim

n→∞
an exists.

(c) Evaluate lim
n→∞

an .

45. Suppose that {an} is a sequence with the prop-
erty |an+1/an| ≤ (n + 3)/(2n + 1) for all n ≥ 1. Show that
lim

n→∞
an = 0.

[HINT: Start by showing that |an+1/a3| ≤ (6/7)n−2 for all
n ≥ 3.]

In Exercises 46–49, let an = cos 1 · cos 2 · cos 3 · cos 4 · · · cos n.

46. Is the sequence {an} bounded? Justify your answer.

47. Is the sequence {an} monotone? Justify your answer.

48. Is the sequence {|an|} bounded? Justify your answer.

49. Is the sequence {|an|} monotone? Justify your answer.

50. Let an = 1 · 3 · 5 · · · (2n − 1)
2 · 4 · 6 · · · (2n)

. Use Theorem 3 to show that

lim
n→∞

an exists.

51. Show that lim
n→∞

sin
( π

22

)
· sin

( π

32

)
· · · sin

( π

n2

)
= 0.

[HINT: 0 < sin x < x when 0 < x < 1.]

52. Does the sequence defined by a1 = 1, an+1 = 1 − an con-
verge? Justify your answer.

53. Does the sequence defined by a1 = 1, an+1 = an/2 converge?
Justify your answer.

54. Consider the sequence defined by a1 = 1, an+1 =
(

n

n + 1

)
an .

(a) Show that the sequence converges.
(b) Find the limit. [HINT: Write out the first few terms and

look for a pattern.]

55. For which values of x ≥ 0 does the sequence defined by
a1 = x , an+1 = √

an converge? Justify your answer.
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11.211.211.2 I N F I N I T E S E R I E S , C O N V E R G E N C E , A N D D I V E R G E N C E

An infinite series (just series for short) is an expression of the form

∞∑
k=1

ak = a1 + a2 + a3 + a4 + · · · + ak + ak+1 + · · · .

(Notice the sigma notation on the left; we used it earlier for approximating sums for
integrals.) A series results from adding the terms of a sequence a1, a2, a3, . . . . If, say,
ak = 1/k2, then

∞∑
k=1

ak =
∞∑

k=1

1
k2

= 1
1

+ 1
4

+ 1
9

+ 1
16

+ · · · .

If ak = k, then

∞∑
k=1

ak =
∞∑

k=1

k = 1 + 2 + 3 + · · · .

Natura l quest ions The notion of an infinite sum raises natural questions:

� What does it mean to add infinitely many numbers?
� Which series add up to a finite number? Which series blow up?
� If a series has a finite sum, how can we find (or estimate) it?
� What good are infinite series?

The rest of this chapter addresses these questions.

Improper sums vs . improper in tegra ls Standard examples of infinite series include

(i)
∞∑

k=1

1
k2

; (ii)
∞∑

k=1

1
k

; (iii)
∞∑

k=1

1√
k

; (iv)
∞∑

k=1

1
2k

.

Notice the close typographical resemblance to improper integrals:

(i)
∫ ∞

1

dx

x2
; (ii)

∫ ∞

1

dx

x
; (iii)

∫ ∞

1

dx√
x

; (iv)
∫ ∞

1

dx

2x
.

This is no accident; infinite series and improper integrals are closely analogous; we will
often exploit the connection. We’ll see, in fact, that items (i) and (iv) of both preceding
lists converge, whereas (ii) and (iii) diverge.

W h y s e r i e s m a t t e r : a l o o k a h e a d
Understanding series takes some work. To preview why the work is worthwhile, consider
the fact (we’ll see later why it’s true) that for any real number x ,

cos x = 1 − x2

2!
+ x4

4!
− x6

6!
+ x8

8!
− · · · . (1)
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If, say, x = 1, then

cos 1 = 1 − 1
2!

+ 1
4!

− 1
6!

+ 1
8!

− · · · . (2)

So what? Why would we write something familiar—the cosine function—in terms of some-
thing exotic—a series?

One good answer is that the cosine function has no algebraic formula, and so finding
accurate numerical values of cos x for arbitrary inputs x is a genuine problem. � InfiniteFinding cos x is easy for a few

special values of x , such as
x = π/4.

series help solve this problem. Although not quite a formula in the ordinary sense (ordinary
formulas don’t include dots . . . ), Equation (1) gives a concrete, computable recipe for
approximating cos x : Given an input x , calculate, as far out as practically possible, the
“infinite polynomial”

1 − x2

2!
+ x4

4!
− x6

6!
+ x8

8!
− · · · .

With any luck, the result should closely approximate the “true” value of cos x .
Equation (2) shows how to approximate cos 1. A calculator readily gives, to seven

decimals,

1 − 1
2!

= 0.5000000;

1 − 1
2!

+ 1
4!

= 0.5416667;

1 − 1
2!

+ 1
4!

− 1
6!

= 0.5402778;

1 − 1
2!

+ 1
4!

− 1
6!

+ 1
8!

= 0.5403026.

The results converge with gratifying speed to the “right” answer—the true value of cos 1
(≈ 0.5403023).

Good quest ions These calculations raise good questions:

Where did Equation (1) come from? What do all the “dots” really mean? Are
similar equations available for other functions—sine, arctangent, logarithmic, and
so on? How many terms are needed to guarantee accuracy to, say, five decimals?

We will answer all of these questions in this chapter.

D e f i n i t i o n s a n d t e r m i n o l o g y
Working successfully with series requires some up-front investment in definitions and
technical language. After stating terms and definitions, we show by example why they are
reasonable.

Ser ies language Let

∞∑
k=1

ak = a1 + a2 + a3 + · · · + ak + ak+1 + · · ·
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be an infinite series. (In most cases the index variable starts at 1, but sometimes it’s conve-
nient to start k at 0 or elsewhere.) � The summand ak is called the kth term of the series, Sometimes we’ll use other

names, such as j , for the
index variable.

and the nth partial sum, usually denoted by Sn , is the (finite) sum of all terms through
index n:

Sn = a1 + a2 + a3 + · · · + an−1 + an =
n∑

k=1

ak . (3)

The nth tail, denoted by Rn , is the (infinite) sum of all terms beyond index n:

Rn = an+1 + an+2 + an+3 + · · · =
∞∑

k=n+1

ak .

As the notation Rn suggests, the nth tail is a remainder—what’s left after adding terms
through index n. In symbols,

∞∑
k=1

ak =
n∑

k=1

ak +
∞∑

k=n+1

ak = Sn + Rn.

(We did the same thing in Chapter 10 with improper integrals:

∫ ∞

1
a(x) dx =

∫ n

1
a(x) dx +

∫ ∞

n
a(x) dx,

where the last integral is another type of upper tail.)
The crucial definition of convergence involves the partial sums Sn :

D E F I N I T I O N If lim
n→∞ Sn = S, for some finite number S, then the series

∑∞
k=1 ak

converges to the limit S. (S is also called the sum of the series.) Otherwise, the
series diverges.

Notice the following aspects of the definition:

� Divergent series A divergent series is one for which the sequence of partial sums
does not converge to a finite limit S. One possibility is that the partial sums Sn blow
up to infinity. Another possibility is that the partial sums remain bounded but never
settle on a specific limit.

� Improper integrals, improper sums The definition says, in symbols, that

∞∑
k=1

ak = lim
n→∞

n∑
k=1

ak

if the limit exists. Convergence for improper integrals means much the same thing:

∫ ∞

x=1
f (x) dx = lim

n→∞

∫ n

x=1
f (x) dx

if this limit exists. � An infinite series is an improper sum in exactly the sense that an In each case we take the limit
of something proper.integral may be improper.
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� Convergence, partial sums, and tails To say that
∑

ak converges to the sum S
means that Sn → S as n → ∞. Since for all n, S = Sn + Rn , it follows that Rn → 0 as
n → ∞.

� Two sequences—keep them straight Every series
∑

ak involves two sequences: the
sequence {ak} of terms and the sequence {Sn} of partial sums. Keeping these related
but different sequences separate is essential. We will take special care to do so in the
following examples.

Rn = 2 − Sn

E X A M P L E 1 Does the series
∞∑

k=0

1
2k

= 1 + 1
2

+ 1
4

+ 1
8

+ · · · converge? If so, to what
limit?

S o l u t i o n Because the index k begins at 0, not 1, so does the sequence of partial sums.
Direct calculation yields

S0 = 1 = 2 − 1;

S1 = 1 + 1
2

= 3
2

= 2 − 1
2

;

S2 = 1 + 1
2

+ 1
4

= 7
4

= 2 − 1
4

;

S3 = 1 + 1
2

+ 1
4

+ 1
8

= 15
8

= 2 − 1
8

;

S4 = 1 + 1
2

+ 1
4

+ 1
8

+ 1
16

= 31
16

= 2 − 1
16

.

The pattern is easy to see: For any n ≥ 1,

Sn = 2 − 1
2n

.

This explicit formula for Sn lets us answer the question posed above: Because Sn → 2 as
n → ∞, the series converges to 2.

A numerical table of partial sums and tails supports this conclusion: �

Partial sums and tails of 1 +
1
2

+
1
4

+ · · ·

n 0 1 2 3 4 5 6 7 8 9 10

Sn 1 1.5 1.75 1.875 1.938 1.969 1.984 1.992 1.996 1.998 1.999

Rn 1 0.5 0.25 0.125 0.063 0.031 0.016 0.008 0.004 0.002 0.001

As the numbers show, the partial sums Sn converge to 2 while the tails Rn tend
to 0.

E X A M P L E 2 Does
∞∑

k=1

(−1)k = −1 + 1 − 1 + 1 − · · · converge?

S o l u t i o n No. Successive partial sums are −1, 0, −1, 0, . . . . Thus, the sequence {Sn}
diverges and so does the series.
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E X A M P L E 3 Does the harmonic series
∞∑

k=1

1
k

converge? �

S o l u t i o n The answer depends on the partial sums Sn . By definition,

Sn = 1 + 1
2

+ 1
3

+ 1
4

+ 1
5

+ 1
6

+ · · · + 1
n

.

Because no simple formula for Sn comes to mind (in fact, there is no such simple
formula), we will investigate the partial sums numerically. Here are some results,
computed to three decimal places:

S1 = 1; S20 = 3.598; S50 = 4.499; S100 = 5.187; S1000 = 7.485.

The numerical evidence is ambiguous; the Sn’s seem to keep growing, although slowly.
Whether the sequence of partial sums {Sn} converges or diverges is not yet clear. �

W h e n d o e s a s e r i e s ( o r a n i n t e g r a l ) c o n v e r g e ?

The harmonic series will be
one of our most important
examples.

In fact, the series diverges.
We’ll show this fact soon by
comparing the series to an
integral.

Whether a given infinite series converges or diverges is a delicate question. � Such So was the analogous
question for improper
integrals

series as

∞∑
k=1

1
k

= 1 + 1
2

+ 1
3

+ · · · and
∞∑

k=1

1
k2

= 1 + 1
4

+ 1
9

+ · · ·

pose the same puzzle: Although successive terms of both series tend to zero, the number of
terms is infinite. Convergence or divergence hinges on which of these conflicting tendencies
“wins” in the long run.

The same dilemma arose for the improper integrals

∫ ∞

1

1
x

dx and
∫ ∞

1

1
x2

dx,

and it is worth recalling exactly what happened. In each case, the “partial integral” I (t) is
easily found. For the first integral, we found

I (t) =
∫ t

1

dx

x
= ln t → ∞.

For the second,

I (t) =
∫ t

1

dx

x2
= 1 − 1

t
→ 1.

Thus, the two similar-looking integrals led to opposite results: The first integral diverges
to infinity, and the second converges to 1. Deciding whether the corresponding series
converge or diverge is a bit harder because no convenient formulas for Sn are available.

Convergence and d ivergence : graph i ca l v iews For a series
∑

ak , plotting both the terms
{ak} and the partial sums {Sn} on the same axes illustrates the connection between the two—
and sometimes suggests whether the series converges or diverges. The two series

∑
1/k

and
∑

1/k2 generate Figures 1(a) and 1(b), respectively.
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{Sn}

{ak}

10 20 30 40 50

0.5

1

1.5

2

1

2

3

4

5

{Sn}

{ak}

10 20 30 40 50

(a) Terms and partial sums for 
∑

1/k (b) Terms and partial sums for 
∑

1/k2

F IGURE 1
Terms and partial sums for two series

The two pictures give different impressions. The pictured behavior of partial sums suggests
(but doesn’t prove) that the first series diverges; the second series appears to converge
because the partial sums seem to level off, perhaps approaching a limit near 1.7.

G e o m e t r i c s e r i e s : t h e n i c e s t k i n d
The most important family of infinite series are the geometric series. They have the form

∞∑
k=0

ark = a + ar + ar2 + ar3 + ar4 + · · · ;

here a is called the leading term, and r is the ratio because each term is r times the preceding
term. An especially simple example is

∞∑
k=0

(
1
2

)k

= 1 + 1
2

+ 1
4

+ 1
8

+ · · ·

with a = 1 and r = 1/2. We saw in Example 1, page 558, that this series converges to 2.

Part ia l sums of geometr i c ser ies Geometric series have a great advantage: It is easy to
tell whether they converge and, if so, to find their sums. This is because geometric series—
unlike many others—have a simple, explicit formula for the partial sums Sn . The formula
depends on a beautiful algebraic fact. If r 	= 1 and n ≥ 0, then

1 + r + r2 + r3 + · · · + rn = 1 − rn+1

1 − r
. (4)

Multiplying Equation (4) by a gives a formula for Sn :

Sn = a + ar + ar2 + ar3 + · · · + arn = a
1 − rn+1

1 − r
. (5)

From Formula (5) follows the whole story of convergence and divergence for geometric
series. As always, the question is how the sequence {Sn} of partial sums behaves. In this
case, the issue has to do entirely with the power rn+1. We will need the following facts:

lim
m→∞ rm =

⎧⎪⎨
⎪⎩

0 if |r | < 1
1 if r = 1
does not exist if |r | > 1 or r = −1.

The conclusion for geometric series follows, and it’s worth emphasizing:
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T H E O R E M 4 ( C o n v e r g e n c e a n d d i v e r g e n c e o f g e o m e t r i c s e r i e s ) If |r |<1,
the geometric series

∞∑
k=0

ark = a + ar + ar2 + ar3 + · · ·

converges to
a

1 − r
. If a 	= 0 and |r | ≥ 1, the series diverges.

E X A M P L E 4 The series
1
3

− 1
6

+ 1
12

− 1
24

+ · · · converges. To what limit?

S o l u t i o n The series is geometric with a = 1/3 and r = −1/2. By Theorem 4, it
converges to

a

1 − r
= 1/3

1 + 1/2
= 2

9
≈ 0.2222222.

A numerical look at partial sums and tails supports this computation. �

Partial sums and tails of
1
3

− 1
6

+
1
12

− 1
24

+ · · ·

n 0 1 2 3 4 5 . . . 10

Sn 0.3333 0.1667 0.2500 0.2083 0.2292 0.2188 . . . 0.2223

Rn −0.1111 0.0555 −0.0278 0.0139 −0.0069 0.0035 . . . −0.0001

Te lescop ing ser ies Most series other than the geometric variety do not admit explicit
formulas for partial sums. Telescoping series are among the unusual (and pleasant) excep-

Rn = 2
9

− Sn .

To convince yourself that the
two sides are equal, find a
common denominator on the
right side.

The summands collapse like
an old-fashioned spyglass.

Watch the tails go to zero.

tions. The next example illustrates how telescoping series work and explains the name.

E X A M P L E 5 Show that
∞∑

k=1

1
k(k + 1)

converges, and find its limit.

S o l u t i o n A little algebra inside the summation sign lets us rewrite the series in a more
convenient form: �

∞∑
k=1

1
k(k + 1)

=
∞∑

k=1

(
1
k

− 1
k + 1

)
.

Writing out some terms shows the “telescoping” pattern: �

Sn =
n∑

k=1

(
1
k

− 1
k + 1

)
=

(
1
1

− 1
2

)
+

(
1
2

− 1
3

)
+

(
1
3

− 1
4

)
+ · · · +

(
1
n

− 1
n + 1

)

= 1 − 1
n + 1

.

Now it’s clear that, as n → ∞, Sn → 1; that’s the sum. Again the numbers agree: �

Partial sums and tails of
∞∑

k=1

1
k2 + k

n 1 2 3 4 5 6 . . . 11

Sn 0.5000 0.6667 0.7500 0.8000 0.8333 0.8571 . . . 0.9167

Rn 0.5000 0.3333 0.2500 0.2000 0.1667 0.1429 . . . 0.0833
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A l g e b r a w i t h s e r i e s
As with functions and sequences, combining series algebraically produces new series. Com-
bining convergent series produces new convergent series, with limits related in the expected
way.

T H E O R E M 5 Suppose that
∑

ak converges to S and that
∑

bk converges to T .
Let c be any constant. Then

∞∑
k=1

(ak + bk) converges to S + T ,

and ∑
cak converges to cS.

In short: ∑
(ak + bk) =

∑
ak +

∑
bk and

∑
cak = c

∑
ak .

These reasonable-looking properties of convergent series follow directly from the analo-
gous properties of convergent sequences. �After all, the limit of a series

is defined as the limit of the
sequence of partial sums.

A little series algebra, cleverly applied, can immensely simplify finding the limits of
certain series.

E X A M P L E 6 Evaluate
∞∑

k=0

4 + 2k

3k
.

S o l u t i o n The series is the sum of two (convergent) geometric series. Applying
Theorems 4 and 5 gives

∞∑
k=0

4 + 2k

3k
=

∞∑
k=0

4
3k

+
∞∑

k=0

(
2
3

)k

= 4 · 3
2

+ 3 = 9.

E X A M P L E 7 Calculate the tail R10 for the geometric series
∞∑

k=0

3
2k

.

S o l u t i o n A little algebra is all we need:

R10 =
∞∑

k=11

3
2k

= 3
211

+ 3
212

+ 3
213

+ · · ·

= 3
211

(
1 + 1

2
+ 1

22
+ 1

23
+ · · ·

)
(factoring out the constant)

= 3
211

· 2 = 3
210

= 3
1024

. (summing the geometric series)
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D e t e c t i n g d i v e r g e n t s e r i e s
We are mainly interested in convergent series and their limits. Theorem 5, for instance,
applies only to convergent series, and so it is important to recognize divergence when it
occurs. One strategy is to use Theorem 5 indirectly.

E X A M P L E 8 Suppose that
∑

ak diverges, and let c 	= 0 be a constant. Explain why∑
c ak diverges, too.

S o l u t i o n If
∑

c ak were convergent, then, by Theorem 5, the series

∑ 1
c

c ak =
∑

ak

must also converge, which contradicts our assumption.

The n th term test The following theorem describes another useful divergence detector:

T H E O R E M 6 ( T h e n t h t e r m t e s t f o r d i v e r g e n c e ) If lim
n→∞ an 	= 0, then

∑
an

diverges.

The theorem holds because, for a series
∑

ak to converge, the partial sums Sn must
converge to a limit. For this to occur the difference Sn − Sn−1 between successive partial
sums must tend to zero. � But this difference is just the nth term: Otherwise the partial sum

sequence wouldn’t “level off.”

Sn − Sn−1 = (a1 + a2 + · · · + an−1 + an) − (a1 + a2 + · · · + an−1) = an.

Thus, the terms of a convergent series must tend to zero, as the theorem says.

What the theorem does not say It is especially important to notice that the nth term
test does not guarantee that

∑
an converges whenever an → 0. For example, the harmonic

series
∑

1/k “passes” the nth term test, but it diverges. � We’ve said this several times,
and we’ll show it rigorously
in the next section.

In practice, the nth term test is an effective but rather blunt instrument—it sometimes
detects divergence, but it never detects convergence. We will develop tools for that purpose
in the next section.

E X A M P L E 9 Does
∞∑

k=1

k

k + 1000
converge?

S o l u t i o n No. Because ak = k

k + 1000
→ 1 as k → ∞, the series diverges.

E X A M P L E 10 Assuming that
∞∑

k=0

3k

k!
converges (as it really does), find lim

k→∞
3k

k!
.

S o l u t i o n The limit is zero: By Theorem 6, the terms of every convergent series must
tend to zero.
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B A S I C E X E R C I S E S

1. Consider the series
∞∑

k=0

ak =
∞∑

k=0

1
5k

.

(a) Evaluate a1, a2, a5, a10, S1, S2, S5, and S10.
(b) Show that the sequence {ak} is decreasing and bounded

below.
(c) Show that the sequence {Sn} is increasing and bounded

above. What does this imply about the sequence of par-
tial sums?

(d) Find the sum of the series (i.e., lim
n→∞

Sn).

(e) Evaluate R1, R2, R5, and R10.
(f) Show that {Rn} is decreasing and bounded below.
(g) Evaluate lim

n→∞
Rn .

2. Consider the series
∞∑

k=0

ak =
∞∑

k=0

(−0.8)k .

(a) Evaluate a1, a2, a5, a10, S1, S2, S5, and S10.
(b) Find the sum of the series (i.e., lim

n→∞
Sn).

(c) Evaluate R1, R2, R5, and R10.
(d) Is the sequence {ak} decreasing? Is it bounded?
(e) Is the sequence {Sn} increasing? Justify your answer.
(f) Show that the sequence {Rn} is neither increasing nor

decreasing.
(g) Show that the sequence {|Rn|} is decreasing.
(h) Evaluate lim

n→∞
Rn .

3. Consider the series
∞∑

k=0

ak =
∞∑

k=0

1
k + 2k

.

(a) Show that the sequence {ak} is decreasing.
(b) Explain why ak ≤ 2−k for all k ≥ 0.
(c) Show that the sequence {Sn} is increasing.
(d) Use part (b) to show that Sn ≤ 2 − 2−n < 2.

[HINT:
n∑

k=0

2−k is a geometric series.]

(e) Show that
∞∑

k=0

ak converges.

4. Consider the series
∞∑
j=0

a j =
∞∑
j=0

1
2 + 3 j

.

(a) Evaluate S1, S2, S5, and S10.
(b) Show that the sequence {Sn} is increasing and bounded

above.

(c) Does
∞∑
j=0

a j converge? Justify your answer.

5. Consider the series
∞∑

k=0

1
k!

.

(a) Explain why
1
k!

≤ 1
2k−1

if k ≥ 1. [HINT: Explain why

1/3! < 1/(2 · 2) and 1/4! < 1/(2 · 2 · 2).]
(b) Show that the sequence of partial sums {Sn} is increasing.
(c) Use parts (a) and (b) to show that the series converges.

6. The series
∞∑

k=0

ak =
∞∑

k=0

1
k!

converges to e ≈ 2.718282.

(a) Evaluate a1, a2, a5, a10, S1, S2, S5, and S10.
(b) Show that {ak} is a decreasing sequence.
(c) Show that {Sn} is an increasing sequence.
(d) Show that Rn > 0 for all n ≥ 0.
(e) Show that {Rn} is a decreasing sequence.
(f) Find a value of n for which Sn differs from e by less than

0.001.
(g) Find a value of n for which Sn differs from e by less than

10−5.
(h) Use parts (e) and (g) to show that R50 < 10−5.

In Exercises 7 and 8, use the fact that
∞∑

m=1

1
m4

= π4

90
to evaluate the

series.

7.
∞∑

i=0

1
(i + 1)4

8.
∞∑

k=3

1
k4

9. This exercise is about partial sums of the geometric series
∞∑

k=0

ark .

(a) Find a formula for Sn when r = 1. Explain why the for-
mula for Sn (Equation 5) does not hold in this case.

(b) Show that Sn − r Sn = (1 − r)Sn for any r .
(c) Use part (b) to show that Equation 5 holds if r 	= 1.

10. Use Equation 5 to evaluate 3 + 6 + 12 + 24 + 48 + 96 + · · · +
3072. [HINT: 3072 = 3 · 210.]

In Exercises 11–18, find the limit of the series.

11.
1

16
+ 1

32
+ 1

64
+ 1

128
+ · · · + 1

2i+4
+ · · ·

12. 2 − 5 + 9 + 1
3

+ 1
9

+ 1
27

+ 1
81

+ · · · + 1
3n

+ · · ·

13.
∞∑

n=0

e−n

15.
∞∑

m=2

(arctan 1)m

17.
∞∑
j=5

(
−1

2

) j

14.
∞∑

k=3

( e

π

)k

16.
∞∑

i=10

(
2
3

)i

18.
∞∑
j=0

3 j + 4 j

5 j

19. Show that
∞∑

k=1

1
2 + sin k

diverges.

20. Does
∞∑

k=0

(−1)k converge? Justify your answer.

In Exercises 21–24, find an expression for the partial sum Sn of
the series. Use this expression to determine whether the series
converges and, if so, to find its limit.

21.
∞∑

k=0

(
arctan(k + 1) − arctan k

)
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22.
∞∑
j=1

j

( j + 1)!
23.

∞∑
m=1

(
1√
m

− 1√
m + 2

)

24.
∞∑
j=1

ln
(

1 + 1
j

)
[HINT:

∞∑
j=1

(
ln( j + 1) − ln j

)
.]

25. Suppose that the partial sums of the series
∞∑

k=1

ak are

Sn =
n∑

k=1

ak = 5 − 3
n

.

(a) Evaluate S100 =
100∑
k=1

ak .

(b) Evaluate
∞∑

k=1

ak .

(c) Evaluate lim
k→∞

ak .

(d) Show that ak > 0 for all k ≥ 1. [HINT: an+1 = Sn+1 − Sn .]

26. Let Hn =
n∑

k=1

1
k

and let Sn =
n∑

k=0

1
2k + 1

.

(a) Explain why lim
n→∞

Hn = ∞.

(b) Show that Sn ≥ 1
2 Hn .

(c) What do the results in parts (a) and (b) imply about
∞∑

k=0

1/(2k + 1)? Justify your answer.

F U R T H E R E X E R C I S E S

In Exercises 27–29, use the fact that
∞∑

i=1

1
i2

= 1 + 1
4

+ 1
9

+ 1
16

+
1
25

+ · · · = π2

6
to find the limit of the series.

27.
∞∑
j=1

1
(2 j)2

28.
∞∑

k=0

1
(2k + 1)2

[HINT: See the previous exercise.]

29.
∞∑

m=1

(−1)m+1

m2
= 1 − 1

4
+ 1

9
− 1

16
+ 1

25
− 1

36
+ · · ·

30. Express
∞∑

m=3

2m+4

5m
as a rational number.

For each of the series in Exercises 31–36, find all values of x for
which the series converges; then state the limit as a simple expres-
sion involving x . (Assume that x0 = 1 for all x .)

31.
∞∑

k=0

xk

33.
∞∑
j=5

x2 j

35.
∞∑

n=3

(1 + x)n

32.
∞∑

m=2

( x

5

)m

34.
∞∑

k=1

x−k

36.
∞∑
j=4

1

(1 − x) j

37. Find the limit of the sequence defined by S1 = 1, Sn+1 =
Sn + 1/3n . [HINT: Write out the first few terms to see the
pattern.]

38. Find the limit of the sequence defined by a1 = 4, an+1 =
an − 1/2n .

In Exercises 39–52, determine whether the series converges or di-
verges. If a series converges, find its limit. Justify your answers.

39.
∞∑

n=0

n + 1
2n + 1

40.
∞∑
j=0

(ln 2) j

41.
∞∑

n=2

2
n2 − 1

43.
∞∑
j=1

j
√

π

42.
∞∑

n=1

(
1 + 1

n

)n

44.
∞∑

k=1

1
ln (10k)

45.
∞∑
j=2

3 j

4 j+1

46. 1 − 1
2

− 1
3

− 1
4

− 1
5

− · · ·

47.
1

100
+ 1

200
+ 1

300
+ · · ·

48. 2 − 2 + 2 − 2 + 2 − 2 + · · ·

49.
3

10
− 3

20
+ 3

40
− 3

80
+ 3

160
− 3

320
+ · · ·

50. 1 − 1
2

+ 1
2

− 1
3

+ 1
3

− · · ·

51. 1 − 1 + 2 − 1 − 1 + 3 − 1 − 1 − 1 + 4 − 1 − 1 − 1 − 1 + · · ·

52.
4

710
+ 4

712
+ 4

714
+ 4

716
+ 4

718
+ · · ·

53. A rubber ball rebounds to two-thirds the height from which
it falls. If it is dropped from a height of 4 feet and is allowed
to continue bouncing indefinitely, what is the total distance
it travels?

54. Let Sn =
n∑

k=1

1√
k

.

(a) Evaluate lim
k→∞

1√
k

.

(b) Show that Sn ≥ n√
n

= √
n for all n ≥ 1. [HINT: If k ≤ n,

then 1/k ≥ 1/n.]

(c) Use part (b) to show that
∞∑

k=1

1√
k

diverges.
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55. Use the previous exercise and the fact that ln x ≤ √
x for all

x ≥ 1 to show that
∞∑

k=2

1
ln k

diverges.

56. Let {ak} be an increasing sequence such that a1 > 0 and
ak ≤ 100 for all k ≥ 1.
(a) Does lim

k→∞
ak exist? Justify your answer.

(b) Show that
∞∑

k=1

ak diverges.

57. Let {ak} be a sequence of positive terms such that
n∑

k=1

ak ≤ 100 for all n ≥ 1. Explain why lim
k→∞

ak = 0 must be

true.

58. Suppose that the partial sums of the series
∞∑
j=1

b j are

Sn =
n∑

j=1

b j = ln
(

2n + 3
n + 1

)
.

(a) Evaluate lim
n→∞

Sn .

(b) Does the series converge? Justify your answer.
(c) Show that b j < 0 for all j ≥ 1.

59. Suppose that the partial sums of the series
∞∑

k=1

ak satisfy the

inequality
6 ln n

ln(n2 + 1)
< Sn < 3 + ne−n for all n ≥ 100.

(a) Does the series converge? If so, to what limit? Justify
your answers.

(b) What, if anything, can be said about lim
k→∞

ak? Explain.

60. Let Sn =
n∑

k=1

ak , and suppose that 0 ≤ Sn ≤ 100 for all n ≥ 1.

(a) Give an example of a sequence {ak} that satisfies these

conditions but
∞∑

k=1

ak diverges.

(b) Show that if ak > 0 for all k ≥ 1, then
∞∑

k=1

ak converges.

(c) Show that if ak > 0 for all k ≥ 106, then
∞∑

k=1

ak converges.

61. Suppose that
∞∑

k=1

ak diverges.

(a) Explain why ak > 0 for all k ≥ 1 implies that lim
n→∞

Sn = ∞.

(b) Give an example of a divergent series for which lim
n→∞

Sn

does not exist.

62. Let Hn =
n∑

k=1

1
k

, and let In =
∫ n+1

1

dx

x
.

(a) Let Ln be the left Riemann-sum approximation, with n
equal subdivisions, to In . Show that Ln = Hn .

(b) Use part (a) to show that the harmonic series diverges.
[HINT: Start by comparing Ln and In .]

63. Let Hn =
n∑

k=1

1
k

, and let am =
2m−1∑
j=1

1
2m−1 + j

. Then

H2n = 1 +
n∑

m=1

am . [NOTE: am is the sum of a “block” of

2m−1 consecutive terms of the harmonic series—those from
n = 2m−1 + 1 through n = 2m .]
(a) Show that a1 = 1/2, a2 = 7/12, and a3 = 533/840.
(b) Show that H8 = 1 + a1 + a2 + a3 = 761/280.
(c) Show that ak ≥ 1/2 for all k ≥ 1.

[HINT:
1

2m−1 + j
≥ 1

2m−1 + 2m−1
if 1 ≤ j ≤ 2m−1.]

(d) Use part (c) to show that lim
n→∞

Hn = ∞ (i.e., the harmonic

series diverges).

64. Consider the series
∞∑

k=1

1
k p

with p > 1. This exercise outlines

a proof that this series converges.

(a) Let Sn =
n∑

k=1

1
k p

. Show that the sequence of partial sums

{Sn} is increasing.

(b) Show that S2m+1 = 1 +
m∑

k=1

1
(2k)p

+
m∑

k=1

1
(2k + 1)p

.

(c) Explain why S2m+1 < 1 + 2
m∑

k=1

1
(2k)p

.

[HINT: 1/(x + 1) < 1/x if x > 0.]
(d) Show that S2m+1 < 1 + 21−p S2m+1.

[HINT: First show that S2m+1 < 1 + 21−p Sm .]
(e) Show that {Sn} is bounded above.

11.311.311.3 T E S T I N G F O R C O N V E R G E N C E ; E S T I M A T I N G L I M I T S

In theory, the question of convergence is simple: The series
∑

ak converges to the sum S if
the sequence {Sn} of partial sums tends to S. The trouble, in practice, is that a simple, explicit
formula for Sn is often unavailable. It might seem, then, that testing for convergence—let
alone finding a limit—would be difficult or impossible. Surprisingly, that isn’t so. All the
convergence tests of this section and the next (comparison test, integral test, ratio test, and
so on) offer clever, indirect ways of testing whether {Sn} converges.
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Nonnegat ive ser ies A series
∑

ak for which ak ≥ 0 for all k is called nonnegative. For
such a series, the sequence {Sn} of partial sums is nondecreasing: � Convince yourself; it’s easy

but important.

S1 ≤ S2 ≤ S3 ≤ · · · ≤ Sn ≤ Sn+1 ≤ . . . .

Nondecreasing sequences are easier to study than others for one main reason: A nonde-
creasing sequence either (i) converges or (ii) blows up to infinity. � (An arbitrary sequence Theorem 3, page 553, says so.
can diverge without blowing up.) This means, in practice, that the question of convergence
or divergence for a nonnegative series

∑
ak boils down to the following simpler

question:

Do the partial sums Sn blow up or remain bounded as n → ∞?

The answer may be obvious at a glance if a simple formula for Sn is available. � If not, our We have such a formula for
geometric series.best strategy may be to compare the given series to something that is better understood

(another series, an integral—whatever works). Sometimes an obvious comparison suggests

Adding smaller summands
gives a smaller sum.

itself.

E X A M P L E 1 Does
∞∑

k=0

1
2k + 1

converge?

S o l u t i o n We saw in the preceding section that the geometric series
∑∞

k=0 1/2k

converges to 2. For all k, it is clear that

1
2k + 1

<
1
2k

,

and so each partial sum of
∑∞

k=0 1/(2k + 1) is less than the corresponding partial sum of∑∞
k=0 1/2k . � Therefore, the partial sums of the original series cannot blow up; they

must tend to some limit less than 2. Numerical evidence agrees. For the original series,
calculation gives

S10 ≈ 1.263523536; S20 ≈ 1.264498827; S100 ≈ 1.264499780.

T h e c o m p a r i s o n t e s t : o n e s e r i e s v s . a n o t h e r
In Example 1 we showed that one series converges by comparing it to another series that
is known to converge. The following theorem makes this idea precise.

T H E O R E M 7 ( C o m p a r i s o n t e s t f o r n o n n e g a t i v e s e r i e s ) Consider two
series

∑
ak and

∑
bk , with 0 ≤ ak ≤ bk for all k.

� If
∑

bk converges, so does
∑

ak , and
∑

ak ≤ ∑
bk .

� If
∑

ak diverges, so does
∑

bk .

Observe:

� What we’d expect The theorem’s assertions should seem reasonable. A formal proof
uses the fact that every partial sum of

∑
ak is less than the corresponding partial sum

of
∑

bk .
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� Comparing integrals, comparing series An almost identical comparison theorem
applies to improper integrals. � Theorem 1, Section 10.2, says that if 0 ≤ a(x) ≤ b(x)Sequences are “discrete”

versions of functions; series
are “discrete” versions of
integrals.

for all x ≥ 1, then

∫ ∞

1
a(x) dx ≤

∫ ∞

1
b(x) dx .

� Successful comparisons In a “successful” comparison, either both series converge or
both diverge. To use the comparison test, therefore, it’s necessary first to guess whether
the series in question converges or diverges. �

We did this explicitly in
Example 1.

Compar ing ta i l s Theorem 7 says that if 0 ≤ ak ≤ bk for all k ≥ 1 and
∑

bk converges, then∑
ak converges too, and

∞∑
k=1

ak ≤
∞∑

k=1

bk .

A similar inequality holds for upper tails of convergent series. If N is any positive integer,
0 ≤ ak ≤ bk for all k ≥ N , and

∑
bk converges, then

∑
ak converges too, and

∞∑
k=N+1

ak ≤
∞∑

k=N+1

bk .

We will “compare tails” in the following example to estimate the numerical value of a
limit.

E X A M P L E 2 We have seen (using comparison) that
∑∞

k=0

1
2k + 1

converges, and a

calculator gives S100 ≈ 1.264499781. How closely does S100 approximate the true
sum S?

S o l u t i o n The error in using S100 to estimate the limit comes from ignoring the tail
R100. In symbols,

S =
100∑
k=0

ak +
∞∑

k=101

ak = S100 + R100.

Clearly,
1

2k + 1
<

1
2k

for all k; in particular, the inequality holds for k ≥ 101. Now we

compare tails:

R100 =
∞∑

k=101

1
2k + 1

<

∞∑
k=101

1
2k

.

The comparison is worthwhile because the right side is a geometric series, which we can
calculate exactly:

∞∑
k=101

1
2k

= 1
2101

+ 1
2102

+ 1
2103

+ · · · = 1
2101

(
1 + 1

2
+ 1

22
+ · · ·

)
= 1

2101
· 2 = 1

2100
.

This shows that we commit very little error by ignoring the tail. The error, R100, is less
than 1/2100 ≈ 8 × 10−31.
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T h e i n t e g r a l t e s t : s e r i e s v s . i n t e g r a l s
The idea of comparison is easy. Harder, in practice, is deciding what to compare a series
to. Our only reliable “benchmark” series, so far, are geometric series. The integral test
enlarges our stock of benchmark series considerably.

Compar ing areas Thinking of the terms of a nonnegative series
∑∞

k=1 ak as rectangular
areas, each with base 1, helps clarify the close connection with the integral

∫ ∞
1 a(x) dx .

Figure 1 shows two ways of doing so.

1 2 3 4 5 6

a2

a1

x

y

y = a(x)

a1

a2

a3 a4

1 2 3 4 5 6

a2

a1

x

y

a1

a2

a3 a4 a5

y = a(x)

(a) If (b) If
∫ ∞

1
a(x) dx diverges, so must

∞∑
ak

∫ ∞

1
a(x) dx converges, so must

∞∑
ak

k = 1k = 1

F IGURE 1
Relating improper integrals to infinite series

Look closely:

� Total areas The successive rectangles have heights a(1) = a1, a(2) = a2, a(3) = a3,
and so on; each base is 1. The respective areas, therefore, are a1, a2, a3, and so on.
Thus,

The series a1 + a2 + a3 + a4 + · · · represents the total “left-rule” rectangular area
from 1 to ∞.

� An important inequality The shaded area in Figure 1(a) represents the integral∫ ∞
1 a(x) dx . Thus, if the integral diverges, so must the series. Here is the message of

Figure 1(a) in inequality form:

a1 + a2 + a3 + · · · ≥
∫ ∞

1
a(x) dx . (1)

If the right side diverges to infinity, then so must the left.
� A decreasing integrand The reasoning that led to Inequality (1) requires that a(x) be

decreasing for x ≥ 1, as shown in the pictures. (We collect such technical hypotheses
carefully in the following theorem.)
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� Bounding a series from above Figure 1(b) shows an integral bounding a series from
above. This time, comparing areas gives

a2 + a3 + · · · ≤
∫ ∞

1
a(x) dx,

or, equivalently,

a1 + a2 + a3 + · · · ≤ a1 +
∫ ∞

1
a(x) dx . (2)

If the right side converges, so must the left.

Combining Inequalities (1) and (2) gives upper and lower bounds for the series:

∫ ∞

1
a(x) dx ≤

∞∑
k=1

ak ≤ a1 +
∫ ∞

1
a(x) dx . (3)

In particular:

The integral
∫ ∞

1 a(x) dx and the series
∑∞

k=1 ak either both converge or both diverge.

The final picture, Figure 2, relates the tails of an integral and of a series.

n n + 1 n + 2 n + 3
x

The shaded part is the tail Rn.

y

an + 1
an + 2 an + 3

y = a(x)

an + 1

an

F IGURE 2
Comparing tails: Why

∞∑
k= n+1

ak ≤
∫ ∞

n
a(x) dx

Comparing areas in Figure 2 shows that, for all n, the tail Rn satisfies

Rn =
∞∑

k=n+1

ak ≤
∫ ∞

n
a(x) dx .

Lessons f rom the p i c tures Figures 1 and 2 show a particular function a(x), but the
conclusions we drew hold for any function a(x) that is both positive and decreasing. It is
time to collect our observations in a theorem.
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T H E O R E M 8 ( I n t e g r a l t e s t f o r p o s i t i v e s e r i e s ) Suppose that, for all
x ≥ 1, the function a(x) is continuous, positive, and decreasing. Consider the
series and the integral

∞∑
k=1

ak and
∫ ∞

1
a(x) dx,

where ak = a(k) for integers k ≥ 1.
� If either diverges, so does the other.
� If either converges, so does the other. In this case, we have∫ ∞

1
a(x) dx ≤

∞∑
k=1

ak ≤ a1 +
∫ ∞

1
a(x) dx .

and

Rn =
∞∑

k=n+1

ak ≤
∫ ∞

n
a(x) dx .

Convergent and d ivergent p -ser ies Series of the form
∑∞

k=1 1/k p are called p-series.
They form an important family of examples.

E X A M P L E 3 For which p does the p-series
∞∑

k=1

1
k p

converge?

S o l u t i o n We saw in Chapter 10 that the improper integral
∫ ∞

1 dx/x p converges if and
only if p > 1. By the integral test, the same is true for the series. In particular, the
harmonic series

∑
1/k diverges.

This useful result deserves special mention:

F A C T ( T h e p - t e s t f o r s e r i e s ) The p-series
∞∑

k=1

1
k p

converges if and only if
p > 1.

Harmonic divergence The fact that the harmonic series

1 + 1
2

+ 1
3

+ 1
4

+ 1
5

+ · · ·

diverges to infinity—even though the terms themselves tend to zero—has fasci-
nated mathematicians for many centuries. One early proof (unrelated to inte-
grals) is attributed to Nicole Oresme, a 14th-century French bishop, scientist, and
mathematician.

E X A M P L E 4 The p-series
∑∞

k=1 1/k3 converges to some limit S. (The integral test says
so.) How large must n be to ensure that Sn differs from S by less than 0.0001?
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S o l u t i o n We need to choose n so that the tail Rn is less than 0.0001. By the last
inequality in Theorem 8,

Rn ≤
∫ ∞

n

dx

x3
= 1

2n2
.

(The last step is an easy calculation.) This quantity (and hence also Rn) are less
than 0.0001 if n ≥ 71. Hence, S71 ≈ 1.20196 differs from the true limit by less than
0.0001.

E X A M P L E 5 Does
∞∑

k=1

1
10k + 1

converge?

S o l u t i o n The integral test says no.∫ ∞

1

1
10x + 1

dx = lim
n→∞

∫ n

1

1
10x + 1

dx = lim
n→∞

ln(10x + 1)
10

]n

1
= ∞.

The comparison test also says no. Since 10k + 1 ≤ 11k for all k ≥ 1, we have

1
10k + 1

≥ 1
11k

=⇒
∞∑

k=1

1
10k + 1

≥
∞∑

k=1

1
11k

= 1
11

∞∑
k=1

1
k
.

Because the last series diverges to infinity, so must the first.

T h e r a t i o t e s t : c o m p a r i s o n w i t h a g e o m e t r i c s e r i e s
In a geometric series a + ar + ar2 + ar3 + ar4 + · · · , the ratio of successive terms is r ; by
Theorem 4, page 561, the series converges if and only if |r | < 1.

The ratio test is also based on ratios of successive terms; it amounts to a lightly disguised
form of comparison with a geometric series.

T H E O R E M 9 ( R a t i o t e s t f o r p o s i t i v e s e r i e s ) Suppose that ak > 0 for all k
and that

lim
k→∞

ak+1

ak
= L .

� If L < 1, then
∑

ak converges.
� If L > 1, then

∑
ak diverges.

� If L = 1, the test is inconclusive—either convergence or divergence is
possible.

Two points deserve emphasis:

� Best cases The ratio test works best for series like
∑

1/k!,
∑

rk , and
∑

1/(2k + 3),
in which the index k appears in an exponent or a factorial.

� Other cases For many series, unfortunately, the ratio ak+1/ak either tends to 1 or has
no limit. � In such cases, the ratio test tells us nothing.

The limit is 1 for every
p-series.
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E X A M P L E 6 Show that
∞∑

k=0

1
k!

converges. Guess its limit.

S o l u t i o n The ratio test works nicely. Since

lim
k→∞

ak+1

ak
= lim

k→∞
k!

(k + 1)!
= lim

k→∞
1

k + 1
= 0,

the series converges. In fact, it converges very, very fast. Here are some representative
partial sums:

S5 ≈ 2.716667; S10 ≈ 2.718282; S30 ≈ 2.71828182845904523536028747135.

Is e involved somehow? It certainly seems so—S30 agrees with e in all decimal places
shown. In fact, this series can be shown to converge to e. We explore this phenomenon
further in later sections.

E X A M P L E 7 Does
∞∑

k=0

100 k

k!
converge?

S o l u t i o n Yes, by the ratio test:

lim
k→∞

ak+1

ak
= lim

k→∞
100k+1

(k + 1)!
· k!

100 k
= lim

k→∞
100

k + 1
= 0.

Notice what the result means: Even though 100 k grows very fast, k! grows even faster.

Why the rat io test works To illustrate the connection between the ratio test and geo-
metric series, and to give the idea of a proof, let’s suppose, for instance, that

lim
k→∞

ak+1

ak
= 1

2
.

Why must
∑

ak converge?
The idea is that ak+1 ≈ ak/2 for large k, and so the given series should be comparable

to a geometric series. Suppose, for instance, that ak+1 < 0.6ak for all k ≥ 1000. � Then Such an inequality must hold
for large k because the ratio
limit is 1/2.a1001 < (0.6)a1000, a1002 < (0.6)a1001 < (0.6)2a1000, a1003 < (0.6)3a1000, . . . .

Therefore,

a1000 + a1001 + a1002 + · · · < a1000
(
1 + (0.6) + (0.6)2 + (0.6)3 + · · · ) .

The preceding inequality is the point; it shows that an upper tail of the original series
∑

ak

converges by comparison with the geometric series in the last line. (The divergence part
of the ratio test can be proved using similar ideas.)

B A S I C E X E R C I S E S

1. Consider the series
∞∑

k=0

ak , where ak = 1
k + 2k

.

(a) Use the comparison test to show that the series
converges.

(b) Show that 0 ≤ R10 ≤ 2−10.

(c) Compute an estimate of the limit of the series
that is guaranteed to be within 0.001 of the exact
value.

(d) Is your estimate in part (c) an overestimate? Justify your
answer.
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2. Consider the series
∞∑
j=0

1
2 + 3 j

.

(a) Show that the series converges.
(b) Estimate the limit of the series within 0.01.
(c) Is your estimate in part (b) an overestimate? Justify your

answer.

In Exercises 3 and 4, suppose that a(x) is continuous, positive,
and decreasing for all x ≥ 1 and that ak = a(k) for all integers
k ≥ 1.

3. Rank the values
∫ n

1
a(x) dx ,

n−1∑
k=1

ak , and
n∑

k=2

ak in increasing

order. [HINT: Draw a picture.]

4. Rank the values
∫ ∞

n
a(x) dx ,

∞∑
k=n+1

ak , and
∫ ∞

n+1
a(x) dx in in-

creasing order.

Suppose that a(x) is continuous, positive, and decreasing for all
x ≥ 1 and that ak = a(k) for all integers k ≥ 1. In Exercises 5–8,
draw a carefully annotated picure that shows that

5.
∫ n+1

1
a(x) dx ≤

n∑
k=1

ak

6.
n∑

k=2

ak ≤
∫ n

1
a(x) dx

7.
∞∑

k=n+1

ak ≤ an+1 +
∫ ∞

n+1
a(x) dx

8.
∞∑

k=n+1

ak ≤
∫ ∞

n
a(x) dx

In Exercises 9–12, use the integral test to find upper and lower
bounds on the limit of the series.

9.
∞∑

k=1

1
k3

11.
∞∑
j=1

je− j

10.
∞∑

k=1

1

k
√

k

12.
∞∑

k=0

1
k2 + 1

13. Consider the series
∞∑

k=1

esin k

k2
.

(a)
∫ ∞

1

esin k

k2
is a convergent improper integral. Does it fol-

low from this fact and Theorem 8 that the series con-
verges? Justify your answer.

(b) Show that this series converges.

14. Use the fact that ln x ≤ √
x for all x ≥ 1 to show that

∞∑
n=2

1
(ln n)2

diverges.

15. Use the fact that ln x ≤ x for all x ≥ 1 to show that
∞∑

n=2

1
(ln n)2

diverges. [HINT: x ln x ≥ ( ln x)2 if x ≥ 1.]

16. Show that
∞∑

k=3

1
(ln k)k

converges. [HINT: ln 3 ≈ 1.0986.]

In Exercises 17–20, use the comparison test to show that the series
converges. Then find upper and lower bounds on the limit of the
series.

17.
∞∑

n=1

1
n2 + √

n

18.
∞∑
j=0

1
j + e j

19.
∞∑

m=1

1

m
√

1 + m2

20.
∞∑

k=1

k

(k2 + 1)2

In Exercises 21–24, use the ratio test to show that the series
converges.

21.
∞∑
j=0

j2

j!

23.
∞∑

n=1

n2

2n

22.
∞∑

k=1

2k

k!

24.
∞∑

m=1

m!
(2m)!

25. Consider the series
∞∑

k=1

ak =
∞∑

k=1

ln k

k
.

(a) Use the integral test to show that the series diverges.
[HINT: Be careful, the integrand is not monotone.]

(b) Use the comparison test to show that the series diverges.
[HINT: 1 − x−1 ≤ ln x for all x > 0.]

(c) Can the ratio test be used to show that the series di-
verges? Explain.

26. Consider the series
∞∑

k=1

ak = 1
2

+ 1
3
+ 1

22
+ 1

32
+ 1

23
+ 1

33
+ · · ·.

(a) Explain why lim
k→∞

ak+1/ak does not exist.

(b) What, if anything, does the ratio test say about the

convergence of
∞∑

k=1

ak?

(c) Show that the series converges, and evaluate its limit.
[HINT: Rewrite the series as the sum of two convergent
series.]

27. (a) What, if anything, does the ratio test say about the con-

vergence of the series
1
2

+ 1
2

+ 1
4

+ 1
4

+ 1
8

+ 1
8

+ · · ·?
(b) Does the series in part (a) converge or diverge? Justify

your answer.

28. Give an example of a divergent series
∞∑

k=1

ak such that ak > 0

and ak+1/ak < 1 for all k ≥ 1.

29. Use the ratio test to show that
∞∑

n=1

n−n converges.

30. Use the ratio test to show that the series
∞∑

n=1

nn

n!
diverges.
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F U R T H E R E X E R C I S E S

In Exercises 31–36, determine whether the series converges or
diverges. If the series converges, find a number N such that the
partial sum SN approximates the sum of the series within 0.001. If
the series diverges, find a number N such that SN ≥ 1000.

31.
∞∑

k=0

1
k2 + 3

33.
∞∑

k=0

1
2 + cos k

35.
∞∑

k=0

k

k6 + 17

32.
∞∑

m=1

arctan m

m

34.
∞∑

m=2

ln m

m3

36.
∞∑

k=2

1

k (ln k)5

In Exercises 37 and 38, let Sn =
n∑

k=1

ak , Tn =
n∑

k=1

bk , and assume

that 0 ≤ ak ≤ bk for all k ≥ 1.

37. (a) Suppose that
∞∑

k=1

bk converges. Explain why there is a

number M such that Sn ≤ Tn ≤ M for all n ≥ 1.
(b) Explain why {Sn} is an increasing sequence.

(c) Explain why parts (a) and (b) together imply that
∞∑

k=1

ak

converges.

38. (a) Suppose that
∞∑

k=1

ak diverges. Explain why lim
n→∞

Sn = ∞.

(b) Suppose that
∞∑

k=1

ak diverges. Use part (a) to show that
∞∑

k=1

bk diverges.

39. Suppose that a(x) is continuous, positive, and decreasing
for all x ≥ 1, that ak = a(k) for all integers k ≥ 1, and that∫ ∞

1
a(x) dx converges.

(a) Explain why the sequence of partial sums {Sn} is an in-
creasing sequence.

(b) Explain why
∫ n

1
a(x) dx ≤

∫ ∞

1
a(x) dx .

(c) Use parts (a) and (b) to show that the sequence of partial
sums {Sn} converges.

40. (a) Where in the proof of the integral test (Theorem 8)
is the assumption that a(x) is a decreasing function
used?

(b) Suppose that the requirement that a(x) be decreas-
ing for all x ≥ 1 is replaced by the “weaker” require-
ment that a(x) be decreasing for all x ≥ 10. How does
this change in assumptions affect the conclusions of
Theorem 8?

41. Does the series 1 + 1
1 · 3

+ 1
1 · 3 · 5

+ 1
1 · 3 · 5 · 7

+ · · · +
1

1 · 3 · 5 · 7 · · · (2k + 1)
+ · · · converge? Justify your answer.

42. Does the series
1
2
+ 1

2 · 4
+ 1

2 · 4 · 6
+ · · · + 1

2 · 4 · 6 · · · (2k)
+ · · ·

converge? Justify your answer.

43. Show that
∞∑

k=3

1
(ln k)ln k

converges.

[HINT: ln k > e2 if k > 1619.]

44. Suppose that an ≥ 0 for all n ≥ 1 and that
∞∑

n=1

an converges.

Show that
∞∑

n=1

| sin an| converges.

[HINT: |sin x | ≤ |x | for all x .]

In Exercises 45–52, determine whether the series converges. If it
converges, find upper and lower bounds on its limit. Justify your
answers.

45.
∞∑

n=1

arctan n

1 + n2

47.
∞∑
j=1

1
100 + 5 j

49.
∞∑

n=1

1
n 3n

46.
∞∑

m=1

m3

m5 + 3

48.
∞∑

k=2

1
k ln k

50.
∞∑

n=2

1
3
√

n2 − 1

51.
∞∑
j=0

j!
( j + 2)!

52.
∞∑

n=0

n!
(2n)!

53. Suppose that {ak} is a sequence of positive terms and that r
is a constant such that ak+1/ak ≤ r < 1 for all k ≥ 1.
(a) Show that a2 ≤ a1r .
(b) Show that ak+1 ≤ a1rk for every k ≥ 1.

(c) Use part (b) to show that
∞∑

k=1

ak converges.

[HINT: Use the comparison test and the formula for the
sum of geometric series.]

(d) Show that Rn =
∞∑

k=n+1

ak ≤ an+1

1 − r
.

54. Use Exercise 53 to find an integer N such that the partial

sum SN approximates the sum of the series
∞∑

n=1

n2/2n within

0.0005.

55. Use Exercise 53 to find an integer N such that the partial

sum SN approximates the sum of the series
∞∑

n=1

(n!)2/(2n)!
within 0.0005.
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11.411.411.4 A B S O L U T E C O N V E R G E N C E ; A L T E R N A T I N G S E R I E S

Not-necessar i ly-pos i t ive ser ies The integral, comparison, and ratio tests apply only
to nonnegative series. Some interesting series, however, have both positive and negative
terms.

E X A M P L E 1 Does the alternating harmonic series

∞∑
k=1

(−1)k+1

k
= 1 − 1

2
+ 1

3
− 1

4
+ 1

5
− · · ·

converge or diverge? To what limit?

S o l u t i o n As always, the question is how partial sums behave. Tabulating some of
them shows a pattern.

Partial sums of 1 − 1
2

+
1
3

− 1
4

+
1
5

− · · ·

n 1 2 3 4 5 6 7 8 9 10 . . .

Sn 1 0.500 0.833 0.583 0.783 0.617 0.760 0.635 0.746 0.646 . . .

n 51 52 53 54 55 56 57 58 59 60 . . .

Sn 0.703 0.684 0.702 0.684 0.702 0.684 0.702 0.685 0.702 0.685 . . .

Successive partial sums seem to hop back and forth across some limiting value. Plots of
partial sums and terms (Figure 1) exhibit the same pattern:

{Sn}

{ak}

10 20 30 40 50

−0.75

−0.5

−0.25

0.25

0.5
Blue dots show partial sums;
black diamonds show terms.

0.75

1

1.25

F IGURE 1
Terms and partial sums for 1 − 1

2
+ 1

3
− 1

4
+ 1

5
− · · ·

Because the terms alternate in sign, the partial sums successively rise and fall,
alternately overshooting and undershooting the limiting value, which is apparently
around 0.69. (It can be shown—with considerable effort—that the exact limit is
ln 2 ≈ 0.69315.)
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A b s o l u t e v s . c o n d i t i o n a l c o n v e r g e n c e
The alternating harmonic series illustrates the phenomenon of conditional convergence.
Although

1 − 1
2

+ 1
3

− 1
4

+ 1
5

− · · ·

converges (as Example 1 suggests), the ordinary harmonic series

1 + 1
2

+ 1
3

+ 1
4

+ 1
5

+ · · ·

diverges, as we saw from the integral test.

E X A M P L E 2 Does
∞∑

k=1

sin k

k2
converge? Does

∞∑
k=1

|sin k|
k2

? Estimate limits.

S o l u t i o n The first series, like the alternating harmonic series, has both negative and
positive terms—although in no regular order this time. Plotting terms and partial sums
(Figure 2) suggests (but doesn’t prove) that this series converges.

{Sn}

{ak}

10 20 30 40 50

0.25

0.5

0.75

1

F IGURE 2
Terms and partial sums for

∞∑
k=1

sin k
k2

The partial sums wander up and down just slightly but still appear to approach a
horizontal asymptote, perhaps near y = 1.

The second series also seems to converge, as Figure 3 suggests. This time the limit
appears to be near 1.25.

{Sn}

{ak}

10 20 30 40 50

0.25

0.5

0.75

1

1.25

F IGURE 3
Terms and partial sums for

∞∑
k=1

|sin k|
k2
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The second series comes from the first by taking the absolute value of each term. � The
new series is nonnegative, and so the comparison test applies. Because

0 ≤ |sin k|
k2

≤ 1
k2

for all k ≥ 1 and
∑∞

k=1 1/k2 converges, so must
∑∞

k=1 |sin k| /k2.

Examples 1 and 2 illustrate the phenomena of conditional convergence and absolute

If
∑

ak is the first series,∑ |ak | is the second.

convergence, respectively. The formal definitions are as follows:

D E F I N I T I O N ( A b s o l u t e a n d c o n d i t i o n a l c o n v e r g e n c e ) Let
∑

ak be any
series.

� If
∑ |ak | converges, then

∑
ak converges absolutely.

� If
∑ |ak | diverges but

∑
ak converges, then

∑
ak converges conditionally.

The wacky world of conditional convergence Conditionally convergent series
have some surprising properties. Here is one of the oddest:

Let
∑

ak be conditionally convergent, and let L be any real number. Then the
terms of

∑
ak can be reordered in such a way that the resulting series converges

to L .

(For more details, see your instructor.) Notice how drastically this peculiar prop-
erty of conditionally convergent series upsets the naive hope that addition is
commutative even for infinite sums.

Pluses and minuses of p luses and minuses Let
∑∞

k=1 ak be any series. If it happens
that ak ≥ 0 for all k, the advantage is simplicity: The partial sums are nondecreasing.
The disadvantage, as the harmonic series shows, is that the partial sums may tend to
infinity.

Mixing positive and negative terms may cost something in simplicity, but it is an ad-
vantage for convergence. As the alternating harmonic series shows, positive and negative
terms can offset each other, thus helping the cause of convergence.

Abso lute convergence imp l ies ord inary convergence We saw in Chapter 10 that if∫ ∞
1 | f (x)| dx converges, then so must

∫ ∞
1 f (x) dx , and

∣∣∫ ∞
1 f (x) dx

∣∣ ≤ ∫ ∞
1 | f (x)| dx . (See

Theorem 2, page 534.) The same principle applies to infinite series:

T H E O R E M 10 If
∑∞

k=1 |ak | converges, then so does
∑∞

k=1 ak , and∣∣∣∣∣
∞∑

k=1

ak

∣∣∣∣∣ ≤
∞∑

k=1

|ak |.

The theorem’s inequality should be believable—it is the infinite version of the fact
that the absolute value of a sum can not exceed the sum of the absolute values. The idea



11.4 Absolute Convergence; Alternating Series 579

of a rigorous proof is to write the original series as a sum of two new series, one entirely
positive and the other entirely negative. Using the comparison test, one can show that each
of these new series converges.

The theorem shows that, as Figure 3 suggested, the series
∑∞

k=1 sin k/k2 of Example 2
does indeed converge because

∑∞
k=1 |sin k| /k2 does. Our limit estimates from Example 2

are also consistent with the theorem:

1 ≈
∣∣∣∣∣

∞∑
k=1

sin k

k2

∣∣∣∣∣ ≤
∞∑

k=1

|sin k|
k2

≈ 1.25.

E X A M P L E 3 For which values of x does the power series
∞∑

k=1

kxk = x + 2x2 + 3x3 + 4x4 + · · ·

converge? (A power series is something like an “infinite polynomial”; we discuss power
series carefully in the next section.)

S o l u t i o n First we use the ratio test to check for absolute convergence:

lim
k→∞

∣∣∣∣ (k + 1)xk+1

kxk

∣∣∣∣ = lim
k→∞

∣∣∣∣k + 1
k

∣∣∣∣ · |x | = 1 · |x | = |x |.

If |x | < 1, the original series converges absolutely. By Theorem 10, it also converges
without absolute value signs.

If |x | ≥ 1, the series fails the nth term test and so diverges.

E s t i m a t i n g l i m i t s
Estimating a limit for any series—nonnegative or not—depends on keeping the upper tail
small. Theorem 10, combined with earlier estimates, can help.

E X A M P L E 4 For the series
∑∞

k=1(−1)k+1/k3, we find (using technology) that
S100 ≈ 0.901542. How closely does S100 approximate S, the true sum of the series?

S o l u t i o n Because

S =
100∑
k=1

(−1)k+1

k3
+

∞∑
k=101

(−1)k+1

k3
= S100 + R100,

we need only estimate R100, as follows:

|R100| =
∣∣∣∣∣

∞∑
k=101

(−1)k+1

k3

∣∣∣∣∣ ≤
∞∑

k=101

1
k3

(by Theorem 10)

<

∫ ∞

100

1
x3

dx . (by the integral test)

The last integral is easy to calculate:∫ ∞

100

1
x3

dx = −1
2x2

]∞

100
= 1

20,000
= 0.00005,

and so the estimate S ≈ S100 ≈ 0.901542 is good to at least four decimal places.
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A l t e r n a t i n g s e r i e s
For series with both positive and negative terms, testing for absolute convergence is usually
the best option. In the special (but surprisingly useful) case that the terms alternate in sign,
we can sometimes do better.

D E F I N I T I O N An alternating series is one whose terms alternate in sign, that
is, a series of the form

c1 − c2 + c3 − c4 + c5 − c6 + · · · ,

where each ci is positive.

The alternating harmonic series

1 − 1
2

+ 1
3

− 1
4

+ 1
5

− · · ·

illustrates the best possibility. � Because successive terms alternate in sign and decreaseSee Example 1, especially
Figure 1. in size, successive partial sums straddle smaller and smaller intervals. If the terms also tend

to zero, then the partial sums narrow down on a limit. The following theorem makes these
observations formal; it also gives a convenient error bound.

T H E O R E M 11 ( A l t e r n a t i n g s e r i e s t e s t ) Consider the series
∞∑

k=1

(−1)k+1ck = c1 − c2 + c3 − c4 + · · · ,

where

(i) c1 ≥ c2 ≥ c3 ≥ · · · ≥ 0; and (ii) lim
k→∞

ck = 0.

Then the series converges, and its sum S lies between any two successive partial
sums Sn and Sn+1. In particular,

|S − Sn| < cn+1

for all n ≥ 1.

A formal proof is slightly tricky, but the underlying idea is simple: Because the limit
S lies between successive partial sums, adding another term to any partial sum always
“overshoots” the limit, which explains the final inequality.

U s i n g t h e t h e o r e m s : m i s c e l l a n e o u s e x a m p l e s
Combining Theorems 10 and 11 with results from earlier sections enables us to handle
many not-necessarily-positive series, detecting convergence or divergence and estimating
limits. The following examples illustrate some useful tricks of this trade.

E X A M P L E 5 (An alternating p-series: another look) What does Theorem 11 say
about

∑∞
k=1(−1)k+1/k3 and its 100th partial sum S100 ≈ 0.9015422?
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S o l u t i o n In this context, ck = 1/k3. Now Theorem 11 says not only that the series
converges—which we already knew—but also that

|S − S100| < c101 = 1
1013

≈ 0.000001.

Thus, S100 ≈ 0.9015422 lies within 0.000001 of the true limit S. Equivalently, S lies
between S100 ≈ 0.9015422 and S101 ≈ 0.9015432.

E X A M P L E 6 Does
∞∑
j=1

(−1) j j

j + 1
converge or diverge? Why?

S o l u t i o n The alternating series test looks tempting at first glance. But it does not
apply because

lim
j→∞

j

j + 1
= lim

j→∞
1

1 + 1/j
= 1,

not zero as Theorem 11 requires. The nth term test does apply, however. (Maybe we
should call it the “ jth term test” here.) Since

j

j + 1
→ 1 as j → ∞,

it follows that the jth term has no limit as j → ∞. � Therefore, the given series
diverges.

Successive terms are
alternately near 1 and −1,
and so the terms diverge.

E X A M P L E 7 Does the series

1 + 2 + 3 + 4 + 5 − 1
6

+ 1
7

− 1
8

+ 1
9

− · · ·

converge? If so, find or estimate the limit.

S o l u t i o n The alternating series test does not apply right out of the box because the
first five terms break the desired pattern. The problem isn’t fatal, however. Basic series
algebra lets us group our terms into two blocks as follows:

(1 + 2 + 3 + 4 + 5) −
(

1
6

− 1
7

+ 1
8

− 1
9

+ · · ·
)

.

The first block is finite, and so convergence isn’t an issue; its sum is 15. The second block
clearly satisfies all hypotheses of the alternating series test and so converges to some
limit L . Any partial sum of the second block, moreover, differs from L by less than the
magnitude of the next term (by the last line of Theorem 11).

The entire series therefore converges to S = 15 − L , and any partial sum differs
from S by no more than the next term. The partial sum S9 = 1 + 2 + · · · + 1/9 ≈ 14.962,
for instance, overshoots the true limit by less than 1/10. In other words, the exact limit S
satisfies 14.862 ≤ S ≤ 14.962.

E X A M P L E 8 Does
∞∑

n=1

sin n

n3 + n2 + n + 1 + cos n
converge or diverge? Why?

S o l u t i o n The problem is easier than it looks. Hoping for absolute convergence, we
start by taking absolute values:

∣∣∣∣ sin n

n3 + n2 + n + 1 + cos n

∣∣∣∣ = |sin n|
n3 + n2 + n + 1 + cos n

.
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The general appearance of numerator and denominator suggests a comparison. A
simple inequality make the job much easier:

|sin n|
n3 + n2 + n + 1 + cos n

≤ 1
n3

.

Because the p-series
∑

1/n3 converges, so must the absolute-value version of the given
series. Finally, Theorem 10 guarantees that the original series also converges.

B A S I C E X E R C I S E S

Exercises 1–4 are about the series in Example 7.

1. Does the series converge conditionally or absolutely? Justify
your answer.

2. Does the partial sum S15 overestimate the limit of the series?
Justify your answer.

3. S60 ≈ 14.902. Use this result to find upper and lower bounds
for S.

4. The alternating harmonic series can be shown to converge
to ln 2. Use this fact to find the limit of the series exactly.

5. Consider the series in Example 8.
(a) Compute S50.

(b) Explain why |R50| ≤
∫ ∞

50

dx

x3
.

(c) Use parts (a) and (b) to find upper and lower bounds for
the limit of the series.

6. Suppose that
∞∑

k=1

ak converges absolutely. Show that
∞∑

k=1

ak

k
also converges.

7. Suppose that
∞∑

k=1

ak

k
converges. Must

∞∑
k=1

ak also converge?

Justify your answer.

8. Show that
∞∑

k=2

(−1)k k

k2 − 1
converges conditionally.

In Exercises 9–12, show that the series converges. Then compute
an estimate of the limit that is guaranteed to be in error by no more
than 0.005.

9.
∞∑

k=1

(−1)k

k4

10.
∞∑

k=1

(−1)k

k2 + 2k

11.
∞∑

k=0

(−3)k

(k2)!

12.
∞∑

k=5

(−1)k k10

10k

13. Suppose that ak ≥ 0 for all k ≥ 1. Is it possible that
∞∑

k=1

ak converges conditionally? Justify your answer.

14. Does
∞∑

n=2

(−1)n n

2n − 1
converge? Justify your answer.

F U R T H E R E X E R C I S E S

15. For which values of p, if any, does
∞∑

k=2

ln k

k p
converge? Justify

your answer.

16. For which values of p, if any, does
∞∑

k=2

(−1)k ln k

k p
converge?

Justify your answer.

17. For which values of p, if any, does
∞∑

k=2

(−1)k ln k

k p
converge

absolutely? Justify your answer.

18. For which values of p, if any, does
∞∑

k=2

(−1)k ln k

k p
converge

conditionally? Justify your answer.

In Exercises 19–26, determine whether the series converges abso-
lutely, converges conditionally, or diverges. If the series converges,
find upper and lower bounds on its limit. Justify your answers.

19.
∞∑
j=1

(−1) j+1

j2

20.
∞∑

k=1

(−1)k

√
k

21.
∞∑

n=1

(−3)n

n3

22.
∞∑

k=4

(−1)k ln k

k
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23.
∞∑

k=0

(−1)k k

2k + 1

24.
∞∑

m=0

(−1)m m3

2m

25.
∞∑
j=0

(−1) j j!
( j2)!

26.
∞∑

n=1

(−1)n+1 arctan n

n

27. Consider the series
∞∑

k=1

(−1)k+1ak . Suppose that the terms of

the sequence { ak } are positive and decreasing for all k ≥ 109

and lim
k→∞

ak = 0 but that a109 > a1. Explain why the series con-

verges. [HINT: Theorem 11 does not apply directly.]

28. Does 1 − 1
23

+ 1
32

− 1
43

+ 1
52

− 1
63

+ 1
72

− 1
83

+ · · · con-

verge? Justify your answer.

29. Suppose that
∞∑
j=1

b j converges to a number S and that b j ≥ 0

for all j ≥ 1. Show that
∞∑
j=1

(−1) j+1b j also converges.

30. Suppose that 0 ≤ b j+1 ≤ b j for all j ≥ 1 and that the par-

tial sum
100∑
j=1

b j approximates S =
∞∑
j=1

b j within 0.005. Explain

why 0 ≤
∞∑
j=1

(−1) j+1b j −
100∑
j=1

(−1) j+1b j ≤ 0.005.

31. Give an example of a convergent series
∞∑

k=1

ak with the prop-

erty that
∞∑

k=1

(ak)2 diverges.

32. Suppose that
∞∑

k=1

ak diverges. Is it possible that
∞∑

k=1

|ak | con-

verges? Justify your answer.

33. A proof of the alternating series test. Let Sn =
n∑

k=1

(−1)k+1ck

denote the partial sum of the first n terms of a series satisfying
the hypotheses of the alternating series test (Theorem 11).
(a) Show that the sequence of even partial sums, S2, S4, S6,

S8, . . . is increasing.
(b) Show that the sequence of odd partial sums, S1, S3,

S5, S7, . . . , is decreasing.
(c) Show that S2m ≤ S2m−1 for any integer m ≥ 1.
(d) Use part (c) to show that the sequence of even partial

sums and the sequence of odd partial sums both con-
verge. [NOTE: Although both sequences converge, we
must still show that they converge to the same limit.]

(e) Show that lim
m→∞

(S2m+1 − S2m) = 0. From this it follows

that there is a real number S such that lim
n→∞

Sn = S.

(f) Explain why 0 < S − S2m < c2m+1 and 0 < S2m+1 − S <

c2m+2.

11.511.511.5 P O W E R S E R I E S

A power series is a series of the form

a0 + a1(x − x0) + a2(x − x0)2 + a3(x − x0)3 + · · · + an(x − x0)n + · · · =
∞∑

k=0

ak(x − x0)k .

Here x is a variable, the constants ak are called the coefficients, and the constant x0 is
called the base point. For convenience we’ll often use x0 = 0; in this case the appearance
is slightly simpler:

a0 + a1x + a2x2 + a3x3 + · · · + an xn + · · · =
∞∑

k=0

ak xk .

A power series may converge for some values of x and diverge for others. We illustrate
these words and ideas with examples.

E X A M P L E 1 (A geometric power series) One of the simplest and most useful power
series is

S(x) = 1 + x + x2 + x3 + x4 + x5 + · · · =
∞∑

k=0

xk .
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(In this case, x0 = 0 and ak = 1 for all k ≥ 0.) For which real numbers x does S(x)
converge?

S o l u t i o n Setting x = 1 gives the series

S(1) = 1 + 1 + 12 + 13 + 14 + · · · = 1 + 1 + 1 + 1 + 1 + · · · ,

which clearly diverges. If, instead, x = 1/2, then the series converges to 2:

S(1/2) = 1 + 1
2

+ 1
4

+ 1
8

+ · · · + 1
2n

+ · · · = 2.

Indeed, S(x) is a geometric series (in powers of x) for any value of x , and so the series
converges if and only if |x | < 1. We even know the limit:

If |x | < 1, then 1 + x + x2 + x3 + x4 + · · · converges to
1

1 − x
.

Thus, S(x) converges if −1 < x < 1 and diverges otherwise.

E X A M P L E 2 We will show in the next section that, for any number x ,

ex = 1 + x + x2

2!
+ x3

3!
+ x4

4!
+ · · · .

Interpret the right side in the language of power series. For which x does the series
converge?

S o l u t i o n Writing the series in the form

1 + x + x2

2!
+ x3

3!
+ · · · =

∞∑
k=0

1
k!

xk

shows the pattern of coefficients. (Here x0 = 0 and ak = 1/k!.)
We will use the ratio test to decide where the series converges. (Since the ratio test

applies only to positive series, we will check for absolute convergence.) For any input x ,

lim
k→∞

∣∣ak+1xk+1
∣∣∣∣ak xk

∣∣ = lim
k→∞

|x |k+1

(k + 1)!
· k!
|x |k = lim

k→∞
|x |

k + 1
= 0.

Because 0 < 1, the ratio test guarantees that this series converges absolutely—and
therefore also in the ordinary sense—for all values of x . �

Power ser ies and po lynomia ls Power series are, roughly speaking, “infinite-degree”
polynomials. Notice these points of similarity:

Recall: If a series converges
with absolute value signs,
then it converges without.

� The terms are power functions For both polynomials and power series, each
summand is of the form ak xk with k a nonnegative integer.

� Partial sums are ordinary polynomials Every partial sum Sn of the power series∑∞
k=0 ak xk has the form

Sn = a0 + a1x + a2x2 + a3x3 + · · · + an xn,

that is, an ordinary polynomial of degree n.
� Easy to use Polynomials are easy to differentiate and integrate, term by term. So are

power series—if due care is taken for convergence. � We’ll return soon to this themeAn important proviso!
and see why it matters.



11.5 Power Series 585

Choos ing base po ints The polynomial functions

p(x) = 1 + 2x + 3x2 and q(x) = 1 + 2(x − 5) + 3(x − 5)2

are not much different—the q-graph is found by sliding the p-graph 5 units to the right.
The differences between p and q have to do with different choices of the base point: q is
said to be expanded about x = 5, whereas p is expanded about x = 0.

The same notion of base point applies to power series. For example, the two power
series

∞∑
k=0

2k xk and
∞∑

k=0

2k(x − 1)k

are written in powers of (x − 0) and powers of (x − 1), and so their respective base points
are x = 0 and x = 1. As with polynomials, the mathematical difference is small: The second
series is the result of shifting the first series one unit to the right.

P o w e r s e r i e s a s f u n c t i o n s
Any power series

S(x) =
∞∑

k=0

ak(x − x0)k = a0 + a1(x − x0) + a2(x − x0)2 + a3(x − x0)3 + · · ·

defines, in a natural way, a function of x . For a given input x , S(x) is the limit—if one
exists—of the power series.

Domains of power ser ies Any function given by a “formula” in x has a natural domain:
the set of x for which the formula makes sense. Power series are no different. The domain
of a power series function S(x) is the set of inputs x for which the series converges; this
set is also called the interval of convergence. We have seen, for instance, that

∑∞
k=0 xk

converges for x in (−1, 1), whereas
∑∞

k=0 xk/k! converges for x in (−∞, ∞).

E X A M P L E 3 A function S(x) is defined by the power series

S(x) =
∞∑

k=0

2k xk = 1 + 2x + 4x2 + 8x3 + · · · .

What is the domain of S? Is a simpler formula available for S?

S o l u t i o n We could use the ratio test. Instead, let’s think of S(x) as a geometric series
1 + r + r2 + r3 + · · · , with r = 2x :

S(x) = 1 + 2x + (2x)2 + (2x)3 + · · · .

A geometric series converges if |r | < 1; this one converges, therefore, if |2x | < 1, that is,
if |x | < 1/2. In that case the limit is 1/(1 − r) = 1/(1 − 2x). To summarize: The power
series S(x) has interval of convergence (−1/2, 1/2); for x in that interval,

S(x) = 1 + 2x + (2x)2 + (2x)3 + · · · = 1
1 − 2x

.

Thus, the function S has the simple formula S(x) = 1/(1 − 2x), but the formula holds
only if |x | < 1/2.
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F ind ing the interva l of convergence Given a power series, the first task is to find its
interval of convergence. For many series, the ratio test is all that is needed. We illustrate
with several (important) examples.

E X A M P L E 4 Where does S(x) = ∑∞
k=0(x − 5)k converge?

S o l u t i o n The series is geometric in powers of r = (x − 5):

S(x) = 1 + (x − 5) + (x − 5)2 + (x − 5)3 + · · · ,

and so it converges if (and only if) |r | = |x − 5| < 1. Thus, the convergence interval is
(4, 6)—the result of shifting (−1, 1) five units to the right.

E X A M P L E 5 Show that 1 + 2x + 3x2 + 4x3 + 5x4 + · · · =
∞∑

k=1

kxk−1 converges only for x

in (−1, 1). Guess a limit.

S o l u t i o n We will use the ratio test to check for absolute convergence. The ratio of
successive terms is ∣∣ak+1xk+1

∣∣∣∣ak xk
∣∣ = (k + 1)|x |k

k|x |k−1
= |x | · k + 1

k
.

This ratio tends to |x | as k → ∞, and so the series converges absolutely if |x | < 1.
If |x | = 1, the ratio test is inconclusive. But it is easy to see that if x = ±1, then∣∣kxk−1

∣∣ = |k| → ∞ as k → ∞.

Thus, by the nth term test, the series diverges if x = ±1. (It diverges for the same reason
if |x | > 1.) The interval of convergence is therefore (−1, 1), as claimed.

To guess a limit, let’s recall from Example 1 that the equation

S(x) = 1 + x + x2 + x3 + x4 + · · · = 1
1 − x

(1)

holds for |x | < 1. Differentiating all three quantities in Equation (1) suggests a natural
guess for the limit of the series at hand:

S′(x) = 1 + 2x + 3x2 + 4x3 + · · · = 1
(1 − x)2

.

With x = 1/2, for example, our guess is that

∞∑
k=1

k

(
1
2

)k−1

= 1 + 2
2

+ 3
4

+ 4
8

+ · · · = 1
(1 − 1/2)2

= 4.

Numerical evidence is promising: For the preceding series, S20 ≈ 3.999958038.

Good quest ions Our guess in Example 5 is reasonable (and correct), but it raises some
good questions:

� Is it legitimate to differentiate a series term by term?
� On what interval does the resulting series converge?
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� Is S′(x) the correct derivative of S(x)?
� Can we antidifferentiate a series function term by term?

We explore these questions informally in the following examples and return to them more
formally in the next section.

E X A M P L E 6 (Antidifferentiating a power series) Antidifferentiating the geometric
series

S(x) = 1 + x + x2 + x3 + · · · =
∞∑

k=1

xk−1

term by term gives the new series

T (x) = x + x2

2
+ x3

3
+ x4

4
+ x5

5
+ · · · =

∞∑
k=1

xk

k
.

Where does T (x) converge? Guess a limit.

S o l u t i o n Because S(x) converges for |x | < 1, we might expect the same of T (x). The
ratio test supports this guess:

lim
k→∞

∣∣ak+1xk+1
∣∣∣∣ak xk

∣∣ = lim
k→∞

|x | · k

k + 1
= |x |,

and so T (x) converges (absolutely) on the interval (−1, 1).
What happens at the endpoints? Setting x = ±1 in T (x) produces two series we

have seen before:

T (1) =
∞∑

k=1

1
k

; T (−1) =
∞∑

k=1

(−1)k

k
.

As we saw earlier, the first series diverges; the second converges conditionally (by the
alternating-series theorem). Thus, T converges for x in [−1, 1).

Because T (x) came from S(x) by antidifferentiation, it is reasonable to guess a
similar relationship for limits:

1 + x + x2 + x3 + · · · = 1
1 − x

=⇒ x + x2

2
+ x3

3
+ · · · = − ln(1 − x).

Numerical evidence suggests that we are right. If x = 1/2, the series gives
S20 ≈ 0.69314714, which is not far from − ln 1/2 ≈ 0.69314718.

E X A M P L E 7 Where does the power series
∑∞

k=0 k! xk converge?

S o l u t i o n Every power series converges at its base point—in this case, x = 0. But if
x 	= 0, the ratio test (applied to absolute values) gives

lim
k→∞

∣∣ak+1xk+1
∣∣∣∣ak xk

∣∣ = lim
k→∞

(k + 1)! |x |k+1

k! |x |k = lim
k→∞

(k + 1) · |x | = ∞,

and so the series diverges for all x 	= 0. This power series has, in a sense, the smallest
possible domain: It converges only if x = 0.
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L e s s o n s f r o m t h e e x a m p l e s
The preceding examples illustrate several useful properties of power series and their con-
vergence sets.

� Domains are intervals In each example we have seen, the convergence set turned
out to be an interval, centered at the base point. � This is no accident—every powerIn Example 7 the power series

converged only at the base
point x = 0. We’ll call the set
{0} an interval of radius 0.

series converges on an interval centered at the base point. The radius of this interval
is called the radius of convergence; it can be zero, finite, or infinite.

� Any radius of convergence is possible Every positive number R is a possible ra-
dius of convergence for a power series. Indeed, the series

∑∞
k=0 xk/Rk has radius of

convergence precisely R. �The ratio test shows this.
� At endpoints, anything can happen The series in Example 1 converges on the open

interval (−1, 1); the series in Example 6 converges on the “half-open” interval
[−1, 1). In fact, an interval of convergence may include either, both, or neither of its
endpoints—any combination is possible. (In practice, what matters most is the radius
of convergence; what happens at the endpoints can be interesting, but it is usually less
important.)

The following theorem summarizes our observations.

T H E O R E M 12 Let S(x) =
∞∑

k=0

ak(x − x0)k be a power series. The set of x for

which S(x) converges is an interval centered at x0; endpoints may or may not
be contained in the interval. The radius of convergence may be zero, finite, or
infinite.

The idea of proof The theorem says that if S(x) converges for x = C , then S(x) also
converges for |x | < |C |. Suppose, for instance, that

∑∞
k=0 ak xk converges for x = C = 1.

Then
∑∞

k=0 ak converges. By the nth term test, ak → 0 as k → ∞, and so the ak ’s must be
bounded in absolute value. This means that there is a number M > 0 such that |ak | ≤ M
for all k, which implies that

∣∣ak xk
∣∣ ≤ M |x |k

for all k. Now if |x | < 1, then the geometric series
∑∞

k=0 M |x |k converges; by comparison,
so does

∑∞
k=0

∣∣ak xk
∣∣. (A general proof for any value of C is not much harder.)

Power ser ies convergence , graph i ca l ly The nth partial sum of the power series
S(x) = ∑∞

k=0 ak xk is the polynomial

pn(x) = a0 + a1x + a2x2 + a3x3 + · · · + an xn.

To say that the power series converges for x in (−R, R) means that, for any x in that
interval, there is a number S(x) such that pn(x) → S(x) as n → ∞.

Sorting out exactly what this means and when it happens is a worthy challenge. Figure 1
gives a graphical sense of the situation for the geometric power series S(x) = ∑∞

k=0 xk .
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−1 −0.5 0.5 1

2

4

6

8

10

p1

p2

p3

p4

p6

1/(1 − x)

p5

F IGURE 1
On (−1, 1),

∞∑
k=0

xk converges to
1

1 − x

The graphs labeled p1 through p6 represent the first six partial sums. Over the interval
(−1, 1), they appear to approach the graph of the limiting function (shown darker) more
and more closely. Outside the interval (−1, 1) the polynomial graphs seem to diverge,
failing to approach any common limiting function.

B A S I C E X E R C I S E S

1. The power series
∞∑

k=1

xk/k has radius of convergence 1. Plot

the partial sum polynomials of degree 1, 2, 4, 6, 8, and 10
over the interval [−2, 2]. Is the interval of convergence of
the series apparent? Explain.

2. The power series
∞∑

k=1

(x − 3)k/k has radius of convergence 1.

Plot the partial sum polynomials of degree 1, 2, 4, 6, 8, and
10 over the interval [1, 5]. Is the interval of convergence of
the series apparent? Explain.

In Exercises 3–6, find the radius of convergence of the power
series.

3.
∞∑
j=1

( x

2

) j

4.
∞∑

k=1

xk

k 3k

5.
∞∑

k=1

xk

√
k

6.
∞∑

n=0

xn

n! + n

In Exercises 7–10, find the radius and the interval of convergence
of the power series.

7.
∞∑

n=0

(x − 2)n

8.
∞∑

n=2

(x − 3)2n

n4

9.
∞∑

n=2

(x + 5)n

n ln n

10.
∞∑

n=1

(x + 1)n

n

F U R T H E R E X E R C I S E S

11. Show that
∞∑

k=0

xk

Rk
converges on (−R, R), where R > 0 is a

constant.

12. Show that
∞∑

k=1

xk

k Rk
converges on [−R, R), where R > 0 is a

constant.

13. Show that
∞∑

k=1

xk

k2 Rk
converges on [−R, R], where R > 0 is a

constant.

14. Concoct a power series that converges on (−R, R], where
R > 0 is a constant.

In Exercises 15–20, give an example of a power series that has the
given interval as its interval of convergence.
[HINT: See Exercises 11–14.]

15. [−4, 4) 16. (−3, 3]
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17. [−1, 5]

19. (8, 16]

18. (−4, 0)

20. [−11, −3)

In Exercises 21–24, suppose that the power series
∞∑

k=0

ak xk con-
verges only if −2 < x ≤ 2.

21. Explain why the radius of convergence of the power series
is 2.

22. Explain why the power series
∞∑

k=0

ak(x − 1)k has radius of
convergence 2.

23. Show that the interval of convergence of
∞∑

k=0

ak(x − 3)k is
(1, 5].

24. Find the interval of convergence of
∞∑

k=0

ak(x + 1)k .

25. Suppose that
∞∑

k=0

ak(x − b)k converges only if −11 ≤ x < 17.

(a) What is the radius of convergence of the power
series?

(b) Determine the value of b.

26. Suppose that
∞∑

n=1

an converges and that |x | < 1. Show that
∞∑

n=1

an xn converges absolutely.

Suppose that the power series
∞∑

k=0

ak xk converges if x = −3 and

diverges if x = 7. In Exercises 27–32, indicate whether the state-
ment must be true, cannot be true, or may be true. Justify your
answers.

27. The power series converges if x = −10.

28. The power series diverges if x = 3.

29. The power series converges if x = 6.

30. The power series diverges if x = 2.

31. The power series diverges if x = −7.

32. The power series converges if x = −4.

Suppose that the power series
∞∑

k=0

ak (x + 2)k converges if x = −7

and diverges if x = 7. In Exercises 33–38, indicate whether the
statement must be true, cannot be true, or may be true. Justify
your answers.

33. The power series converges if x = −8.

34. The power series converges if x = 1.

35. The power series converges if x = 3.

36. The power series diverges if x = −11.

37. The power series diverges if x = 5.

38. The power series diverges if x = −5.

In Exercises 39–42, let f (x) =
∞∑

n=0

2xn

3n + 5
.

39. Explain why 10 is not in the domain of f .

40. Which of the numbers 0.5, 1.5, 3, and 6 are in the domain of
f ? Justify your answer.

41. Estimate f (1) within 0.01 of its exact value.

42. Estimate f (−1.5) within 0.01 of its exact value.

In Exercises 43–46, let h(x) =
∞∑

k=0

(x − 2)k

k! + k3
.

43. What is the domain of h? Justify your answer.

44. Estimate h(0) within 0.005 of its exact value.

45. Estimate h(1) within 0.005 of its exact value.

46. Estimate h(3) within 0.005 of its exact value.

In Exercises 47–50, let g(x) =
∞∑

n=1

(x + 4)n

n35n
.

47. What is the domain of g?

48. Estimate g(0) within 0.005 of its exact value.

49. Estimate g(1) within 0.005 of its exact value.

50. Estimate g(−5) within 0.005 of its exact value.

11.611.611.6 P O W E R S E R I E S A S F U N C T I O N S

Any power series

S(x) =
∞∑

k=0

ak(x − x0)k = a0 + a1(x − x0) + a2(x − x0)2 + a3(x − x0)3 + · · ·

can be thought of as a function of x ; its domain is the series’ interval of convergence—an
interval centered at x0. In this section we explore the remarkable—and useful—properties
of functions defined by power series. (For simplicity we will mainly use x0 = 0.)
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C a l c u l u s w i t h p o w e r s e r i e s
Given any power series S(x), convergent or divergent, it is easy to differentiate or anti-
differentiate term by term to produce new series we will call D(x) and A(x):

S(x) =
∞∑

k=0

ak xk = a0 + a1x + a2x2 + a3x3 + · · · ;

D(x) =
∞∑

k=1

kak xk−1 = a1 + 2a2x + 3a3x2 + · · · ;

A(x) =
∞∑

k=0

ak
xk+1

k + 1
= a0x + a1

x2

2
+ a2

x3

3
+ a3

x4

4
+ · · · .

Important questions arise:

� If the series S has radius of convergence r , is the same true of D and A?
� Even if we assume that S, D, and A all converge on (−r, r), must D be the derivative

of S in the ordinary calculus sense? Must A be an antiderivative of S?

The following theorem answers all these questions in the affirmative. Conveniently, every-
thing works just as we would hope.

T H E O R E M 13 ( D e r i v a t i v e s a n d a n t i d e r i v a t i v e s o f p o w e r s e r i e s ) Let
S(x) be a power series with radius of convergence r > 0. Let D(x) and A(x) be
defined as above.

� Both D and A have radius of convergence r .
� If |x − x0| < r , D(x) = S′(x).
� If |x − x0| < r , A′(x) = S(x).

The theorem says, among other things, that a function S given by a power series is differen-
tiable and that its derivative is another power series S′ with the same radius of convergence
as S. The same principle applies to S′, to S′′, and so on to show that S has infinitely many
derivatives—all available by repeated term-by-term differentiation.

E X A M P L E 1 For any x , ex = 1 + x + x2

2!
+ x3

3!
+ · · · . Explain why.

S o l u t i o n Let S(x) represent the preceding series. We saw in the last section that S(x)
converges for all x . By Theorem 13, S′ can be found by differentiating S term by term.
In this case, differentiation produces a curious result:

Differentiating S term by term leaves S unchanged.

But every differentiable function S for which S′ = S has the form S(x) = Cex . Since
S(0) = 1, it follows that C = 1; thus, S(x) = ex , as claimed.

W r i t i n g k n o w n f u n c t i o n s a s p o w e r s e r i e s
In earlier examples we have written several functions, including 1/(1 − x) and ex , in
power series form. Can other familiar functions be “represented” as power series? If so,
how?

Theorem 13 suggests some answers. But first let’s address an even more basic question.
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Why bother? Examples with the s ine funct ion Why write a function as a power series?
What good, for instance, is the equation

sin x = x − x3

3!
+ x5

5!
− x7

7!
+ x9

9!
− · · · , (1)

which holds for all real numbers x? � The next two examples suggest some answers.We’ll explain in the next
section why the equation
holds.

Trigonometric functions lack finite algebraic formulas; power series are the next best
thing. Using them lets us find approximate—but very accurate—values of trigonometric
(and other transcendental) functions.

E X A M P L E 2 (Transcendental family values) Use the series expression (1) to
approximate sin 1 accurately.

S o l u t i o n Substituting x = 1 into Equation (1) gives

sin 1 = 1 − 1
3!

+ 1
5!

− 1
7!

+ 1
9!

− 1
11!

+ · · · ,

an alternating series with terms decreasing (rapidly!) to zero. By the alternating series
theorem, each partial sum Sn of such a series differs from the limit by no more than the
size of the next term, an+1. In particular, the partial sum

1 − 1
3!

+ 1
5!

− · · · − 1
11!

≈ 0.8414709846

differs from sin 1 by no more than 1/13! ≈ 2 × 10−10. In other words, our estimate is
guaranteed accurate to at least nine decimal places—not bad for so little work!

As we have seen often, many integrals cannot be calculated in “closed form,” by
elementary antidifferentiation. Numerical methods—such as the midpoint rule—may help.
Infinite series, being easy to integrate, offer another way to transcend our troubles.

It, too, converges for all x .

E X A M P L E 3 (Hard integrals made easy) Find, in series form, an antiderivative for
sin(x2). Use it to estimate I = ∫ 1

0 sin(x2) dx . (For comparison, the midpoint rule applied
to I gives M50 ≈ 0.31025.)

S o l u t i o n The function sin(x2) has no elementary antiderivative, but it is easy to find an
antiderivative in series form. To do so, we replace x with x2 in the sine series (1) to
produce the new series

sin(x2) = x2 − x6

3!
+ x10

5!
− x14

7!
+ · · · .

(Because the original series converges for all x , so does this one.)
Antidifferentiating term by term gives yet another power series: �∫ x

0
sin(t2) dt = x3

3
− x7

7 · 3!
+ x11

11 · 5!
− x15

15 · 7!
+ · · · .

The result is not an elementary function, but it is an honest antiderivative for sin(x2),
and so we can find our definite integral in the obvious way:∫ 1

0
sin(x2) dx = x3

3
− x7

7 · 3!
+ x11

11 · 5!
− x15

15 · 7!
+ · · ·

]1

0

= 1
3

− 1
7 · 3!

+ 1
11 · 5!

− 1
15 · 7!

+ · · · .
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The alternating series theorem applies to the last series, and so the estimate∫ 1

0
sin(x2) dx ≈ 1

3
− 1

7 · 3!
+ 1

11 · 5!
− 1

15 · 7!
≈ 0.3102681578

is in error by no more than 1/(19 · 9!) ≈ 1.5 × 10−7 (the size of the next term). The
midpoint rule estimate agrees with the result through four decimal places.

New ser ies f rom old : He lp f rom algebra and ca l cu lus Power series can be found for
many familiar functions by applying simple algebra or calculus operations to a few standard
known series. Differentiating the sine series, for instance, gives the new series

cos x = 1 − x2

2!
+ x4

4!
− x6

6!
+ · · · ,

which, like the old one, converges for all x .
We can also start with another famous series,

1
1 − x

= 1 + x + x2 + x3 + x4 + x5 + · · · , (2)

which converges for |x | < 1. With a little algebraic ingenuity we can produce many other
useful series, all converging on the same set. Replacing x with −x in Equation (2) gives
the alternating series

1
1 + x

= 1 − x + x2 − x3 + x4 − x5 + · · · . (3)

Replacing x with x2 in Equation (3) gives still another alternating series:

1
1 + x2

= 1 − x2 + x4 − x6 + x8 − x10 + · · · .

Integrating this series term by term gives another striking result:

arctan x = x − x3

3
+ x5

5
− x7

7
+ x9

9
− · · · .

Setting x = 1 in this last series yields a really remarkable result:

π

4
= 1 − 1

3
+ 1

5
− 1

7
+ 1

9
− · · · .

(Caution is needed—these simple arguments show only that the series for arctan x is valid
if −1 < x < 1. Showing carefully that the series converges to π/4 at the endpoint x = 1
requires further argument.)

Mult ip ly ing power ser ies Convergent power series can be multiplied together, some-
thing like polynomials, to form new convergent series. As always with series, convergence
is a question. Here is the answer: The product of two power series converges wherever
both factors converge.

E X A M P L E 4 We have seen already that

1
1 − x

= 1 + x + x2 + x3 + · · · , and
1

1 + x
= 1 − x + x2 − x3 + · · · ,
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Multiply these series. Where does the new series converge? What familiar function does
the result represent?

S o l u t i o n Symbolically, the problem looks like this:

(1 + x + x2 + x3 + · · · ) · (1 − x + x2 − x3 + · · · ) = a0 + a1x + a2x2 + a3x3 + · · · .

We want numerical values for the constants on the right.
Both factors have infinitely many summands, and so ordinary expansion quickly

gets out of hand. To avoid this, we collect like powers right from the start. It is clear, for
instance, that a0 = 1 · 1 = 1; no other combination of factors yields a constant result.
Similarly, tracking the first and second powers of x gives

a1 = 1 · (−1) + 1 · 1 = 0; a2 = 1 · 1 + 1 · (−1) + 1 · 1 = 1.

Continuing this process reveals a simple pattern:

(1 + x + x2 + x3 + · · · ) · (1 − x + x2 − x3 + · · · ) = 1 + x2 + x4 + x6 + · · · .

The result is a geometric series in powers of x2; it converges for |x2| < 1, that is, if
−1 < x < 1.

What familiar function does the product series represent? Because the two factors
represent the functions 1/(1 − x) and 1/(1 + x), it follows that the product series
represents the product function 1/(1 − x2).

E X A M P L E 5 Find a power series for ln(1 + x); use it to estimate ln(1.5) with error
guaranteed to be less than 0.0001.

S o l u t i o n Integrating both sides of Equation (3) gives

ln(1 + x) =
∫

1
1 + x

dx =
∫ (

1 − x + x2 − x3 + · · · ) dx

= x − x2

2
+ x3

3
− x4

4
+ · · · .

(We used C = 0 as the constant of integration because our “target” function ln(1 + x)
has the value 0 when x = 0.) The new series, like the old, converges for x in (−1, 1). To
estimate ln(1.5), we plug in x = 0.5:

ln(1.5) = 0.5 − 0.52

2
+ 0.53

3
− 0.54

4
+ · · · =

∞∑
k=1

(−1)k+1 0.5k

k
.

Now the alternating series theorem applies. To achieve our target accuracy, we can use
any partial sum Sn for which

cn+1 = 0.5n+1

n + 1
< 0.0001.

It is easy to see that n = 10 works, with room to spare. In fact, S10 ≈ 0.405435; this
compares closely with the value ln 1.5 ≈ 0.405465 reported by a calculator.

A br ie f at las of power ser ies For easy reference, we collect a short list of “standard”
power series for basic calculus functions. In the next section we will see how to show
rigorously that the series really converge to the stated limits.
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A power series sampler

Function Series Convergence interval

sin x x − x3

3!
+ x5

5!
− x7

7!
+ x9

9!
− · · · (−∞, ∞)

cos x 1 − x2

2!
+ x4

4!
− x6

6!
+ x8

8!
− · · · (−∞, ∞)

ex 1 + x + x2

2!
+ x3

3!
+ x4

4!
+ x5

5!
+ · · · (−∞, ∞)

1
1 − x

1 + x + x2 + x3 + x4 + x5 + · · · (−1, 1)

1
1 + x

1 − x + x2 − x3 + x4 − x5 + · · · (−1, 1)

1

1 + x2
1 − x2 + x4 − x6 + x8 − x10 + · · · (−1, 1)

arctan x x − x3

3
+ x5

5
− x7

7
+ x9

9
− · · · [−1, 1]

W h a t ’ s n e x t ? A p o w e r s e r i e s f o r a n y f u n c t i o n
As we have seen, knowing a power series expression for one function can lead, via various
manipulations, to power series for related functions. A good question remains:

Given any function f , how can we find a power series “from scratch,” without
knowing a related series to begin with?

We answer this question in the next section.

B A S I C E X E R C I S E S

In Exercises 1–3, f (x) =
∞∑

k=0

( x

2

)k
.

1. What is the radius of convergence of the power series for f ?

2. According to Theorem 13, f ′(x) =
∞∑

k=1

k xk−1

2k
. What is the

radius of convergence of the series for f ′?

3. According to Theorem 13, F(x) =
∞∑

k=0

xk+1

(k + 1) 2k
is an an-

tiderivative of f . What is the radius of convergence of the
series for F?

4. Let f (x) = ln(1 + x). Show that the power series for f and
f ′ have the same radius of convergence but not the same
interval of convergence.

In Exercises 5–8, use the power series representation of 1/(1 − x)
to produce a power series representation of the function f .

5. f (x) = x2

1 + x

6. f (x) = 1
1 − x2

7. f (x) = 1
(1 + x)2

8. f (x) = x

1 − x4

In Exercises 9–12, find a power series representation of the func-
tion and the radius of convergence of the power series. Then plot
the function and the fifth-order polynomial that is a partial sum
of the power series on the same axes. [HINT: Write out the first
few terms of the series before trying to find the form of the general
term.]

9. f (x) = arctan(2x)

10. f (x) = cos(x2)

11. f (x) = x2 sin x

12. f (x) = ln
(
1 + x3

)
13. Use the partial sum of a series to estimate 1/

√
e with an error

less than 0.005.

14. Use the partial sum of a series to estimate
∫ 0.2

0
xe−x3

dx with

an error less than 10−5.
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15. Use power series to show that lim
x→0

(sin x − x)3

x (1 − cos x)4
= − 2

27
. 16. Show that lim

x→0+
x − sin x

(x sin x)3/2
= 1

6
.

F U R T H E R E X E R C I S E S

In Exercises 17–22, find a power-series representation of
the function and the radius of convergence of the power
series.

17. f (x) = 1
2 + x

18. f (x) = sin
(
x3
)

19. f (x) = sin x + cos x

20. f (x) = ln
(
1 + x2

)
21. f (x) = (x2 − 1) sin x

22. f (x) = ln
(

1 + x

1 − x

)

23. Use power series to show that y = ex is a solution of the DE
y′ = y.

24. Use power series to show that y = 2ex is the solution of the
IVP y′ = y, y(0) = 2.

25. Use power series to show that y = e3x is the solution of the
IVP y′ = 3y, y(0) = 1.

26. Use power series to show that y = sin x is a solution of the
DE y′′ = −y.

27. Use power series to show that y = 1/(1 − x) is the solution
of the IVP y′ = y2, y(0) = 1.

28. (a) Show that f (x) = tan x is the solution of the IVP f ′(x) =
1 + (

f (x)
)2

, f (0) = 0.

(b) Use part (a) to find the first four nonzero terms in the
power series representation of tan x .

In Exercises 29–34, use power series to evaluate the limit. Check
your answer using l’Hôpital’s rule.

29. lim
x→0

sin x

x

30. lim
x→0

ex − 1
x

31. lim
x→0

1 − cos x

x2

32. lim
x→0

arctan x

x

33. lim
x→0

ln(1 + x) − x

x2

34. lim
x→0

1 − cos2 x

x
[HINT: 1 − cos2 x = (

1 − cos(2x)
)
/2.]

35. Evaluate
∞∑

n=1

n

2n
exactly. [HINT: If f (x) =

∞∑
n=0

xn , then

f ′(x) =
∞∑

n=1

nxn−1.]

36. Show that
1

x − 1
=

∞∑
k=1

1
xk

if |x | > 1.

[HINT: 1/(x − 1) = x/(x − 1) − 1.]

37. (a) Use the formula for the sum of a geometric series to
show that

∞∑
k=1

xk

k
= − ln |1 − x |.

(b) What is the interval of convergence of the series in
part (a)?

(c) Show that if N ≥ 1, then

0 < ln 2 −
N∑

k=1

1
k 2k

≤ 1
(N + 1)2N

.

[HINT: − ln(1/2) = ln 2.]

38. Use a power series to show that x − x2/2 < ln(1 + x) < x for
all x in the interval (0, 1).

39. Use power series to show that 1 − cos x < ln(1 + x) < sin x if
0 < x < 1.

40. Let f (x) = 1
1 + x4

.

(a) Find a power series representation of f .

(b) What is the interval of convergence of the series in
part (a)?

(c) Use the series found in part (a) to evaluate
∫ 0.5

0
f (x) dx

with an error no greater than 0.001.

41. (a) Find the power series representation of an antiderivative
of e−x2

.

(b) Use the result from part (a) to estimate
∫ 1

0
e−x2

dx within

0.005 of its exact value.

42. Estimate
∫ 1

0
cos(x2) dx with an error no greater than

0.005.

43. Estimate
∫ 1

0

√
x sin x dx with an error no greater than

0.001.

44. Estimate
∫ 1000

0

e−10x sin x

x
dx with an error no greater than

5 × 10−5.
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In Exercises 45–50, find the first four nonzero terms in the power
series representation of the function.

45. f (x) = e2x ln(1 + x3)

47. f (x) = ex

1 − x

49. f (x) = esin x

46. f (x) = arctan x sin(4x)

48. f (x) = cos x

1 + x2

50. f (x) = ln(1 + sin x)

In Exercises 51–54, find the elementary function represented by
the power series by manipulating a more familiar power series
(e.g., the series for cos x , sin x , (1 − x)−1).

51.
∞∑

k=1

kxk−1

53.
∞∑

k=1

(−1)k+1xk

52.
∞∑

k=0

xk

(k + 1)!

54.
∞∑

k=1

(2x)k

k

11.711.711.7 T A Y L O R S E R I E S

In the preceding section we saw some of the practical advantages of writing a function as
a power series. We also saw ways of using a power series for one function to derive power
series for other functions. In this section we show, given a suitable function, how to find
its power series “from scratch” by matching derivatives. The idea is not new—we did the
same thing in Section 9.1, where we found Taylor polynomials. Here we extend these ideas
to find Taylor series—“infinite Taylor polynomials.”

Does every funct ion have a power ser ies? Mathematical life would be simpler if every
function f (x) could be written as a power series—ideally, a series that converges to f (x)
for all x . Alas, it isn’t so. At least two things can go wrong:

� Smaller domains A power series may have a smaller domain than the function it
represents. For instance, the series equation

1
1 + x2

= 1 − x2 + x4 − x6 + x8 − x10 + · · ·

holds if—but only if—|x | < 1, even though the left side is defined (and well behaved)
for all real numbers x .

� No series at all A function may have no series at all. As Theorem 13 (page 591) says,
every power series can be differentiated repeatedly on its interval of convergence. �
Thus, a function that has a power series with base point x = x0 must itself be repeat-

Each derivative is another
power series.

edly differentiable at x = x0. This means, for instance, that f (x) = |x | (which is not
differentiable at x = 0) has no power series with base point x = 0.

C o e f f i c i e n t s a n d d e r i v a t i v e s a t t h e b a s e p o i n t
A simple equation relates coefficients and derivatives of a power series. (We saw the same
principle at work for Taylor polynomials.) If

S(x) = a0 + a1(x − x0) + a2(x − x0)2 + a3(x − x0)3 + a4(x − x0)4 + · · · ,

then, clearly, S(x0) = a0. Differentiating S repeatedly gives

S′(x) = a1 + 2a2(x − x0) + 3a3(x − x0)2 + 4a4(x − x0)3 + · · · ;

S′′(x) = 2a2 + 6a3(x − x0) + 12a4(x − x0)2 + · · · ;

S′′′(x) = 6a3 + 24a4(x − x0) + · · · ;

...
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These equations show that

S(x0) = a0; S′(x0) = a1; S′′(x0) = 2a2; S′′′(x0) = 6a3; . . . .

The following Fact captures the general pattern:

F A C T If S(x) =
∞∑

k=0

ak(x − x0)k , then ak = S(k)(x0)
k!

for all k ≥ 0.

This Fact amounts to a recipe for cooking up a power series for a given function expanded
about a given base point x0.

E X A M P L E 1 Assuming that f (x) = sin x has a power series based at x = 0, find it.

S o l u t i o n To find the desired series

f (x) = a0 + a1x + a2x2 + a3x3 + · · · ,

we need “only” find the coefficients a0, a1, a2, a3, . . . . Finding infinitely many of
anything sounds difficult, but in this case it’s easier than it seems. For the sine function
(and for many functions of interest) the coefficients follow a simple pattern. The first
few derivatives of f (x) = sin x reveal the pattern:

f (0), f ′(0), f ′′(0), f ′′′(0), f (4)(0), . . . = 0, 1, 0, −1, 0, . . . .

By the preceding Fact, the series coefficients have a similar pattern:

a0, a1, a2, a3, a4, a5, a6, . . . = 0, 1, 0, − 1
3!

, 0,
1
5!

, 0, . . . .

Thus, the sine series is the one we have seen before:

sin x = x − x3

3!
+ x5

5!
− x7

7!
+ · · · .

It is not hard (using the ratio test) to show that this series converges for all x , as we had
hoped.

T a y l o r s e r i e s
Using the preceding Fact as a recipe for the coefficients, we can write a power series for
any function f that has repeated derivatives at x = x0.

D E F I N I T I O N ( T a y l o r s e r i e s ) Let f be any function with infinitely many

derivatives at x = x0. The Taylor series for f is the series
∞∑

k=0

ak(x − x0)k with

coefficients given by

ak = f (k)(x0)
k!

, k = 0, 1, 2, . . . .

If x0 = 0, then the series looks a little simpler; such series are called Maclaurin series after
the 17th-century Scottish mathematician Colin Maclaurin.
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E X A M P L E 2 The function f (x) = ln x is not defined at x = 0, and so there is no
Maclaurin series. Expand f about x = 1.

S o l u t i o n Derivatives of f (x) = ln x are easy for either a human or a machine to
calculate. Here are several:

f ′(x) = 1
x

; f ′′(x) = − 1
x2

; f ′′′(x) = 2
x3

; f (4)(x) = − 6
x4

.

At x = 1, therefore, we have

f (1) = 0; f ′(1) = 1; f ′′(1) = −1; f ′′′(1) = 2; f (4)(1) = −6, . . . ,

and so the Taylor coefficients are

a0 = 0; a1 = 1; a2 = −1
2

; a3 = 1
3

; a4 = −1
4

; . . . .

The Taylor series is therefore

(x − 1) − (x − 1)2

2
+ (x − 1)3

3
− (x − 1)4

4
+ · · · =

∞∑
k=1

(−1)k+1

k
(x − 1)k .

F ind ing Tay lor ser ies : he lp f rom techno logy Computing the necessary derivatives to
find a Taylor series by hand can be tedious and error prone. Technology can help. The
following, for instance, is how one computer algebra system finds Taylor polynomials
(partial sums of Taylor series) in the cases illustrated in the preceding examples:

> taylorpoly( sin(x), x=0, 7 );

3 5 7

x - 1/6 x + 1/120 x - 1/5040 x

> taylorpoly( ln(x), x=1, 7 );

2 3 4

x - 1 - 1/2 (x - 1) + 1/3 (x - 1) - 1/4 (x - 1)

5 6 7

+ 1/5 (x - 1) - 1/6 (x - 1) + 1/7 (x - 1)

C o n v e r g i n g t o t h e r i g h t p l a c e : T a y l o r ’ s t h e o r e m
Any function f that is infinitely differentiable at x = x0 has a Taylor series—ideally, one
with a large radius of convergence. One possible problem remains: The series might con-
verge at x but perhaps to a limit other than f (x).

Taylor’s theorem guarantees that this unfortunate event seldom occurs. We met
Taylor’s theorem in Section 9.2 (see Theorem 2, page 504); we used it there to predict
how closely a Taylor polynomial approximates its “target” function f . That question is
relevant here because Taylor polynomials are partial sums of Taylor series.

T H E O R E M 14 ( T a y l o r ’ s t h e o r e m ) Suppose that f is repeatedly differen-
tiable on an interval I containing x0 and that

Pn(x) = a0 + a1(x − x0) + a2(x − x0)2 + · · · + an(x − x0)n

is the nth-order Taylor polynomial based at x0. Suppose that for all x in I ,∣∣ f (n+1)(x)
∣∣ ≤ Kn+1.

Then
∣∣ f (x) − Pn(x)

∣∣ ≤ Kn+1

(n + 1)!
|x − x0|n+1.
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Observe:

� Estimating difference Taylor’s theorem estimates the difference between f (x) and
Pn(x). Unless Kn+1 grows very quickly with n, this difference tends to 0 as n → ∞, and
so the series converges to f (x).

� Why does it hold? We discussed the theorem’s proof at length in Section 9.2; an
important ingredient is the mean value theorem.

E X A M P L E 3 For f (x) = sin x , show that the Maclaurin series converges to sin x for
every value of x .

S o l u t i o n For f (x) = sin x , derivatives of all orders are sines or cosines or their
opposites, and so the inequality ∣∣ f (n+1)(x)

∣∣ ≤ 1

holds for all x and for all n. Thus, we can use Kn+1 = 1 for all n in Taylor’s theorem:

∣∣sin x − Pn(x)
∣∣ ≤ 1 · |x |n+1

(n + 1)!
.

The last quantity tends to 0 as n → ∞, regardless of the value of x . Hence, the series
converges, for all x , to sin x . The graphs in Figure 1 suggest what this convergence
means geometrically. �

−5 −4 −3 −2 −1 1 2 3 4 5

−3

−2

−1

1

2

3

P3P7 P1
P5

The dark curve is y = sin x.

F IGURE 1
Maclaurin polynomials converging to f (x) = sin x

Notice how the higher-order Maclaurin polynomials approximate the sine function
better than lower-order ones. For instance, P7, “sticks with” the sine curve much farther
than P1 or P3.

The same figure appears, with
additional comments, on
page 500.

B A S I C E X E R C I S E S

1. Let f (x) =
∫ x

3

√
te−t dt .

(a) Show that if x ≈ 3, then

f (x) ≈
√

3e−3(x − 3) − 5
12

√
3e−3(x − 3)2 + 23

216

√
3e−3(x − 3)3.

(b) Use Theorem 14 to bound the error made when f (3.5)
is estimated using the polynomial in part (a).

2. Let f (x) = √
1 + x .

(a) Find the first three nonzero terms in the Maclaurin series
for f .

(b) Use Theorem 14 to bound the approximation error made
if the Maclaurin polynomial from part (a) is used to es-
timate f (1).
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3. Let f (x) = e2x . What is the coefficient of x100 in the Maclau-
rin series representation of f ?

4. Let f (x) = x

1 − x3
.

(a) Find the Maclaurin series for f (x).
(b) What is the interval of convergence of the series in

part (a)?
(c) Use part (a) to find a power series for f ′′(x).

(d) Use part (a) to find the Maclaurin series for
∫ x

0
f (t) dt .

5. (a) Find the Maclaurin series representation of

f (x) = 1
2 + x

. [HINT:
1

2 + x
= 1

2
· 1

1 + (x/2)
.]

(b) Find f (259)(0) exactly.

6. Suppose that f is a function such that f (1) = 1, f ′(1) = 2,
and f ′′(x) = 1/(1 + x3) for x > −1.
(a) Estimate f (1.5) using a quadratic Taylor polynomial.
(b) Find an upper bound on the approximation error made

in part (a).

F U R T H E R E X E R C I S E S

7. Use Theorem 14 to show that the Maclaurin series for ex

converges to ex for all x .

8. Use Theorem 14 to show that the Maclaurin series
for 1/(1 + x) converges to 1/(1 + x) if −1/2 < x < 1.
[HINT: Consider the cases −1/2 < x < 0 and 0 ≤ x < 1 sep-
arately.]

9. Suppose that f is a function such that f (n) exists for all n ≥ 1.
(a) Explain why the Maclaurin series for f converges to f

if
∣∣ f (n)(x)

∣∣ ≤ n for all n ≥ 1 and all x .
(b) Does Theorem 13 guarantee that the Maclaurin series

for f converges to f if
∣∣ f (n)(x)

∣∣ ≤ 2n for all n ≥ 1 and all
x?

10. Let f (x) =

⎧⎪⎨
⎪⎩

1 − cos x

x2
if x 	= 0,

1
2

if x = 0.
Evaluate f (100)(0).

11. Let f (x) =
{

x−1 sin x if x 	= 0,

1 if x = 0.

(a) Find the Maclaurin series representation of f .
(b) What is the interval of convergence of the power series

found in part (a)?
(c) Use the series in part (a) to estimate f ′′′(1) with an error

no greater than 0.005.

12. Let f (x) =
{

e−1/x2
if x 	= 0,

0 if x = 0.

(a) Use the definition of the derivative (and l’Hôpital’s rule)
to show that f ′(0) = 0.

(b) Using methods similar to those in part (a), one can show
that f (k)(0) = 0 for all integers k ≥ 0. Use this fact to find
the Maclaurin series for f .

(c) What is the radius of convergence of the series in
part (b)?

(d) For which values of x does the series in part (b) converge
to f (x)?

111111
S U M M A R Y

Sequences Infinite series are formed by adding—in a special sense and with due care for
convergence—the terms of an infinite sequence. To get started, we defined and studied
sequences and their limits in their own right.

Ser ies and convergence An infinite series converges if its sequence of partial sums, Sn ,
formed from only finitely many terms, converge to a limit S. For a given series, the sequence
of partial sums may be hard to understand or handle directly. For geometric series, however,
partial sums (and therefore limits) are easy to calculate. Geometric series are our simplest
and most important examples.

Convergence tests The first question to ask about a series is whether it converges or
diverges. As with improper integrals, the question can be subtle. To answer it, we developed
several tests for convergence and divergence, including the comparison test, the integral
test, and the ratio test. All of these tests apply only to series of nonnegative terms.

Abso lute convergence Series that contain both positive and negative terms need special
care; they raise the notions of absolute versus conditional convergence. The alternating
series test handles certain series with terms that alternate in sign.
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Est imat ing l im i ts Many convergent series are difficult to sum exactly. With help from
technology, we can calculate specific partial sums and then estimate the error committed
in ignoring the upper tail.

Ser ies as funct ions “Infinite polynomials”—power series—are useful and convenient;
many standard calculus functions can be written in power series form. Power series, their
intervals of convergence, and their uses are the subjects of the last two sections of the
chapter.

Tay lor ser ies ; Tay lor ’s theorem Taylor series, constructed by matching derivatives of
a target function to those of a power series, give useful “formulas” for many calculus
functions, including transcendental ones such as sin x and ex . Taylor’s theorem guarantees
that, given appropriate conditions, the Taylor series of a function converges to the “right
place”—the value f (x).

R E V I E W E X E R C I S E S
In Exercises 1–8, find the limit of the sequence or explain why the
limit does not exist.

1. ak =
(π

e

)k

3. ak = (arcsin 1)k

5. an = n + 2
n3 + 4

7. ak = cos k

ln(k + 1)

2. ak = e−k

4. ak = k√
k + 10

6. ak = ln(1 + k2)
ln (4 + 3k)

8. ak = e−k sin k

In Exercises 9–34, determine whether the series converges abso-
lutely, converges conditionally, or diverges. If the series converges,
find an upper bound on its limit. If the series diverges, explain why.

9.
∞∑

k=0

(
1
k!

)2

10.
∞∑

n=3

1
n( ln n)3

11.
∞∑

n=1

(
n∑

k=1

k−1

)

12. 1 − 1
2

+ 1
2

− 1
4

+ 1
3

− 1
6

+ 1
4

− 1
8

+ 1
5

− 1
10

+ · · ·

13.
∞∑
j=1

j

5 j

15.
∞∑

m=0

e−m2

17.
∞∑

k=1

k!
(k + 1)! − 1

19.
∞∑

k=1

√
k

k2 + 1

21.
∞∑

k=0

(−1)k

(k + 1) 2k

14.
∞∑
j=1

j

j4 + j − 1

16.
∞∑

m=1

m3

m4 − 7

18.
∞∑
j=2

ln j

j2

20.
∞∑

k=0

(−2)k

7k + k

22.
∞∑

m=8

sin m

m3

23.
∞∑

n=1

cos(nπ)
n

25.
∞∑

k=1

kπ

ke

27.
∞∑
j=0

(
1
2 j

+ 1
3 j

)2

24.
∞∑

k=0

(−3)k

k3 + 3k

26.
∞∑

m=2

1
(ln 3)m

28.
∞∑

k=1

(∫ k+1

k

dx

x2

)

29.
∞∑

m=0

(∫ m

0
e−x2

dx
)

31.
∞∑

n=1

sin(1/n)

33.
∞∑

n=1

e−1/n

30.
∞∑

n=1

ln n

ln(3 + n2)

32.
∞∑

n=1

sin(1/n)
n

34.
∞∑

n=1

(
1 − e−1/n

)

35. (a) Estimate a lower bound for n! by comparing ln(n!) and∫ n

1
ln x dx .

(b) Let b be a positive number. Use part (a) to find an integer
N such that bN /N ! < 1/2.

36. Let ak =
∫ ∞

k

dx

2x2 − 1
.

(a) Evaluate lim
k→∞

ak . [HINT: 1/2x2 ≤ 1/(2x2 − 1) ≤ 1/x2

if x ≥ 1.]

(b) Does
∞∑

k=1

(−1)k+1ak converge absolutely? Justify your

answer.

(c) Does
∞∑

k=1

(−1)k+1ak converge? Justify your answer.
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In Exercises 37–48, find the interval of convergence (endpoint
behavior too!) of the power series.

37.
∞∑

m=1

xm

m2 + 1

39.
∞∑

k=1

(3x)k

41.
∞∑

n=1

(3x)n

n

43.
∞∑

m=0

(
x − 3

2

)m

45.
∞∑

k=1

(x − 1)k

k4k

47.
∞∑

i=1

(x + 5)i

i(i + 1)

38.
∞∑

n=1

nn xn

40.
∞∑

m=0

(3x)m

m!

42.
∞∑
j=1

(3x) j

j2

44.
∞∑
j=0

(x − 2) j

j!

46.
∞∑

n=1

(x − 1)n

√
n

48.
∞∑

m=1

2m(x − 1)m

m

Consider a power series of the form
∞∑

k=0

ak(x − 1)k . In Exer-

cises 49–53, indicate whether the statement must be true, cannot
be true, or may be true. Justify your answers.

49. The power series converges only if |x | > 2.

50. The power series converges for all values of x .

51. If the radius of convergence of the power series is 3, the
power series converges if −2 < x < 4.

52. The interval of convergence of the power series is [−5, 5].

53. If the interval of convergence of the power series is (−7, 9),
the radius of convergence is 7.

54. (a) Evaluate lim
x→1−

∞∑
k=0

(−1)k xk .

(b) Explain why the result in part (a) does not mean that
∞∑

k=0

(−1)k converges.

In Exercises 55–58, use power series to evaluate the limit. Check
your answers using l’Hôpital’s rule.

55. lim
x→0

1 − cos x

x

57. lim
x→0

x − arctan x

x3

56. lim
x→0

ex − e−x

x

58. lim
x→1

ln x

x − 1

In Exercises 59–62, find the Maclaurin series for f and determine
its radius of convergence.

59. f (x) = 2x = ex ln 2

60. f (x) = cos2 x = 1
2

(
1 + cos(2x)

)
61. f (x) = 5 + x

x2 + x − 2
= 2

x − 1
− 1

x + 2

62. f (x) = sin3(x) = 1
4

(
3 sin x − sin(3x)

)

63. Determine the coefficients ak such that
1

1 − x
=

∞∑
k=0

ak(x − 2)k .

[HINT:
1

1 − x
= − 1

1 + (x − 2)
.]

64. Is 1 − x + x2

2
− x4

8
+ x5

15
− x6

240
+ · · · the Maclaurin series

representation of the function f shown in the graph below?
Justify your answer.

−3 −2 −1 0 1 2 3
0

0.5

1

1.5

2

2.5

3

65. Suppose that f is a function that is positive, increasing, and
concave down on the interval [−2, 2].
(a) Is the coefficient of x2 in the Maclaurin series represen-

tation of f positive? Justify your answer.
(b) Let g(x) = 1/

√
1 + f (x). Is the coefficient of x2 in the

Maclaurin series representation of g positive? Justify
your answer.

66. Let Hn =
n∑

k=1

1
k

be the nth partial sum of the harmonic series,

let an = Hn − ln n, and let f (x) = ln(x + 1) − ln x − 1
x + 1

.

(a) Show that ln(n + 1) < Hn < 1 + ln n.
[HINT: Use the integral test.]

(b) Show that the sequence { an } is decreasing.

[HINT: Explain why ln(n + 1) − ln n =
∫ n+1

n
x−1 dx >

(n + 1)−1.]
(c) Use part (c) to show that lim

n→∞
an exists. (This limit, de-

noted by γ , is called Euler’s constant; γ ≈ 0.57722.)

(d) Show that f (x) = −
∫ ∞

x
f ′(t) dt .

(e) Use part (d) to show that f (x) >
1

2(x + 1)2
.

[HINT: If x > 0, then − f ′(x) = 1
x(x + 1)2

>
1

(x + 1)3
.]

(f) Show that an − γ =
∞∑

k=n

(ak − ak+1).

(g) Use parts (e) and (f) to show that
1

2(n + 1)
< an − γ <

1
2n

.

[HINT: f (k) = ak − ak+1.]

Exercises 67–76 explore some properties of the binomial series :

(1 + x)r = 1 +
∞∑

n=1

r(r − 1)(r − 2) · · · (r − n + 1)
n!

xn,

where r is a constant.

67. Show that the binomial series converges if |x | < 1.
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68. Show that
√

1 + x ≈ 1 + 1
2

x − 1
8

x2 + 1
16

x3 − 5
128

x4+
7

256
x5 ∓ · · ·.

In Exercises 69–72, find the first four nonzero terms of a power
series representation of the function.

69. f (x) = (
1 + x4

)3

71. f (x) = (
1 + x2

)−3/2

70. f (x) = 3
√

1 − x2

72. f (x) = arcsin x .

73. Estimate
∫ 0.4

0

√
1 + x3 dx with an error less than 5 × 10−4.

74. Let f (x) = (1 + x)r .
(a) Show that (1 + x) f ′(x) = r f (x).
(b) Let g(x) = (1 + x)−r f (x). Show that g′(x) = 0.
(c) Use part (b) to show that f (x) = (1 + x)r .

75. (a) Show that

arcsin x =
∫ x

0

dt√
1 − t2

= x+
∞∑

n=1

1 · 3 · 5 · · · (2n − 1)
2 · 4 · 6 · · · (2n)

x2n+1

2n + 1
.

(b) If n ≥ 1 is an integer, then
∫ π/2

0
sin2n+1 x dx =

2 · 4 · 6 · · · (2n)
3 · 5 · 7 · · · (2n + 1)

. Use this fact to evaluate
∫ 1

0

x2n+1

√
1 − x2

dx .

(c) Use parts (a) and (b) to show that
∫ 1

0

arcsin x√
1 − x2

dx =
∞∑

k=0

1
(2k + 1)2

.

(d) Use the substitution u = arcsin x to show that∫ 1

0

arcsin x√
1 − x2

dx = π2

8
.

(e) Use parts (c) and (d) to show that
∞∑

k=1

1
k2

= π2

6
.

76. Let f (x) = (1 + x)r . In this exercise we prove that the bino-
mial series converges to f .
(a) Use part (e) of Exercise 19 in Section 9.2

to show that Rn(x) = f (x) − Pn(x) is Rn(x) =
r · (r − 1) · (r − 2) · · · (r − n)

n!

∫ x

0

(x − t)n

(1 + t)n+1−r
dt .

(b) Suppose that 0 ≤ t ≤ x < 1. Show that
|x − t |
1 + t

≤ |x |.
(c) Use part (b) to show that if 0 ≤ x < 1, then∣∣Rn(x)

∣∣ ≤
∣∣(r − 1) · (r − 2) · · · (r − n)

∣∣
n!

xn
∣∣(1 + x)r − 1

∣∣.
(d) Use part (c) to show that the binomial series converges

to f if 0 ≤ x < 1.
(e) Adapt the reasoning in parts (b)–(d) to show that the

binomial series converges to f if −1 < x < 0.

77. (A proof that e is irrational.) Assume that e = m/n, where
m and n are positive integers.

(a) Explain why m!

∣∣∣∣∣1
e

−
m∑

k=0

(−1)k

k!

∣∣∣∣∣ ≤ m!
(m + 1)!

= 1
m + 1

.

(b) Explain why m!/e is an integer.

(c) Explain why m!
m∑

k=0

(−1)k

k!
is an integer.

[HINT: Start by explaining why m!/k! is an integer if k
is an integer and 0 ≤ k ≤ m.]

(d) Parts (a)–(c) imply that N = m!

∣∣∣∣∣1
e

−
m∑

k=0

(−1)k

k!

∣∣∣∣∣ is an in-

teger that is less than or equal to 1/(m + 1). Explain why
it follows that N = 0.

(e) Explain why the conclusion of part (d) is impossi-
ble and therefore e cannot be a rational number.

[HINT:
∞∑

k=m+1

(−1)k/k! 	= 0.]

78. (Cauchy condensation theorem) Let
∑∞

n=1 an be a series of
positive terms such that an+1 ≤ an for all n.
(a) Let m ≥ 1 be an integer. Explain why

2m−1a2m ≤ a2m−1+1 + a2m−1+2 + · · · + a2m ≤ 2m−1a2m−1 .

(b) Use part (a) to show that
1
2

m∑
k=1

2ka2k ≤
2m∑

k=2

ak .

(c) Use part (b) to show that if
1
2

∞∑
k=1

2ka2k diverges, then
∞∑

k=1

ak diverges.

(d) Let m and n be integers such that n ≤ 2m . Use part (a) to

show that
n∑

k=2

ak ≤
m∑

k=1

2k−1a2k−1 .

(e) Use part (d) to show that if
∞∑

k=0

2ka2k converges, then
∞∑

k=2

ak converges.

79. Use Exercise 78 to prove that the harmonic series diverges.

80. Use Exercise 78 and the properties of geometric series to

prove that
∞∑

k=1

1/k p converges if 21−p < 1 (i.e., p > 1) and

diverges otherwise.

81. Use Exercise 78 and the result of the previous exercise

to show that
∞∑

k=2

1
k(ln k)p

converges if p > 1 and diverges

otherwise.

82. Use the fact that
∫ ∞

0
tne−t dt = n! to show that∫ ∞

0
e−t sin(xt) dt = x

1 + x2
if |x | < 1.

83. (a) Use the trigonometric identity tan x = cot x − 2 cot(2x)
to show that

n∑
k=1

1
2k

tan
( x

2k

)
= 1

2n
cot

( x

2n

)
− cot x .

(b) Use part (a) to show that

∞∑
k=1

1
2k

tan
( x

2k

)
= 1

x
− cot x .
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84. Let In =
∫ π/4

0
tann x dx for any integer n ≥ 0.

(a) Show that {In} is a nonincreasing sequence (i.e.,
In+1 ≤ In).

(b) Show that In + In−2 = 1
n − 1

.

(c) Use parts (a) and (b) to show that
1

2(n + 1)
≤ In ≤

1
2(n − 1)

. [HINT: Part (b) implies that In+2 + In =
1/(n + 1).]

(d) Show that, if n ≥ 2, In = 1
n − 1

−
∫ π/4

0
tann−2 x dx .

(e) Use part (d) to show that I2n = (−1)n

(
π

4
+

n∑
k=1

(−1)k

2k − 1

)

for all integers n ≥ 1.

(f) Use parts (c) and (e) to show that
∞∑

k=1

(−1)k+1

2k − 1
= π

4
.

(g) Use part (d) to show that I2n+1 = (−1)n

(
1
2

ln 2+
n∑

k=1

(−1)k

2k

)
for all integers n ≥ 1.

(h) Use parts (c) and (g) to show that
∞∑

k=1

(−1)k

k
= − ln 2.



I N T E R L U D E Fourier Series
Fourier series are the infinite analogues of Fourier polynomials, which we defined and
explored briefly in Section 9.3. (In the same sense, Taylor series are the infinite version of
Taylor polynomials.)

D E F I N I T I O N Let f (x) be a function defined on [−π, π ]. The Fourier series for
f is the series

a0 + a1 cos x + b1 sin x + a2 cos(2x) + b2 sin(2x) + · · ·
+ an cos(nx) + bn sin(nx) + · · ·

with coefficients given by

a0 = 1
2π

∫ π

−π

f (x) dx ;

ak = 1
π

∫ π

−π

f (x) cos(kx) dx if k > 0;

bk = 1
π

∫ π

−π

f (x) sin(kx) dx if k > 0.

Naturally enough, Fourier series inherit many of their properties from Fourier polynomials.

P R O B L E M 1 Let f and g be functions defined on [−π, π ]; assume that f is odd and g is
even.

(a) Show that the Fourier series of f has ak = 0 for all k ≥ 0.

(b) Show that the Fourier series of g has bk = 0 for all k ≥ 1.

P R O B L E M 2 Show that the Fourier series for f (x) = x has the form

2
1

sin x − 2
2

sin(2x) + 2
3

sin(3x) − 2
4

sin(4x) + 2
5

sin(5x) − · · · .

What’s the general “formula” for bn?

P R O B L E M 3 Show that the Fourier series for f (x) = |x | has the form

π

2
− 4

π
cos x − 4

9π
cos(3x) − 4

25π
cos(5x) − 4

49π
cos(7x) − · · · .

(Note that bk = 0 for all k ≥ 1.)

Convergence and d ivergence of Four ie r ser ies Whether a Fourier series converges or
diverges for a given value of x is, in general, a difficult question—much more so than for
Taylor series. Although Taylor series converge for x in a particular interval, and diverge
elsewhere, the convergence set of a Fourier series may be quite complicated. Under suitably
strict conditions, however, a Fourier series does converge, and to the “right place”—to the
function value f (x) itself. The following theorem illustrates one set of (technical-looking)
conditions under which this happens.
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I N T E R L U D E
T H E O R E M 15 Let f be continuous on [−π, π], with f (−π) = f (π) and only
finitely many local maximum and minimum points in the interval [−π, π ]. Then
the Fourier series of f converges to f (x) for all x in [−π, π ].

P R O B L E M 4 This problem is about the function f (x) = |x |. Observe that Theorem 15
applies to f .

(a) Apply Theorem 15 with x = 0 to show that

1 + 1
9

+ 1
25

+ 1
49

+ · · · = π2

8
.

(b) Apply Theorem 15 with x = π/4; what series identity results?

(c) Apply Theorem 15 with x = π/2; what series identity results?

P R O B L E M 5 Experiment with Theorem 15, the function f (x) = x2, and an appropriate
value of x to show that

∞∑
k=1

1
k2

= 1 + 1
4

+ 1
9

+ · · · = π2

6
.
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C H A P T E R O U T L I N E

12.1 Three-Dimensional Space
12.2 Curves and Parametric

Equations
12.3 Polar Coordinates and Polar

Curves
12.4 Vectors
12.5 Vector-Valued Functions,

Derivatives, and Integrals
12.6 Modeling Motion
12.7 The Dot Product
12.8 Lines and Planes in Three

Dimensions
12.9 The Cross Product

121212
C U R V E S A N D V E C T O R S

12.112.112.1 T H R E E - D I M E N S I O N A L S P A C E

Single-variable calculus is done mainly in the two-dimensional xy-plane. The Euclidean
plane, also known as R

2, is the natural home of many familiar calculus objects: the graph
of y = f (x), tangent lines to that graph at various points, and the various regions whose
areas we might measure by integration.

To do multivariable calculus, we need more room. The graph of z = f (x, y), where
f is a function of two input variables, lives in three-dimensional xyz-space. With three
dimensions to work in, we will “see” not only this graph but a variety of multivariable
analogues of derivatives and integrals. This section explores three-dimensional Euclidean
space, or R

3, where we will spend most of our time.
In another sense, of course, we spend all of our time in R

3. In everyday usage, “space”
connotes three physical dimensions. The intuition we gain from living in three spatial
dimensions is often useful in mentally picturing and manipulating the objects of multivari-
able calculus. Familiar as it is, however, three-dimensional space poses special problems
for visualization. Two-dimensional pictures (on paper or on a computer screen) of three-
dimensional objects are always more or less distorted or incomplete. Minimizing such
problems is an active science (and an art) in its own right; doing so means carefully con-
trolling viewpoint, perspective, shading, lighting, and other factors.

This book’s main subject is multivariable calculus, not computer graphics (although
we sometimes mention computer graphics), and so we draw pictures to illustrate ideas as
simply as possible, not necessarily to look as lifelike as possible. It is worth remarking,
however, that many of the basic tools and methods of computer graphics draw directly on
the ideas we will develop in this chapter.

C a r t e s i a n c o o r d i n a t e s i n t h r e e d i m e n s i o n s
The idea of Cartesian coordinates is the same in both two and three dimensions, but the
pictures look a little different. (See Figure 1.). Recall the formalities in the xy-plane: A
Cartesian coordinate system consists of an origin, labeled O , and horizontal and vertical
coordinate axes, labeled x and y, passing through O . On each axis we choose a positive
direction (usually “east” and “north”) and a unit of measurement (not necessarily the
same on both axes).

608



12.1 Three-Dimensional Space 609

b

a
(a) A 2-D coordinate system (b) A 3-D coordinate system

O
x

y

(a, b)

b

a

c

y

x

z

(a, b, c)

F IGURE 1
Coordinate systems

Given such a coordinate system, every point P in the plane corresponds to one and
only one ordered pair (a, b) of real numbers, called the Cartesian coordinates of P . The
pair (a, b) can be thought of as P’s “Cartesian address.” To reach P from the origin, move a
units in the positive x-direction and b units in the positive y-direction. (If a or b is negative,
go the other way.)

Coordinates in three-dimensional xyz-space work the same way—but with three co-
ordinate axes labeled x , y, and z. Each axis is perpendicular to the other two. � To reach

There’s “room” in R
3 for

three mutually perpendicular
axes. R

2 has room for only
two.

the point P = (a, b, c) from the origin, go a units in the positive x-direction, b units in the
positive y-direction, and c units in the positive z-direction. � As Figure 1 illustrates, the If any of a, b, or c is negative,

go the other way.resulting point P = (a, b, c) can also be thought of as a corner (the one opposite the origin)
of a rectangular solid with dimensions |a|, |b|, and |c|.

Quadrants and octants The two axes divide the xy-plane into four quadrants, defined
by the pattern of positive or negative x- and y-coordinates. The analogous regions in xyz-
space are called octants. The first octant, for instance, consists of all points (x, y, z) with
all three coordinates positive. In the preceding picture, only the first octant is visible. The
next picture gives another view. There are eight octants in all in xyz-space—one for each
of the possible patterns of signs of the three coordinates: (+, +, +), (+, +, −), (+, −, +),
(+, −, −), (−, +, +), (−, +, −), (−, −, +), (−, −, −).

Coord inate p lanes One can think of the first octant as a room with the origin at the lower
left corner of the front wall. At this point, three walls meet, all at right angles. These “walls”
are known as the coordinate planes: the yz-plane (the front wall), the xy-plane (the floor),
and the xz-plane (the left wall). The coordinate planes correspond to simple equations in
the variables x , y, and z. The yz-plane, for example, is the graph of the equation x = 0,
that is, the set of all points (x, y, z) that satisfy the equation x = 0. Similarly, the xy- and
xz-planes are graphs of the equations z = 0 and y = 0, respectively.

Many poss ib le v iews The xy-plane, being “flat,” is relatively easy to draw. Simulating
three-dimensional space on a flat page or computer screen is much harder, and there is
always some price to be paid in distortion. For example, in 3-D reality, the x-, y-, and z-axes
are all perpendicular to each other, but no flat picture can really show this. The axes in
Figure 2, for instance, do not make right angles on the page.
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2

3
−3

1

x

z

y
(0, 2, 1)

(3, 2, 1)

(3, 2, 0)

(1, −3, −1)

F IGURE 2
Another view of 3-D space

This view of xyz-space differs from that in Figure 1 in several ways:

� Horizontal and vertical The xy-plane (in which the shaded “floor tiles” lie) is drawn
to appear horizontal. The z-axis is vertical; the positive direction is up. This is a standard
convention; we will follow it consistently.

� Hidden lines The dashed lines in the picture lie “below” the xy-plane. They would be
hidden from view if the xy-plane (the “floor”) were opaque. How much of xyz-space is
considered to be visible is a matter of choice. Sometimes only the first octant is shown.

� Positive directions An arrow on each axis indicates the positive direction. The 3 × 2
block of shaded squares lies in the first quadrant of the xy-plane. The other shaded
squares lie in the plane’s fourth quadrant.

� Plotting points: positive and negative coordinates Any point P = (a, b, c) is plotted
the same way: From the origin, move a, b, and c units in the positive x-, y-, and
z-directions, respectively. (If a coordinate is negative, move in the opposite direction.)

� Where’s the viewer? Figure 2 is drawn as though the viewer were floating somewhere
above the fourth quadrant of the xy-plane. In Figure 1(b), by contrast, the viewer seems
to hover somewhere above the first quadrant. There is nothing sacred about either
viewing angle; we will use various viewpoints as we go along. �So do various computer

plotting packages. � No perspective To a human viewer, rectangular boxes like those in Figures 1 and 2
would appear in perspective: The sides would taper toward a vanishing point. For the
sake of simplicity, we ignore perspective effects in most of the pictures in this book.
An important moral is as follows: There is no single “best” picture of a 3-D object;

choosing a good or convenient view may depend on properties of the object, what needs
emphasis, or even the drawing technology at hand. �Computer, calculator, pencil,

sharp stick, . . . .

D i s t a n c e a n d m i d p o i n t s
Let P = (x1, y1) and Q = (x2, y2) be any two points in the xy-plane. Recall that the distance
from P to Q � is given by the familiar Pythagorean formulaOr from Q to P—it doesn’t

matter.

d(P, Q) =
√

(x2 − x1)2 + (y2 − y1)2

and that the midpoint M of the segment joining P to Q has these “averaged” coordinates:

M =
(

x1 + x2

2
,

y1 + y2

2

)
.

The formulas in three dimensions are not much different.
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D E F I N I T I O N The distance between P = (x1, y1, z1) and Q = (x2, y2, z2) is

d(P, Q) =
√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2.

The midpoint of the segment joining P and Q has coordinates

M =
(

x1 + x2

2
,

y1 + y2

2
,

z1 + z2

2

)
.

Both definitions are simply three-dimensional versions of the corresponding formulas
in the xy-plane. In both two and three dimensions, for example, distance is computed as
the square root of the sum of the squared differences in coordinates. � In either two or three

dimensions, the distance
formula reflects the
Pythagorean rule. See the
exercises for more details.

E X A M P L E 1 Consider the points P = (0, 0, 0) and Q = (2, 4, 6). Find the distance
from P to Q and the midpoint M of the segment joining them. How far is M from P
and from Q?

S o l u t i o n By the distance formula,

d(P, Q) =
√

(2 − 0)2 + (4 − 0)2 + (6 − 0)2 =
√

56 ≈ 7.483.

According to the formula, the midpoint is M(1, 2, 3); each coordinate of M splits the
difference between the corresponding coordinates of P and Q. To see why M deserves
the name “midpoint,” notice that

d(P, M) =
√

(1 − 0)2 + (2 − 0)2 + (3 − 0)2

=
√

(2 − 1)2 + (4 − 2)2 + (6 − 3)2 =
√

14 ≈ 3.742.

Thus, M lies halfway between P and Q, as a midpoint should.

E q u a t i o n s a n d t h e i r g r a p h s
The graph of an equation in x and y is the set of all points (x, y) that satisfy the equation.
The graph of x2 + y2 = 1, for instance, is a circle of radius 1 in the xy-plane, centered at the
origin. The graph of the equation x = 0 is the y-axis. � The graph of an equation

may or may not be the graph
of a function. The unit circle
is not a function graph.

The same idea applies for three variables: The graph of an equation in x , y, and z is
the set of points (x, y, z) in space that satisfy the equation. Figure 3 shows three simple
examples, all in the first octant.

y

x

z

y

x

z

y

x

zx = 0 z = 3 y = 2

3

0
2

F IGURE 3
Three simple graphs
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Solutions of the equation x = 0 are points of the form (0, y, z), and so the graph is the
yz-plane. Similarly, solutions of z = 3 are all points of the form (x, y, 3), and thus the graph
is a horizontal plane floating 3 units above the xy-plane. The graph of y = 2 is parallel to
the xz-plane but moved 2 units in the positive y-direction.

Notice that, in each case, the graph of an equation in x , y, and z is a plane—a two-
dimensional object. In contrast, the graph of one equation in x and y is usually a curve or
a line—a one-dimensional object. The pattern is the same in both cases: The graph of an
equation in n variables usually has dimension n − 1.

A few important types of graphs in xyz-space deserve special mention.

Planes A linear equation is one of the form ax + by + cz = d, where a, b, c, and d are
constants and at least one of a, b, and c is nonzero. � (All three equations plotted in

What goes wrong if
a = b = c = 0?

Figure 3 are linear.) They illustrate an important general fact:

The graph of a linear equation is a plane in xyz-space.

To draw planes in xyz-space, we can use the fact that a plane is uniquely determined by
three points.

Not every line in the xy-plane
intercepts both axes; not every
plane in space intercepts all
three axes. See this section’s
exercises for further details.

E X A M P L E 2 Plot the linear equation x + 2y + 3z = 3 in the first octant.

S o l u t i o n Let’s first find some points (x, y, z) that satisfy x + 2y + 3z = 3. There are
infinitely many possibilities. Given any values for x and y, the equation determines a
corresponding value for z. If, say, x = 1 and y = 1, then x + 2y + 3z = 3 can hold only if
z = 0. Similarly, setting y = 2 and z = 3 forces x = −10. Among the simplest solutions
are

P = (3, 0, 0); Q =
(

0,
3
2
, 0

)
; R = (0, 0, 1).

These solutions are both easy to find (set any two coordinates to zero and solve for the
third) and easy to plot (they lie on the coordinate axes). Figure 4 shows the resulting
plane:

Q

P

R

y

x

z

3

1

3  2

F IGURE 4
A plane in the first octant: x + 2y + 3z = 3

Observe some main features of the plane:

� Intercepts A typical line in the xy-plane has x- and y-intercepts where the line
intersects the coordinate axes. In a similar sense, a typical plane in xyz-space has x-,
y-, and z-intercepts. The intercepts in Figure 4 are P , Q, and R. �
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� Traces If we “slice” a surface in xyz-space with a plane, the intersection of the
surface with the plane is called the trace of the surface in that plane. The plane p in
Figure 4 meets each of the three coordinate planes in a straight line. Those three
lines are therefore the traces of the surface x + 2y + 3z = 3 in the xy-plane, the
xz-plane, and the yz-plane, respectively.
It is easy to find equations for these traces. For example, a point (x, y, z) lies both in
the plane p and in the xy-plane if and only if it satisfies both x + 2y + 3z = 3 and
z = 0. Setting z = 0 in the first equation gives x + 2y = 3—as expected, the equation
of a line in the xy-plane. This line is therefore the trace of p in the xy-plane. � Do you see this line in

Figure 4?

Spheres In the plane, a circle of radius r > 0 and center C = (a, b) is the set of points
P = (x, y) at distance r from (a, b). Translating this description into symbolic language
produces the familiar formula for a circle in the plane:

d(P, C) =
√

(x − a)2 + (y − b)2 = r , or (x − a)2 + (y − b)2 = r2.

(Squaring both sides does no harm and simplifies the equation’s appearance.)
The object in space that is analogous to a circle in the plane is a sphere of radius r .

Like a circle, a sphere is “hollow,” resembling an empty orange skin. Adding the interior
(the edible part of the orange) produces a ball. Like a circle, a sphere is the set of points
at some fixed distance—the radius—from a fixed center point. Given a radius r > 0 and
a center point C(a, b, c), the sphere of radius r centered at C is the set of points (x, y, z)
such that

d(P, C) =
√

(x − a)2 + (y − b)2 + (z − c)2 = r,

or, equivalently,

(x − a)2 + (y − b)2 + (z − c)2 = r2.

The simplest example, the unit sphere, has center (0, 0, 0) and radius 1. Its equation reduces
to this simple form:

x2 + y2 + z2 = 1.

Drawing circles in the xy-plane is easy, even by hand. Drawing spheres (or any “curved”
objects, for that matter) convincingly by hand is admittedly harder, � but rough sketches For instance, circles in space

usually look “flattened.”often suffice.
One way to visualize any surface is to analyze its traces in various planes. Doing so for

the sphere is relatively easy.

In still other words, the unit
circle is the unit sphere’s
“equator.”

E X A M P L E 3 The unit sphere S has equation x2 + y2 + z2 = 1. If we set z = 0 in this
equation we get x2 + y2 = 1, which describes the unit circle in the xy-plane. This means,
geometrically, that S intersects the xy-plane (where z = 0) in the unit circle x2 + y2 = 1.
In other words, the unit circle is the trace of S in the xy-plane. �

1. Find the traces of S in the yz-plane and in the xz-plane.

2. Find the traces of S in the planes z = 1/2, z = 9/10, z = 1, and z = 2.

S o l u t i o n

1. Setting x = 0 in x2 + y2 + z2 = 1 gives y2 + z2 = 1—the unit circle in the yz-plane.
Similarly, setting y = 0 in x2 + y2 + z2 = 1 gives x2 + z2 = 1—the unit circle in the
xz-plane.
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2. Setting z = 1/2 in x2 + y2 + z2 = 1 gives x2 + y2 = 3/4—a circle of radius
√

3/2
centered at (0, 0) in the plane z = 1/2. Similarly, setting z = a in x2 + y2 + z2 = 1 gives
the equation

x2 + y2 = 1 − a2.

If a2 < 1, this describes a circle with radius
√

1 − a2 and center (0, 0), lying in the
plane z = a. Notice that if a = ±1, the “circle” reduces to a single point, while if a2 > 1
(e.g., if a = 2) the resulting equation has no solutions and thus the trace is empty.

Recogn iz ing spheres Recognizing linear equations is easy. Algebraic methods, such
as completing the square, can help reveal the geometric form of more complicated
equations.

E X A M P L E 4 Is the graph of x2 − 2x + y2 − 4y + z2 − 6z = 0 a sphere? If so, which
sphere?

S o l u t i o n First we complete the square in each variable separately:

x2 − 2x + y2 − 4y + z2 − 6z = 0 ⇐⇒
(x2 − 2x + 1) + (y2 − 4y + 4) + (z2 − 6z + 9) = 1 + 4 + 9 ⇐⇒

(x − 1)2 + (y − 2)2 + (z − 3)2 = 14.

The last form shows that our equation describes a sphere of radius
√

14 centered at
(1, 2, 3). The equation also shows that the sphere passes through the origin. Figure 5
shows all:
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F IGURE 5
Graph of x2 − 2x + y2 − 4y + z2 − 6z = 0

Cy l inders What is the graph of the equation y = x2? The answer depends on where we
are working. In the xy-plane, the graph is the familiar parabola—the set of all points (x, x2).
As Figure 6 shows, the same equation looks different in xyz-space:
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F IGURE 6
Graph of y = x2 in xyz-space

Notice some properties of the graph:
� A missing variable The graph is unrestricted in the z-direction—it contains all points

that lie directly above or below the graph of y = x2 in the xy-plane. � The graph has
In other words, the graph has
“vertical walls.”

this property because z is “missing” in the equation y = x2. This means that if (x, y)
satisfies the equation, then so does every point (x, y, z) regardless of the value of z.

� What is a cylinder? Graphs like this one, in which at least one of the variables is
unrestricted, are called cylinders. Any equation that omits one or more variables—
y = z, say—has a cylindrical graph. Plotting cylinders is comparatively simple. If the
equation involves only y and z, for instance, we first plot the equation in the yz-plane
and then “extend” the graph in the x-direction.

In everyday speech “cylinder” usually means “circular tube,” but as Figure 6 illustrates,
the mathematical notion of a cylinder is more general. � Example 5 concerns another Even the coordinate planes

are “cylinders.”“cylindrical” graph.

The surface, like many
graphs, continues forever;
a picture shows only part of
the graph.

E X A M P L E 5 Discuss the graph in xyz-space of the equation z = 2 + sin y. Interpret
the result as a cylinder.

S o l u t i o n There’s no variable x in the equation, and so the graph is unrestricted in the
x-direction: It is a cylinder in x . Figure 7 gives a representative view: �

10
5

0
−5 −10

10

−5

0

5

−10

0

1

2

3

4

x

y

z

F IGURE 7
Graph of z = 2 + sin y
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The graph resembles the surface of an ideal ocean with regular waves moving parallel
to the y-axis. Each wave is infinitely long, and all troughs and crests run parallel to the
x-axis. Notice especially how the surface meets the yz-plane. The curve of
intersection—the trace of the surface in the yz-plane—is the ordinary sine curve
z = 2 + sin y. �The entire surface can be

thought of as infinitely many
identical copies of this curve,
one for each value of x .

All these parabolas justify the
name “paraboloid.”

E X A M P L E 6 Figure 8 shows the surface S (called a paraboloid) defined by the
equation z = x2 + y2.
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F IGURE 8
Graph of z = x2 + y2: a paraboloid

Discuss the traces of S in several planes �.

S o l u t i o n The trace of S in any plane � is the intersection of S and �. Therefore,
points on the trace of S in � are those that satisfy two equations—those of S and of �.
Points on the trace of S in the xy-plane, for instance, satisfy both

z = 0 and z = x2 + y2.

Substituting the first equation into the second gives 0 = x2 + y2; clearly, the only
solution is x = y = 0. Thus, the trace of S in the xy-plane is a single point—the origin.
(Find it in Figure 8.)

Now suppose that � is the xz-plane, whose equation is y = 0. Substituting this
equation into z = x2 + y2 gives z = x2, the equation of a parabola in the xz-plane.
Similarly, the trace of S in the yz-plane (with equation x = 0) is the parabola z = y2.
These traces, too, can be seen in Figure 8. Indeed, all the black curves superimposed on
the surface shown are traces of S with planes of the form x = a or y = b.

Now let � be any plane of the form x = a, where a is a constant. Substituting x = a
into z = x2 + y2 gives z = a2 + y2—once again the equation of a parabola opening
upward. Similarly, the trace of S in any plane y = b is the parabola with equation
z = x2 + b2. �

Finally, let � be any “horizontal” plane, with equation z = c; then the trace
equation is c = x2 + y2. If c > 0, this equation describes a circle with radius

√
c and
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center (0, 0); if c < 0, the equation c = x2 + y2 has no solutions and the trace is thus
empty. The picture illustrates these facts, too. Notice, for example, that if c < 0, then the
plane z = c misses S entirely.

B A S I C E X E R C I S E S

In Exercises 1–5, find an equation in x , y, and z for the graph in
xyz-space of

1. a sphere of radius 2, centered at the origin.

2. a sphere of radius 1, centered at (1, 1, 1).

3. a circular cylinder of radius 1, centered along the y-axis.

4. a circular cylinder of radius 2, centered along the z-axis.

5. a cylindrical surface that resembles an ocean with waves
rolling in the x-direction. [HINT: See Example 5.]

6. (a) Plot the equation z = y2 in xyz-space.
[HINT: Start in yz-space.]

(b) Is the surface in part (a) a cylinder? If so, what is the
unrestricted direction?

7. (a) Plot the equation z = x2 in xyz-space.
(b) Is the surface in part (a) a cylinder? If so, what is the

unrestricted direction?

8. Plot the equation x2 + y2 = 1, first in xy-space and then in
xyz-space. Discuss the relationship between the two graphs.

9. We said in this section that xyz-space contains eight differ-
ent octants. List eight points, all with coordinates ±1, one in
each octant. Draw a picture showing all eight points.

10. Consider the plane p with equation 4x + 2y + z = 4.
(a) Find the x-, y-, and z-intercepts of p. Use them to draw

a picture of p in the first octant.
(b) Find the traces of p in each of the three coordinate

planes. How do your answers appear in the picture in
part (a)?

Let S be the surface with equation z = x2 + y. In Exercises 11–16,
describe the trace of S in each plane below. (Give an equation of
the trace and describe its shape.)

11. z = 0

12. z = 2

13. x = 0

14. x = 1

15. y = 0

16. y = 3

17. Let S be the unit sphere x2 + y2 + z2 = 1. Describe the trace
of S in each plane below.
(a) z = 0
(b) z = 1/2
(c) z = 1
(d) z = 2

18. Let S be the sphere x2 + y2 + z2 = 8. Describe the trace of S
in each plane below.
(a) z = 0
(b) x = 1
(c) y = 2
(d) z = 3

Let S be the surface x + 2y + 3z = 3. In Exercises 19–22, describe
the trace of S in the given plane.

19. x = 0

20. y = 2

21. z = 1

22. z = 3

23. Find an equation for the trace of the surface y = x2 − z3 in
the yz-plane.

In Exercises 24–27, plot (by hand or using technology) the given
equation in xyz-space and then describe the graph in words.

24. y2 + z2 = −1

25. y2 + z2 = 0

26. y2 − z2 = 0

27. y2 + z = −1

F U R T H E R E X E R C I S E S

28. The equation z = 3 omits two variables. Therefore, its graph
in xyz-space should be a cylinder in both the x-direction and
the y-direction. Is it? What is the trace of the graph in each
of the coordinate planes?

29. The graph of x2 + y2 − 6y + z2 − 4z = 0 is a sphere. Find the
center and radius; then draw the sphere.

Exercises 30–33 concern the linear equation Ax + By = C and its
graph (a line) in the xy-plane. Here A, B, and C are constants,
and we assume that A and B are not both zero.

30. What goes wrong if A = B = 0?

31. (a) Find the slope of the line Ax + By = C .
(b) Which lines have undefined slope?
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32. (a) Find the y-intercept of the line Ax + By = C .
(b) Which lines have no y-intercept?

33. (a) Find the x-intercept of the line Ax + By = C .
(b) Which lines have no x-intercept?

Exercises 34–36 consider the linear equation Ax + By + Cz = D
and its graph (a plane) in xyz-space. Here A, B, C , and D are all
constants, and we assume that A, B, and C are not all zero.

34. We assumed that A, B, and C are not all zero. What goes
wrong if A = B = C = 0?

35. (a) Find (if possible) an x-intercept of the plane Ax + By +
Cz = D. (Set y = 0 and z = 0, and then solve for x .)

(b) Give an example of a plane with no x-intercept.

36. (a) Find (if possible) a z-intercept of the plane Ax + By +
Cz = D.

(b) Give an example of a plane with no z-intercept.

We said in this section that, as a rule, a line in the xy-plane inter-
cepts both coordinate axes, and a plane in xyz-space intercepts all
three coordinate axes. Exercises 37–40 explore some exceptions.

37. Give an example of a line in the xy-plane that intercepts the
x-axis but not the y-axis. Write an equation for your line in
the form ax + by = c.

38. Consider the plane x = 1 in xyz-space. Find all possible in-
tercepts with the three coordinate axes.

39. Consider the plane x + 2y = 1 in xyz-space. Find all possible
intercepts with the three coordinate axes.

40. Give the equation of a plane in xyz-space that intersects the
y-axis and the z-axis but not the x-axis.

41. Suppose that P1(x1, y1, z1) and P2(x2, y2, z2) both lie on the
plane with equation Ax + By + Cz = D. Show that the mid-
point of P1 and P2 also lies on this plane.

42. Is the graph of y = 2 a cylinder in xyz-space? Justify your
answer.

43. Let P = (1, 2, 3) and Q = (4, 6, 8) be points in 3-space.
(a) Find the distance from P to Q.

(b) Write an equation for the sphere with center at P that
passes through Q.

44. Find an equation for the smallest ball centered at the point
(4, −8, 1) that contains the origin.

45. The distance formula in xyz-space can be thought of as just
another instance of the Pythagorean rule for right triangles.
(The square of the hypotenuse is the sum of the squares of
the sides.) This exercise illustrates why.
(a) Plot and label the points O = (0, 0, 0), P = (1, 0, 0), Q =

(1, 2, 0), and R = (1, 2, 3) in an xyz-coordinate system.
Observe that the triangles �O P Q and �O Q R are both
right triangles. Mark the sides O P , P Q, and Q R with
their lengths. (The lengths should be obvious from the
picture.)

(b) Use the Pythagorean rule (not the distance formula) on
the triangle �O P Q to find the length of O Q.

(c) Use the Pythagorean rule (not the distance formula) on
the triangle �O Q R to find the length of O R.

(d) For comparison, use the distance formula to compute
the lengths of O Q and O R.

46. Any reasonable formula for distance should satisfy some
commonsense requirements. For example, the distance
d(P, P) from any point P to itself should certainly be zero.
So it is. If P = (x, y, z) is any point, then the distance for-
mula says d(P, P) = √

(x − x)2 + (y − y)2 + (z − z)2 = 0. In
the same spirit, use the distance formula to show that the
following commonsense properties hold. Throughout, use
the points P = (x, y, z) and Q = (a, b, c).
(a) If P 	= Q, then d(P, Q) > 0.
(b) d(P, Q) = d(Q, P).
(c) If M is the midpoint of P and Q, then d(P, M) =

d(M, Q) = d(P, Q)/2.

47. Let S be the surface defined by the equation z = y2/9 −
x2/16. Describe the trace of S in the plane y = b, where b
is a real number.

48. Let S be the surface defined by the equation z = x2/9 −
y2/16. Describe the trace of S in the plane z = c, where c
is a real number.

12.212.212.2 C U R V E S A N D P A R A M E T R I C E Q U A T I O N S

I n t r o d u c t i o n : a l l k i n d s o f c u r v e s
Curves in the xy-plane come in an enormous variety. (Curves in xyz-space are equally
plentiful; we will see some later in this section.) Figure 1 shows four basic examples. Let’s
take some closer looks:

� Pieces of familiar graphs The curves C1 and C2 are pieces of familiar function graphs.
Specifically, C1 is that piece of the graph of y = sin x for which −π ≤ x ≤ π ; C2 is that
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F IGURE 1
Curves: basic examples

piece of the graph of y = x2 for which −1 ≤ x ≤ 1. Using basic calculus properties of
these functions and their derivatives, we can describe these curves in detail: where
they rise and fall, their slopes at various points, their concavity, and so forth.

� Graph vs. piece-of-a-graph The difference between “graph” and “piece-of-a-graph”
will sometimes matter to us. When it does matter, we will need to say carefully which
piece we are interested in, usually by specifying (as we did above) a particular domain
interval.

� Not graphs of functions (but still important) Curves C3 and C4 are not ordinary func-
tion graphs (or even pieces of such graphs) because some x-values on these curves
correspond to more than one y-value. � Nevertheless, curves like C3 and C4 are in- C3 and C4 fail the “vertical

line test.”dispensable in real-life applications. A moving object, for instance, might well follow
such a curve. Modeling physical motion—for centuries among the most important
applications of calculus, and still so today—would be impossible without mathemati-
cal tools for handling general curves.

400 years of modeling motion. Modeling physical motion has occupied mathe-
maticians for centuries. Around 1600, the German astronomer Johannes Kepler
asserted (among other things) that the planets follow elliptical orbits. In the late
1600s Isaac Newton used his new calculus to verify and extend Kepler’s models
of planetary motion.

Modeling motion mathematically is still important. Choreographing the twists,
turns, and extensions of an industrial robot arm, for instance, would be all but
impossible without ideas and tools from multivariable calculus.
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Before we can apply calculus ideas and methods to general curves, we will need to
describe them in a concrete, mathematical manner. Parametric equations are the key. For
the moment, we will restrict our attention to curves in the xy-plane.

P a r a m e t r i c e q u a t i o n s
The idea Imagine a point P wandering about in the xy-plane during a time interval
a ≤ t ≤ b. The two coordinates of P , written x = f (t) and y = g(t) are both real-valued
functions of t , defined for t in [a, b].

Over the time interval a ≤ t ≤ b, the point P = (
f (t), g(t)

)
traces out some image fig-

ure, say C , in the xy-plane. As determined by f and g, the image figure C can have almost
any shape: a line segment, a circular arc, a single point, a spiral, a sine curve, a jagged mess
of line segments, or worse. Even if f and g are continuous functions, it is possible for the
figure C to be surprisingly bizarre. �C could be a filled-in square,

for instance, or a
spaghetti-like tangle.

Very often, however, f and g are sufficiently “well-behaved” that the image figure C
turns out to be a “smooth curve” like C1–C4 above. (After some examples, we will say
more precisely what “well-behaved” and “smooth curve” mean; here, we use these phrases
informally.)

Parametr i c vocabu lary In sorting out similarities and differences between parametric
equations and ordinary functions, it will help to agree on some standard terminology.
Here is a quick summary:
Equations of the form

x = f (t) and y = g(t) for a ≤ t ≤ b

are called parametric equations. The functions f and g are coordinate functions. The
variable t is called the parameter; � the interval a ≤ t ≤ b is the parameter interval.In this setting, “parameter”

refers to a variable. In other
mathematical situations
“parameters” may be
constants.

The figure C traced out in the xy-plane by P(t) = ( f (t), g(t)), for t in [a, b], is called
a parametric curve; the functions f and g and the parameter interval [a, b] are said to
parametrize the curve C .

A parametric curve in space is similar except that there are three coordinate functions:
x = f (t), y = g(t), z = h(t).

E X A M P L E 1 At each time t with 0 ≤ t ≤ 10, the coordinates of P are given by the
parametric equations

x = t − 2 sin t ; y = 2 − 2 cos t.

What curve does P trace out over the time interval? Where is P at t = 1, and in which
direction is P headed?

S o l u t i o n The simplest way to draw a curve is to calculate many points (x, y), plot each
one, and “connect the dots.” The first step is to calculate, for many inputs t ,
corresponding values of x and y. The following table shows some typical results
rounded to two decimals:

Parametric plot points for x = t − 2 sin t , y = 2 − 2 cos t

t 0 0.1 0.2 0.3 0.7 0.8 0.9 1.0 . . . 9.8 9.9 10

x 0 −0.10 −0.20 −0.29 −0.59 −0.63 −0.67 −0.68 . . . 10.53 10.82 11.09

y 0 0.01 0.04 0.09 0.47 0.61 0.76 0.92 . . . 3.86 3.78 3.68
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Figure 2 shows the result, a curve C :
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F IGURE 2
The parametric curve x = t − 2 sin t, y = 2 − 2 cos t, 0 ≤ t ≤ 10

Notice:
� Bullets Points corresponding to integer values of t are shown bulleted. At t = 1,

P has coordinates (−0.68, 0.92); at this instant, P is heading almost due north.
� Not a function graph The curve C is not the graph of a function y = f (x) because

some x-values correspond to more than one y-value. �
� No t-axis The picture shows the x- and y-axes but not the t-axis: Particular t-values

are indicated only by the bulleted points. On most curves, no such bullets are shown,
and so the t-values can be found only from the coordinate functions.

� Equal-time bullets The bullets on the curve C appear at equal time intervals but not
at equal distances from each other because P speeds up and slows down as it moves.
� We will soon see how to use derivatives of the coordinate functions to calculate
the speed of P at any point along C .

� Loops, vertical tangents, and other oddities. Parametric curves can have many
features that do not appear on ordinary function graphs. The curve above, for
instance, has both loops and points with vertical tangent lines—even though both
coordinates are given by familiar, well-behaved functions. We’ll encounter other
oddities (e.g., sharp corners) as we go along.

The input x = 6 is one
example; note that the vertical
line x = 6 cuts the curve C
more than once.

When is P moving fastest?
Slowest?

A s a m p l e r o f p l a n e p a r a m e t r i c c u r v e s
Plane curves come in mind-boggling variety: Any choice of two equations x = f (t) and
y = g(t) and a t-interval produces one. Surprisingly often the result is beautiful, useful, or
interesting. The following examples hint at some of the possibilities and at connections
between parametric curves and ordinary function graphs.

Ord inary funct ion graphs Pieces of ordinary function graphs are easy to write in para-
metric form. The next example shows how.

E X A M P L E 2 Parametrize the curves C1 and C2 in Figure 1.

S o l u t i o n One idea—letting x serve as the parameter t—works for both curves. For C1:

x = t ; y = sin t ; −2π ≤ t ≤ 2π.

For C2:

x = t ; y = t2; −1 ≤ t ≤ 1.

Plotting these data produces the desired curves C1 and C2.
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The same idea works for any function f defined on any interval [a, b]. Setting

x = t ; y = f (t) ; a ≤ t ≤ b

gives a parametrization of the graph y = f (x) from x = a to x = b.

L ine segments Line segments are among the simplest and most useful “curves.” In com-
puter graphics, for instance, complicated curves are drawn by laying many � line segmentsHundreds or thousands,

sometimes. end to end.

Other possibilities are
outlined in the exercises.

E X A M P L E 3 (The line segment joining two points) Let P = (a, b) and Q = (c, d) be
any two points in the xy-plane. Parametrize the segment from P to Q.

S o l u t i o n Here is one possibility. � Let

x(t) = a(1 − t) + ct ; y(t) = b(1 − t) + dt ; 0 ≤ t ≤ 1.

Is the resulting curve, C , really the segment we want? Notice first that(
x(0), y(0)

) = (a, b) = P and
(
x(1), y(1)

) = (c, d) = Q.

In other words, C starts and ends at the right places. It can also be shown that for all t in
[0, 1],

(
x(t), y(t)

)
lies on the line through P and Q. See the exercises for details. Thus, C

is indeed the line segment from P to Q.

C i r c les and c i r cu lar ar cs Circles and circular arcs, like line segments, are important mod-
eling and drawing tools. Fortunately, circles are easy to parametrize. The unit circle, with
radius 1 and center (0, 0), illustrates the main ideas.

Recall: The cosine and sine
functions are sometimes
called circular functions.

E X A M P L E 4 Parametrize the unit circle x2 + y2 = 1.

S o l u t i o n The simplest parametrization uses trigonometric ingredients. � Let

x = cos t ; y = sin t ; 0 ≤ t ≤ 2π.

Figure 3 shows the result; some important t-values are marked with bullets.
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−0.5
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t = /2π

t = 3 /2

t = 0, t = 2πt = π

π

F IGURE 3
The parametric curve x = cos t, y = sin t, 0 ≤ t ≤ 2π
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This very important example deserves a close look.
� Time or angle or arclength? On any parametric curve the parameter t can be

understood as time—the time at which a moving point P(t) = (
x(t), y(t)

)
arrives at a

given point along the curve. Here, however, there are other useful ways to interpret
the parameter t . One possibility is to think of t as the angle determined by the
positive x-axis and the segment from the origin to P(t). �Another possibility is to
interpret t as arclength—as the distance (measured along the circle) from the starting
point (1, 0) to the point P(t). Which of these views is “best” depends on the situation.

� Varying the t-interval The full circle is traced once, counterclockwise, as t runs
from t = 0 to t = 2π . (The curve starts and ends at the same point.) With larger or
smaller t-intervals the circle would be traced more or less often. If, say, 0 ≤ t ≤ 4π ,
then the circle is traversed twice. If, instead, we restrict t to the interval [π/2, 3π/2],
then only the “left” semicircle is covered.

� Why the unit circle? Because x = cos t and y = sin t , we get

x2 + y2 = (cos t)2 + (sin t)2 = 1

for all t . This means that every point on our parametric curve satisfies the Cartesian
equation x2 + y2 = 1 and therefore (as we planned) lies on the circle of radius 1 and
center (0, 0).

Angles are measured
counterclockwise, in radians.

Other c i r c les and arcs The idea in Example 4 extends to other circles. If (a, b) is any
point in the plane and r is any positive number, then the parametrization

x = a + r cos t ; y = b + r sin t ; 0 ≤ t ≤ 2π

produces the circle with center (a, b) and radius r .

E l im inat ing the parameter The technique just illustrated—trading two equations x =
f (t) and y = g(t) for one equation involving only x and y—is called eliminating the para-
meter. Doing so can be easy or difficult as determined by the functions f and g. � In the For complicated functions f

and g, eliminating the
parameter may be impossible.

preceding calculation we used a standard trigonometric identity to eliminate t . In other
cases, basic algebra may work.

E X A M P L E 5 Consider the parametric curve with coordinate functions x = f (t) =
1 + 2t and y = g(t) = 3 + 4t . Eliminate the parameter t . What does the form of the
resulting equation in x and y say about the curve?

S o l u t i o n Each coordinate equation can be solved for t :

x = 1 + 2t =⇒ t = x − 1
2

; y = 3 + 4t =⇒ t = y − 3
4

.

Thus,

x − 1
2

= y − 3
4

, and so 4x − 4 = 2y − 6, or 2x + 1 = y.

The last equation describes a straight line—as we expect, because both coordinate
functions are linear.

C u r v e s i n s p a c e
Parametric curves in three-dimensional space are described exactly like curves in the plane,
except that a third coordinate function is present, and the resulting curve wanders through
space rather than through the plane. Adding a third dimension to the picture allows, in
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principle, very wild curves—imagine, say, a knotty, tangled mess of string. (We will stick to
relatively tame space curves in this book.) On the other hand, essentially the same ideas
and calculus methods apply in three dimensions as in two, so we’ll content ourselves here
with some basic examples.

The xy-plane is shaded. E X A M P L E 6 Figure 4 shows two curves in space: � a helix (or spiral) making two
turns and an ordinary unit circle. (The xy-plane is shaded.)
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F IGURE 4
Two space curves: A helix and a circle

Find a parametrization for each curve; assume that both curves start at (1, 0, 0) and
turn counterclockwise.

S o l u t i o n We have just seen how to parametrize the unit circle in the xy-plane. To
place the curve in three dimensions we just give z a constant value:

x = cos t ; y = sin t ; z = 0; 0 ≤ t ≤ 2π.

The helix resembles the circle except that the helix rises as it turns. This suggests a
parametrization similar to the one just given, but we will set z = t to produce the
desired “rising.” To arrange two turns we double the parameter interval:

x = cos t ; y = sin t ; z = t ; 0 ≤ t ≤ 4π.

The result is indeed what is shown in the picture—notice, in particular, that z takes
values from 0 to 4π ≈ 12.6.

As always, there are many possible parametrizations. For instance, we could
traverse the same helix in “half the time” with the parametrization

x = cos(2t); y = sin(2t); z = 2t ; 0 ≤ t ≤ 2π,

while the “lazier” recipe

x = cos(t/2); y = sin(t/2); z = t/2; 0 ≤ t ≤ 8π

traverses the same curve in twice the original time.
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P l a n e c u r v e s t o o r d e r
By combining such “elements” as line segments and circular arcs, we can draw various
composite curves “to order.”

There’s nothing special about
these particular coordinates
or units of size.

E X A M P L E 7 A dog track is designed as in Figure 5, with three straight runs and three
circular arcs.

F IGURE 5
A simple racetrack

“Construct” the track mathematically by parametrizing each of its six elements running
counterclockwise.

S o l u t i o n Imagine the track as lying in the xy-plane, as in Figure 6; the scales are
chosen entirely for convenience: �

C1

C2

C3

5

4

3

2

1

1 2 3 4 5 6 7 8 9

�1

�3

�2

F IGURE 6
A racetrack in the xy-plane

We will parametrize each labeled curve separately.

� The line segments We saw in Example 3 that setting

x(t) = a(1 − t) + ct ; y(t) = b(1 − t) + dt ; 0 ≤ t ≤ 1

parametrizes the segment from (a, b) to (c, d). The segment �1 runs from (8, 5) to
(3, 5); substituting appropriate values for a, b, c, and d shows that

x(t) = 8(1 − t) + 3t = 8 − 5t ; y(t) = 5(1 − t) + 5t = 5; 0 ≤ t ≤ 1

parametrizes �1. Similar reasoning shows that

x(t) = 3(1 − t) + 8t = 3 + 5t ; y(t) = 1(1 − t) + 1t = 1; 0 ≤ t ≤ 1
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parametrizes �2 and that

x(t) = 9(1 − t) + 9t = 9; y(t) = 2(1 − t) + 4t = 2 + 2t ; 0 ≤ t ≤ 1

parametrizes �3.
� The circular arcs Every circular arc has a parametrization of the general form

x = a + r cos t ; y = b + r sin t ; α ≤ t ≤ β.

Choosing a, b, and r is easy here—each circle’s center and radius are evident from
Figure 6. Choosing appropriate parameter intervals [α, β] takes more care. The
parameter interval [0, 2π ] produces a full circle; because we want only part of each
circle, we need shorter parameter intervals.
The trick is to think of t in angular terms. Points on the arc C1 correspond to angles
with radian measure between π/2 and 3π/2. Hence, the prescription

x(t) = 3 + 2 cos t ; y(t) = 3 + 2 sin t ; π/2 ≤ t ≤ 3π/2

parametrizes C1. Similarly,

x(t) = 8 + cos t ; y(t) = 2 + sin t ; 3π/2 ≤ t ≤ 2π

parametrizes C2, and

x(t) = 8 + cos t ; y(t) = 4 + sin t ; 0 ≤ t ≤ π/2

parametrizes C3.

Notice, finally, that in parametrizing each track section we chose our t-intervals
independently of each other. A slightly more “realistic” approach might be to use
successive time intervals, such as [0, 1], [1, 2], [2, 3], . . . , [5, 6], to parametrize the six
successive curve segments. This is easily done; we show how in Example 9.

O n e r o a d , m a n y j o u r n e y s
Many cars journey between Mission, South Dakota and Valentine, Nebraska, but there is
only one road: U.S. Highway 83.

The same important difference holds between a curve in the plane, on the one hand,
and any particular parametrization of that curve, on the other hand. A parametrization
amounts, in effect, to prescribing a journey along the curve: At any time in some interval a ≤
t ≤ b, the coordinate functions x = f (t) and y = g(t) place a moving point (a car, say) some-
where along the curve (U.S. 83, for instance). Many journeys—in either direction, at various
speeds, over various time intervals, and so on—are possible along that stretch of U.S. 83.

Because every particular curve has many possible parametrizations, we will often
emphasize parametrizations as much as the curves they determine. A parametrization
depends on all three of its ingredients: (i) a coordinate function x = x(t); (ii) a coordinate
function y = y(t); (iii) a parameter interval a ≤ t ≤ b. �The recipe for a curve in

space requires four
ingredients.

We will return often to the theme of finding and comparing various parametrizations
of a given curve or other object. Examples 8 and 9 illustrate the idea.

E X A M P L E 8 Give two different parametrizations of the parabola C2 in Figure 1. How
do the parametrizations differ?

S o l u t i o n Different pairs of parametric equations may produce the same geometric
curve; labeling t-values can help show differences between the parametrizations. For
example, both parametrizations

x = t ; y = t2; −1 ≤ t ≤ 1
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and

x = t3; y = t6; −1 ≤ t ≤ 1

produce the same parabolic curve, as Figure 7 shows:
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(b) The curve x = t3, y = t6, −1 ≤ t ≤ 1
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(a) The curve x = t, y = t2, −1 ≤ t ≤ 1

F IGURE 7
Two parametrizations of the same curve

The bullets (they appear at 0.25-second time intervals) show, however, that the two
parametrizations represent quite different “trips” along the same “road.” Most
important, the trips differ in speed. We will return to this idea in Section 12.6.

T r i c k s o f t h e t r a d e
Various standard devices exist for trading one sort of parametrization for another. We
mention some briefly here; others appear in the exercises.

Revers ing d i rec t ion U.S. Highway 83 runs both ways between Mission and Valentine.
For similar reasons, every parametric curve can be “reversed.” If C is parametrized by

x = f (t); y = g(t); a ≤ t ≤ b,

then the reversed curve (denoted by −C) can be parametrized by

x = f (a + b − t); y = g(a + b − t); a ≤ t ≤ b.

(As t runs from a to b, the quantity a + b − t runs from b to a.) � Use the formulas to convince
yourself of this.For the parabola C2 on page 619, for instance, the reverse curve −C2 can be

parametrized as follows:

x = −t ; y = (−t)2 = t2; −1 ≤ t ≤ 1.

Dif ferent parameter in terva ls U.S. 83 is the same route at all times of the day or
night, regardless of how fast you drive it. For similar reasons, a parametric curve can
be parametrized using any parameter interval.

For instance, if C is parametrized by

x = f (t); y = g(t); a ≤ t ≤ b,

then C can also be parametrized using the time interval 0 ≤ t ≤ 1, using

x = f (a + (b − a)t); y = g(a + (b − a)t); 0 ≤ t ≤ 1.
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Conversely, if C is parametrized by

x = f (t); y = g(t); 0 ≤ t ≤ 1,

then C can also be parametrized using the time interval a ≤ t ≤ b via

x = f

(
t − a

b − a

)
; y = g

(
t − a

b − a

)
; a ≤ t ≤ b.

These formulas can be combined to trade any parameter interval [a, b] for any other
interval [c, d]. We illustrate these ideas in the next example.

E X A M P L E 9 Consider again the racetrack in Example 7. Use the parameter intervals
1 ≤ t ≤ 2 and 2 ≤ t ≤ 3 to parametrize the curve segments C1 and �2, respectively.

S o l u t i o n In Example 7, we parametrized C1 by

x = f (t) = 3 + 2 cos t ; y = g(t) = 3 + 2 sin t

for the parameter interval π/2 ≤ t ≤ 3π/2. As indicated above, the equations

x = f
(π

2
+ π t

)
= 3 + 2 cos

(π

2
+ π t

)
; y = g

(π

2
+ π t

)
= 3 + 2 sin

(π

2
+π t

)
produce the same curve for the new parameter interval 0 ≤ t ≤ 1.

To switch to the new parameter interval [1, 2], we can replace t above with t − 1.
The resulting new parametrization for C1 is

x = 3 + 2 cos
(π

2
+ π(t − 1)

)
; y = 3 + 2 sin

(π

2
+π(t − 1)

)
; 1 ≤ t ≤ 2.

In Example 7, we parametrized �2 by

x = 3 + 5t ; y = 1; 0 ≤ t ≤ 1.

If we prefer the parameter interval 2 ≤ t ≤ 3, we simply replace t with t − 2 to get

x(t) = 3 + 5(t − 2); y(t) = 1; 2 ≤ t ≤ 3.

B A S I C E X E R C I S E S

In Exercises 1–6, plot the parametric curve, mark the direction of
travel, and label the points corresponding to t = −1, t = 0, and
t = 1.

1. x = t ; y = √
1 − t2; −1 ≤ t ≤ 1

2. x = t ; y = −√
1 − t2; −1 ≤ t ≤ 1

3. x = √
1 − t2; y = t ; −1 ≤ t ≤ 1

4. x = −√
1 − t2; y = t ; −1 ≤ t ≤ 1

5. x = sin(π t); y = cos(π t); −2 ≤ t ≤ 2

6. x = cos(t); y = sin(t); −2 ≤ t ≤ 2

In Exercises 7–12, find a parametrization (there is more than one
possibility!) for the curve. Check your answers using technology.

7. The line segment from (0, 0) to (1, 2).

8. The line segment from (1, 2) to (0, 0).

9. The entire unit circle, starting and ending at the east pole
(1, 0) but moving clockwise.

10. The left half of the unit circle, moving counterclockwise from
the north pole to the south pole.

11. The entire unit circle, starting and ending at the east pole
(1, 0) but using the parameter interval 0 ≤ t ≤ 1.

12. The part of the curve y = x2 from (0, 0) to (3, 9).

In Exercises 13–18, the given parametric “curve” is actually a line
segment. State the beginning point (t = 0) and ending point (t = 1)
of the segment. Then state an equation in x and y for the line each
segment determines.

13. x = 2 + 3t ; y = 1 + 2t ; 0 ≤ t ≤ 1

14. x = 2 + 3(1 − t); y = 1 + 2(1 − t); 0 ≤ t ≤ 1

15. x = t ; y = mt + b; 0 ≤ t ≤ 1

16. x = a + bt ; y = c + dt ; 0 ≤ t ≤ 1

17. x = x0 + (x1 − x0)t ; y = y0 + (y1 − y0)t ; 0 ≤ t ≤ 1

18. x = mt + b; y = t ; 0 ≤ t ≤ 1
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19. Consider the curve C shown in Example 1; suppose that t
tells time in seconds.
(a) At which bulleted points would you expect P to be mov-

ing quickly? Slowly? Why?
(b) Estimate the speed of P at t = 3. [HINT: Start by esti-

mating how far P travels over the 1-second interval from
t = 2.5 to t = 3.5.]

(c) Estimate the speed of P at t = 6.

20. Plot the parametric curve x = t3; y = sin(t3); −2 ≤ t ≤ 2.
(a) What familiar curve is produced? Why does the result

happen?
(b) Give another parametrization for the same curve.

21. Let (a, b) be any point in the plane and r > 0 any pos-
itive number. Consider the parametric equations x = a +
r cos t ; y = b + r sin t ; 0 ≤ t ≤ 2π .
(a) Plot this parametric curve for (a, b) = (2, 1) and r = 2.

Describe your result in words.
(b) Show by calculation that if x and y are as above, then

(x − a)2 + (y − b)2 = r 2. Conclude that the curve defined
above is the circle with center (a, b) and radius r .

(c) Write parametric equations for the circle of radius
√

13
centered at (2, 3).

(d) What “curve” results from the equations above if r = 0?

22. Let a and b be any positive numbers, and let a parametric
curve C be defined by x = a cos t ; y = b sin t ; 0 ≤ t ≤ 2π . The
resulting curve is an ellipse.
(a) Plot the curve defined above for a = 2 and b = 1. De-

scribe C in words. Where is the “center” of C? Why do
you think the quantities 2a and 2b are called the major
and minor axes of C?

(b) What curve results if 0 ≤ t ≤ 4π? Why?
(c) Write parametric equations for an ellipse with major axis

10 and minor axis 6.
(d) Write parametric equations for another ellipse with ma-

jor axis 10 and minor axis 6.
(e) Show that for all t , x2/a2 + y2/b2 = 1.
(f) How does the “ellipse” look if a = b? How does its xy

equation look?
(g) How does an ellipse look if a = 1000 and b = 1?
(h) How does an ellipse look if a = 1 and b = 1000?

F U R T H E R E X E R C I S E S

23. Give two different parametrizations of the upper half of the
ellipse C3 on page 619. [HINT: One can be based on the
graph of an ordinary function.]

24. If a parametric curve C has linear coordinate functions
x = f (t) = at + b and y = g(t) = ct + d, then C is a line (or
part of a line).
(a) Plot the parametric curve x = 2t ; y = 3t + 4; 0 ≤ t ≤ 1.

Where does the curve start? Where does it end? What
is its shape?

(b) Eliminate the variable t in the two equations in part (a)
to find a single equation in x and y for the line.

(c) Suppose that a curve has coordinate functions x =
f (t) = at + b and y = g(t) = ct + d for constants a, b,
c, and d . (Assume that a 	= 0.) Show that cx − ay =
cb − ad. Does this equation describe a line?

25. Look at the racetrack in Example 7. It resembles a belt
drawn snugly around three circles. Consider another simi-
lar racetrack, this time in the shape of a belt drawn snugly

around two circles, the first of radius 2 centered at (3, 3) and
the second of radius 2 centered at (3, 7).
(a) Draw the racetrack by hand; label its four elements. (Two

are line segments and two are circular arcs.)
(b) Parametrize each of the four arcs; all should run coun-

terclockwise. (More than one method is possible.)
(c) Use technology and your results from the previous part

to draw the new racetrack.

26. Give a parametrization for the left half of the circle of radius
3 centered at the point (1, 2).

27. Give a clockwise-oriented parametrization for the bottom
half of a circle of radius 4 centered at (2, −3).

28. Give two different parametric representations of the circular
helix with radius 3 that makes two complete turns between
(3, 0, 0) and (3, 0, 4).

29. Give a parametric representation of the circular helix (i.e., a
spring) with radius R that makes N complete turns between
(R, 0, 0) and (R, 0, H).

12.312.312.3 P O L A R C O O R D I N A T E S A N D P O L A R C U R V E S

Every point P in the xy-plane has a familiar and natural “address”: its rectangular (or
Cartesian) coordinates. The point P in Figure 1(a), for instance, has rectangular coordi-
nates (4, 3).
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P(4, 3)

1 2 3 4 5

1

2

3

x

y

1 2 3 4 5

1

2

3

x

y
P(5, arctan(3/4))

0.644

r = 5

(a) A rectangular address (b) A polar address

θ 

F IGURE 1
Polar and rectangular coordinates

The x- and y-coordinates of P measure the distances from P to the two perpendicular
coordinate axes. To reach P = (4, 3) from the origin, one moves 4 units right and 3 units up.

Polar coordinates offer another way of locating a point in the plane. In the polar
coordinate system, a point P has coordinates r and θ ; they tell, respectively, the distance
from the origin O to P and the angle (in radians!) from the positive x-axis to the ray from
O to P .

Figure 1(b) shows that the point P with rectangular coordinates (4, 3) has polar coor-
dinates

(
5, arctan(3/4)

) ≈ (5, 0.644). �Convince yourself that
θ = arctan(3/4).

P o l a r c o o r d i n a t e s y s t e m s
A rectangular coordinate system in the Euclidean plane starts with an origin O and two
perpendicular coordinate axes. Usually the x-axis is horizontal and the y-axis is vertical;
x-coordinates increase to the right, and y-coordinates increase upward.

A polar coordinate system starts with different ingredients: an origin O , called the
pole, and a ray (i.e., a half-line) beginning at the origin, called the polar axis. The polar
axis normally points to the right, along the positive x-axis. With these ingredients and a
unit for measuring distance, we can assign polar coordinates (r, θ) to any point P :

r is the distance from O to P ; θ is any angle from the polar axis to the segment O P .

Figure 2 shows several points with their polar coordinates, plotted on a polar grid. �Check carefully that each
point’s coordinates are
correct.

1 2 3
(3, 0)(3,   )

(3,     )

(3,     )
3

2
π

π

(2,     )6
π

(2, −   )
3
π

π

(3,       )3
2
π

F IGURE 2
Points on a polar grid
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Po lar vs . rec tangu lar gr ids A rectangular coordinate system leads naturally to a rectan-
gular grid having vertical lines x = a and horizontal lines y = b. In a polar system, holding
the coordinates r and θ constant produces, respectively, concentric circles and radial lines.
The result is a weblike polar grid. Figure 3 shows grids of both types:

0

=
=

2

π

π

π

π

π

π

π

π

π

π

3

6

4

3

7

6

5

6

2

3
θ

θ

=θ

=θ

=θ

=θ

=θ

=θ

=θ

=θ

=θ

θ

π

x

y

(a) A rectangular grid

y = 3

y = 1

y = −1

y = −3
x = −3 x = −1 x = 1 y = 3

(b) A polar grid

1 2 3

=

− 
6

− 
2

− 
3

F IGURE 3
Two types of grids

On the scales. In a rectangular coordinate system, the two axes often have differ-
ent scales of measurement. As a result, on a graph, a vertical inch and a horizontal
inch may represent different distances. In particular, “circles” may look far from
round.

A polar coordinate system, by contrast, has just one axis—the polar axis. As
a result, distance does not depend on direction, and circles look round.

Polar coord inates : not un ique A point in the plane—P = (4, 3), for instance—has just
one possible pair of rectangular coordinates. Different rectangular coordinate pairs (x1, y1)
and (x2, y2) correspond to different points in the plane.

Polar coordinates, by contrast, are not unique. Every point in the plane has many
possible pairs of polar coordinates. For example, all of the polar coordinate pairs

(
2,

π

4

)
,

(
2,

9π

4

)
,

(
2, −7π

4

)
,

(
2, −15π

4

)
,

(
−2,

5π

4

)
,

(
−2, −3π

4

)

(and many others) represent the same point—the one with rectangular coordinates
(
√

2,
√

2). Notice especially the last two pairs. A negative r -coordinate means that, to
locate the point P , one moves r units in the direction opposite the θ -direction. The point
(−2, 5π/4), for instance, lies 2 units from the origin on the ray θ = π/4. (This is the ray
opposite θ = 5π/4.) The origin O allows even more freedom: It is represented by any pair
of the form (0, θ), regardless of θ .

This ambiguity of polar coordinates arises for a simple reason. All angles that differ
by integer multiples of 2π determine the same direction. In practice, this ambiguity can be
annoying but is seldom a serious problem. Two simple rules help.
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� Multiples of 2π For any r and θ , the pairs (r, θ) and (r, θ + 2π) describe the same
point.

� Negative r For any r and θ , the pairs (r, θ) and (−r, θ +π) describe the same point.

Polar coordinates on Earth. The polar grid somewhat resembles an overhead
view of Earth as if one were looking “down” at the North Pole. In cartographers’
language, lines of longitude (or meridians) converge at the pole; the concentric
circles are lines of latitude (or parallels). For hundreds of years, the prime meridian
(polar axis, in calculus language), for which θ = 0, has been taken to be the line
of longitude that passes through the Greenwich Observatory just east of London,
England. For the same reason, Greenwich Mean Time (the time of day along the
prime meridian) is used worldwide as a reference point.

Why is Greenwich “prime” rather than, say, India or Arabia, where nav-
igation and timekeeping flourished even in antiquity? There is no intrinsic rea-
son; Greenwich just happened to be a center of attention when the terms were
defined—an early (and quite literal) instance of Eurocentrism.

Polar coordinates in the plane, it should be said, aren’t perfectly suited to
measuring the (almost) spherical Earth. In practice, geographers use a related
system called spherical coordinates. We will meet them in Chapter 14.

P o l a r g r a p h s
The ordinary graph of an equation in x and y is the set of points (x, y) whose coordinates
satisfy the equation. The graph of x2 + y2 = 1, for instance, is the circle of radius 1 about
the origin. The point (2, 3) does not lie on this graph because 22 + 32 	= 1.

The idea of a polar graph is similar but not quite identical. The graph of an equation
in r and θ is the set of points whose polar coordinates r and θ satisfy the equation. For
instance, the polar point (3, 0) lies on the graph of r = 2 + cos θ (because 3 = 2 + cos 0),
but the polar point (2, π) does not.

A warn ing The fact that a point in the plane has more than one pair of polar coordinates
means that polar plotting requires extra care. At first glance, for instance, the point P with
polar coordinates (−3, π) seems not to satisfy the polar equation r = 2 + cos θ . A closer
look, however, shows that P can also be written with polar coordinates (3, 0), which do
satisfy the given equation. Here’s the moral:

A point P lies on the graph of a polar equation if P has any pair of polar
coordinates that satisfy the equation.

D r a w i n g p o l a r g r a p h s
The simplest polar graphs come from functions, usually of the form r = f (θ). Given such
a function and a specific θ -domain, it is a routine matter to tabulate points and then plot
them. We illustrate by example.

E X A M P L E 1 Plot the equation r = 2 + cos θ for 0 ≤ θ ≤ 2π .

S o l u t i o n Let f (θ) = 2 + cos θ . We want the r -θ graph of f . First we tabulate some
values.

Values of r = f (θ) = 2 + cosθ

θ 0 π
6

π
3

π
2

2π
3

5π
6 π 7π

6
4π
3

3π
2

5π
3

11π
6 2π

r 3 2.87 2.5 2 1.5 1.14 1 1.14 1.5 2 2.5 2.87 3
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Next we plot the data (polar “graph paper” makes the job easier) and fill in the
gaps smoothly. Figure 4 shows the result:

x

y

1 2 3

3

6

7

6

4

3

− 
3

2
3

=θ = θ

= θ

= θ= θ

= θ

= θ

π π

π

ππ

π

π

F IGURE 4
A polar graph: r = 2 + cosθ

P o l a r g r a p h s : a s a m p l e r
Several polar graphs follow. We have already seen the simplest polar graphs of all—those
of the equations r = a and θ = b—in Figure 3.

Card io ids and l ima çons Graphs of the form r = a ± b cos θ and r = a ± b sin θ , where a
and b are positive numbers, are called limaçons; if a = b, the term cardioid (“heartlike”) is
used. (The graph in Example 1 is a limaçon.) The graphs in Figure 5 illustrate the variety
of limaçons and show the effects of the constants a and b.

−3 −1 1 3

−3

−1

1

3

(a) r = 2 + 2 cos

−3 −1 1 3

−3

−1

1

3

(b) r = 2 − cos

−3 −1 1 3

−3

−1

1

3

(d) r = 2 + 2 sin θ

θ θ

−3 −1 1 3

−3

−1

1

3

(c) r = 1 + 2 cos θ

−3 −1 1 3

−3

−1

1

3

(e) r = 2 − sin θ

−3 −1 1 3

−3

−1

1

3

(f) r = 1 + 2 sin θ

F IGURE 5
Six limaçons
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Notice some features of these graphs.

� What θ -range? The graphs were drawn by letting θ vary through the interval
[0, 2π ]. Because all functions involved are 2π -periodic, any other interval of length
2π would produce the same result. (We could have used the interval −π ≤ t ≤ π , for
example.)

� Symmetry Three of the preceding limaçons—those that involve the cosine function—
are symmetric about the x-axis, that is the line θ = 0. (The other three are symmetric
about the y-axis.) This symmetry occurs because the cosine function is even: For every
θ we have cos θ = cos(−θ). The other graphs are symmetric about the y-axis because
the sine function is odd.

� Inner loops Each of the limaçons r = 1 + 2 cos θ and r = 1 + 2 sin θ has an inner loop.
A close look at the graphs and the formulas reveals that these loops correspond to
negative values of r . For r = 1 + 2 cos θ , for instance, we have r = 0 when θ = 2π/3 or
θ = 4π/3, and r < 0 for 2π/3 < θ < 4π/3. For these θ -values, therefore, the curve is
drawn on the opposite side of the origin.

Roses Equations of the form r = a cos(kθ) and r = a sin(kθ), where a is a constant and k
is a positive integer, produce graphs called roses. The graphs in Figure 6 help explain the
name.

(a) r = 3 cos

(d) r = 3 sin(4  ) (f ) r = 3 sin(6   )

(b) r = 3 cos(2  )

(e) r = 3 sin(5  )

−3 −1 1 3

−3

3

−3 3

−3

3

−3 −1 1 3

−3

1

3

−1 1 3

1

−3 −1 1

−3

−1

1

3

3
−1

−3

3

−3

−1 −1

1

−1 1
−1

1

θ θ

θ θ θ

(c) r = 3 cos(3  )

−3 −1

−3

−1

1

3

1 3

θ

F IGURE 6
A bouquet of roses
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Notice some key features of the roses.

� Symmetry Like limaçons (and for the same reason), all roses are symmet-
ric about an axis—“cosine roses” about the x-axis and “sine roses” about the
y-axis.

� The rose’s radius The coefficient a in r = a cos(kθ) and r = a sin(kθ) determines the
rose’s “radius.”

� How many petals? The coefficient k in r = a cos(kθ) and r = a sin(kθ) determines
the number of “petals”: k if k is odd, 2k if k is even. But here is a subtlety, best revealed
by plotting some roses by hand:

If k is odd, then each petal is traversed twice for 0 ≤ θ ≤ 2π .

In other words, for odd k, the rose r = a cos(kθ) (or r = a sin(kθ)) has k double
petals.

T r a d i n g p o l a r a n d r e c t a n g u l a r c o o r d i n a t e s
How are the polar coordinates (r, θ) of a point P related to the rectangular coordinates
(x, y) of the same point? How can either type of coordinates be found from the other?
Figure 7 gives a useful view:

x r

y

x

y

P

r

x

y

F IGURE 7
Relating polar and rectangular
coordinates

The picture illustrates many relations among x , y, r , and θ . Here are some of the
simplest:

x = r cos θ ; y = r sin θ ; r2 = x2 + y2; tan θ = y

x
.

(The last equation holds only if x 	= 0.)
These relations let us convert from one type of coordinates to the other. Equations

in x and y, for instance, are easy to rewrite in terms of r and θ , as the next two examples
illustrate.
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E X A M P L E 2 Find a polar equation for the straight line y = mx + b, where b 	= 0.

S o l u t i o n Substituting x = r cos θ and y = r sin θ into the equation for the line gives

y = mx + b ⇐⇒ r sin θ = m(r cos θ) + b ⇐⇒ r = b

sin θ − m cos θ
.

(One moral is that rectangular coordinates are better suited to straight lines than are
polar coordinates!)

Multiplying both sides of the
first equation by r avoids
square roots.

E X A M P L E 3 The graph of r = 3 cos θ looks like a circle. Is it a circle? Which circle?

S o l u t i o n It is a circle. Changing to rectangular coordinates shows why: �

r = 3 cos θ =⇒ r2 = 3r cos θ =⇒ x2 + y2 = 3x .

As expected, the last equation does define a circle. To decide which circle, complete the
square:

x2 + y2 = 3x ⇐⇒ x2 − 3x + y2 = 0 ⇐⇒
(

x − 3
2

)2

+ y2 = 9
4
.

The circle therefore has radius 3/2 and center at (3/2, 0)—just as the picture
suggests.

P o l a r c u r v e s a n d p a r a m e t r i c e q u a t i o n s
Suppose that a curve is described in polar coordinates by an equation of the form r = f (θ)
for α ≤ θ ≤ β. Such a curve can also be written in parametric form with x and y given as
separate functions of the parameter θ .

The key ingredients are the equations that relate polar and Cartesian coordinates:

x = r cos θ and y = r sin θ.

These equations show that each point on a polar curve r = f (θ) has a natural parametric
form with θ as the parameter. � Here is the result:We often think of the

parameter as time, but not
always; here is one exception.

F A C T ( W r i t i n g p o l a r c u r v e s p a r a m e t r i c a l l y ) The curve with polar equa-
tion r = f (θ), for α ≤ θ ≤ β, has parametric form

x = r cos θ = f (θ) cos θ ; y = r sin θ = f (θ) sin θ ; α ≤ θ ≤ β.

Examples 4 and 5 illustrate the Fact (and a slight variation) in action.
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E X A M P L E 4 Two curves are given in polar form as follows:

(i) r = f (θ) = 3; 0 ≤ θ ≤ 2π ;

(ii) r = f (θ) = sec θ ; −π

4
≤ θ ≤ π

4
.

Rewrite each curve in parametric form and identify its shape.

S o l u t i o n Curve (i) is especially simple. Because r = 3 for all θ we have

x = r cos θ = 3 cos θ ; y = r sin θ = 3 sin θ ; 0 ≤ θ ≤ 2π,

which is the familiar parametrization for a circle of radius 3 centered at the origin.
The parametric equations for curve (ii) reveal a little surprise:

x = sec θ cos θ = 1; y = sec θ sin θ = tan θ ; −π

4
≤ θ ≤ π

4
.

Because the x-coordinate has constant value 1, curve (ii) is simply a vertical line
segment with the y-coordinate running from tan(−π/4) = −1 to tan(π/4) = 1.

E X A M P L E 5 A curve is described in polar coordinates by the equations

r = t ; θ = 3 cos t ; 0 ≤ t ≤ 10.

Find parametric equations for x and y and plot the curve.

S o l u t i o n Notice the slight difference from earlier situations: Here both r and θ , rather
than x and y, are functions of a parameter t . Luckily, the new twist makes little
difference. As before, we have x = r cos θ and y = r sin θ ; in terms of t we obtain

x = r cos θ = t cos(3 cos t); y = r sin θ = t sin(3 cos t); 0 ≤ t ≤ 10,

which we can plot parametrically as usual. Figure 8 shows the pretty result:

9

6

3

−3

−6

−9

−9 −6 −3 3 6 9

F IGURE 8
A polar-style parametric curve

We will soon develop tools to analyze such graphs in more detail, but we see even now
how the radius r = t increases with time while the angle θ = 3 cos t oscillates.
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B A S I C E X E R C I S E S

In Exercises 1–4, a point is given in rectangular coordinates. Give
three different pairs of polar coordinates for the point; r should
be negative for at least one pair. [NOTE: Only familiar angles
are involved, so give exact answers.]

1. (π, 0)

2. (0, π)

3. (1, 1)

4. (−1, 1)

In Exercises 5–8, a point is given in rectangular coordinates. Give
three different pairs of polar coordinates for the point; r should
be negative for at least one pair. [NOTE: Round answers to four
decimal places.]

5. (1, 2)

6. (−1, 2)

7. (1, 4)

8. (10, 1)

In Exercises 9–12, a point is given in polar coordinates. Plot the
point and label it with its rectangular coordinates. [NOTE: Give
exact answers rather than decimal approximations.]

9. (2, π/4)

10. (−2, 5π/4)

11. (1, 13π/6)

12. (42, 0)

In Exercises 13–16, a point is given in polar coordinates.
Plot the point and label it with its rectangular coordinates.
[NOTE: Round answers to four decimal places.]

13. (1, 1)

14. (−1, 2)

15. (2, π/4)

16. (3, arctan 2)

In Exercises 17–20, rewrite the equation in r and θ as an equivalent
equation in x and y; then plot the graph.

17. r = 2 sec θ

18. r = 4

19. θ = π/3

20. r = 2 sin θ

In Exercises 21–24, rewrite the equation in x and y as an equivalent
equation in r and θ ; then plot the graph.

21. x2 + y2 = 9

22. y = 4

23. y = 2x

24. (x − 1)2 + y2 = 1

25. We claimed in this section that, for any numbers r and θ ,
the pairs (r, θ), (r, θ + 2π), and (−r, θ + π) all describe the
same point in the plane.
(a) Show that the claim is true if r = 1 and θ = 0.
(b) Show that the claim is true if r = −1 and θ = π/4.
(c) The point with rectangular coordinates (1, 0) can be

written in polar coordinates as (1, 2kπ), where k is any
integer, or as

(−1, (2k − 1)π
)
, where k is any integer. In

the same sense, describe all the possible polar coordi-
nates of the point with rectangular coordinates (1, 1).

26. Consider the limaçon r = 2 + sin θ , 0 ≤ θ ≤ 2π .
(a) Make a table of values like that in Example 1; let θ range

from 0 to 2π in steps of π/6. (Round r -values to three
decimals.)

(b) Plot the points calculated in part (a) on a copy of the po-
lar grid shown in Figure 3. Join the points with a smooth
curve.

(c) What is the axis of symmetry of this limaçon?
(d) The r -values in the table in Example 1 are symmetric

about θ = π . What similar type of symmetry does your
table from part (a) show?

27. Consider the cardioid r = 1 + cos θ , 0 ≤ θ ≤ 2π .
(a) Make a table of values like that in Example 1; let θ range

from 0 to 2π in steps of π/6. (Round r -values to three
decimals.)

(b) Plot the points calculated in part (a) on a copy of the
polar grid shown in Figure 3. Join the points with a
smooth curve.

(c) What is the axis of symmetry of this cardioid?
(d) How does the table of values in part (a) reflect the car-

dioid’s symmetry?

28. Consider the limaçon r = 1 − 2 cos θ , 0 ≤ θ ≤ 2π .
(a) Make a table of values like that in Example 1; let θ range

from 0 to 2π in steps of π/6. (Round r -values to three
decimals.)

(b) Plot the points calculated in part (a) on a copy of the po-
lar grid shown in Figure 3. Join the points with a smooth
curve.

(c) For what values of θ is r = 0? How do these values ap-
pear on the graph?

(d) On what θ -interval is r < 0? How does this interval show
up on the graph?

29. This problem explores the ideas of Example 5. Find Carte-
sian coordinate functions for each of the following paramet-
rically described curves in the xy-plane. Then plot each curve
to see its shape.
(a) r = t , θ = π/4, for 0 ≤ t ≤ 2
(b) r = 1, θ = t , for 0 ≤ t ≤ 2π

(c) r = t , θ = t , for 0 ≤ t ≤ 2π

30. Consider the curve C given parametrically in polar co-
ordinates by r = t and θ = 3 cos t for 0 ≤ t ≤ 10. (See
Figure 8.)
(a) At what four t-values (for 0 ≤ t ≤ 10) does C cross the

x-axis?
(b) At which points on the curve is θ greatest? Least? Which

values of t correspond to these points?

31. Consider the curve C given parametrically by r = t and
θ = sin t for 0 ≤ t ≤ 10π .
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(a) Plot C using technology. (Use ideas of Example 5.)
(b) For what values of t in the given interval does C cross

the x-axis?
(c) At which points on C is θ greatest? Least? Which values

of t correspond to these points?
(d) Explain why C never crosses the positive or negative

y-axis.

In Exercises 32–34, write the polar curve in parametric form and
then plot the result as a parametric curve.

32. The cardioid r = 1 + cos θ for 0 ≤ θ ≤ 2π .

33. The circle r = 2 for 0 ≤ θ ≤ 2π .

34. The polar curve r = sin θ for 0 ≤ θ ≤ π .

F U R T H E R E X E R C I S E S

In Exercises 35–40, plot the given polar equation. (The cardioids
and limaçons shown in Figure 5 should be helpful. Be sure to label
your graphs with appropriate units.)

35. r = 3 + 3 cos θ

36. r = 3 − cos θ

37. r = 1 + √
3 cos θ

38. r = 4 + 4 sin θ

39. r = 4 − 2 sin θ

40. r = 2 − 4 sin θ

In Exercises 41–46, sketch the given polar rose. (The roses shown
in Figure 6 should be helpful. Be sure to label your graphs with
appropriate units.)

41. r = 2 sin θ

42. r = 2 sin(2θ)

43. r = 2 sin(3θ)

44. r = 2 cos(4θ)

45. r = 2 cos(5θ)

46. r = 2 cos(1001θ) (A rough sketch is fine!)

In Exercises 47–54, plot the graph of the equation. (In each case,
the graph is some sort of spiral.)

47. r = θ for 0 ≤ θ ≤ 4π (an Archimedean spiral)

48. r = 2θ for −4π ≤ θ ≤ 0 (another Archimedean spiral)

49. r = ln(θ) for 1 ≤ θ ≤ 4π (a logarithmic spiral)

50. r = eθ/2 for −2π ≤ θ ≤ 2π (an exponential spiral)

51. r = θ 2 for 0 ≤ θ ≤ 4π (a quadratic spiral)

52. r = 1/θ for 1/2 ≤ θ ≤ 16 (a hyperbolic spiral)

53. r = √
θ for 1/4 ≤ θ ≤ 9 (a parabolic spiral)

54. r = 1/
√

θ for 1/4 ≤ θ ≤ 16 (a Lituus spiral)

55. The polar equation r = a cos θ + b sin θ , where a and b are
real numbers, describes a circle. Find the radius and the cen-
ter of this circle.

56. Suppose that g(θ) = f (θ + α), where α > 0. Describe how
the graph of the polar equation r = g(θ) is related to that of
r = f (θ).

57. (a) Plot the curve r = cos2 θ , 0 ≤ θ ≤ 2π .
(b) Find an equation for this curve in Cartesian coordinates.

58. (a) Plot the curve r = 1/(1 + cos θ), 0 ≤ θ < π .
(b) Find an equation for this curve in Cartesian coordi-

nates.

59. Find an equation for the distance between the points with
polar coordinates (r1, θ1) and (r2, θ2).

60. This exercise concerns limaçons of the form r = 1 + a cos θ ,
where a is any real constant. The following questions are
open-ended. Answer them by experimenting with plots for
various values of a: positive, negative, large, small, and so
forth.
(a) For which positive values of a does the graph have an

inner loop?
(b) What happens when a = 1?
(c) What happens as a tends to 0?
(d) How are the graphs for a and −a (e.g., r = 1 + 0.5 cos θ

and r = 1 − 0.5 cos θ) related to each other?
(e) What happens as a tends to ∞?

12.412.412.4 V E C T O R S

A vector is a quantity that, like an arrow drawn in the xy-plane, has both magnitude and
direction.

Vectors can “live” in any dimension—in the real line, in the xy-plane, in xyz-space,
or in higher-dimensional spaces. This section is about vectors in the plane and in space:
what they are, why they are important, how to describe them mathematically, and how to
calculate with them. Vectors are so important in both pure and applied mathematics that
a general mathematical area, linear algebra, is devoted to studying their theory, behavior,
and generalizations. �

One possible generalization is
to infinite-dimensional spaces.
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V e c t o r s i n t h e p l a n e
We will think of two-dimensional vectors either geometrically, as arrows in the xy-plane,
or algebraically, as 2-tuples (a, b). (In three dimensions we use arrows in xyz-space and
3-tuples (a, b, c).) For the moment we concentrate on two-dimensional vectors. This is
mainly for convenience—pictures are easier to draw in the plane than in space. Almost all
of the main ideas, however, translate readily to vectors in three-dimensional space.

Concrete examples rather than abstract theory will drive our study of vectors. The
next example, in particular, is worth special attention; it illustrates some of the ways we’ll
see vectors in action, and it introduces some important vocabulary. Formal definitions will
come later.

In a car, a “velocity-meter”
would combine a
speedometer and a compass.

E X A M P L E 1 Figure 1 shows the path of an ant walking on the xy-plane. At each
marked point on the curve, an arrow—or vector—describes the ant’s instantaneous
velocity as it passes that point. What does the picture mean?

S o l u t i o n We will see later how the picture was drawn. Here we discuss what it means.

1

1

2

2

3

3

4

4

5

5

6
x

y

F IGURE 1
Velocity vectors on an ant’s path

� Velocity: a vector Velocity is among the simplest and most familiar vector
quantities. We will return to it often in this book. At any instant, the velocity of a
moving object involves both a magnitude (the object’s speed at that instant) and a
direction (the direction of movement at that instant).
The arrows along the curve describe the ant’s velocity in a convenient, compact
form. Each arrow’s direction is tangent to the curve (since the ant moves along the
curve), and each arrow’s length tells the ant’s speed as the ant passes the point in
question. The arrows show (among other things) that the ant moves from left to right
along the curve and that it moves faster in the middle of the curve than at either end.
At the leftmost marked point the arrow has length about 1, and so the ant’s speed is
about 1 distance unit per second.

� Speed: a scalar Speed and velocity are sometimes equated in everyday language,
but in mathematics and physics there is an important difference. Speed is an ordinary
number—what a car’s speedometer shows at any given instant. When vectors and
numbers arise together, numbers are often called scalars. The name is appropriate
because scalars describe the size, or scale, of vectors. Velocity, by contrast, is a vector
quantity, incorporating both speed and direction. �
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� Telling time Both axes in the picture correspond to spatial directions; neither axis
tells time. The velocity vectors, however, are related to time because they indicate
speed. To draw such a picture, therefore, we had to know not only where the ant
walked but also when it reached any given point—even though this information
doesn’t appear directly in the picture. (We will explain soon how we used this
information.)

� Movable arrows The arrows at x = 2 and at x = 4 are identical: both have the same
length and the same direction. Entomologically, this means that at these two points
on its journey the ant had exactly the same velocity—even though the points
themselves are different.
The mathematical lesson is important:

A vector is determined only by its length and direction—not by where in the
plane the vector happens to be drawn.

The arrows at x = 2 and x = 4, in other words, are really two pictures of the same
vector. We’ll see that it is often useful to move vectors (without twisting or
stretching!) from place to place to suit the purpose at hand.

W h a t i s a v e c t o r ?
Vectors can be defined mathematically in more or less abstract ways on the basis of the
setting and the purpose at hand. However, any reasonable definition of “vector” must
capture the key idea of a quantity that has both magnitude and direction. Vectors in the
xy-plane can be described either as arrows or as 2-tuples; both descriptions will be useful.

� Vectors as arrows A vector v can be described by an arrow in the xy-plane. Two arrows
with the same length and the same direction describe the same vector—regardless of
where the arrows are placed in the plane.

� Vectors as 2-tuples A vector v can be written as a 2-tuple of real numbers, as in
v = (a, b). The numbers a and b are called the scalar components (or, alternatively,
the coordinates) of the vector v. � “Component” is used

inconsistently in mathematics,
referring sometimes to a
scalar and sometimes to a
vector. Whenever confusion
seems possible we use either
“scalar component” or
“vector component.”

Figure 2 illustrates these two different views of vectors and the connections between
them:

1 2 3 4 1 2 3 4

1

2

3

1

2

3

v = (1, 1)

v = (1, 1)

w = (3, 1)

u = (1, 2)

xx

y y

u = (1, 2)

w = (3, 1)

(a) Three vectors (b) Another view

F IGURE 2
Vectors as arrows and as 2-tuples
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Some lessons from the pictures follow. Watch, too, for some important vocabulary and
notation.

� Different tail points, same vectors The two pictures show exactly the same vectors
u, v, and w. The only difference concerns where in the plane the vectors are placed; in
the pictures, the vectors’ tail points are shown as dark dots.

� Vectors based at the origin In the left-hand view all three vectors have their tails at
the origin, and so each vector is of the form

−→
O P , where O is the origin and P is the

point at the tip. In this special case, the components of each vector are the same as the
Cartesian coordinates of the tip point P . For this reason, a vector of the form v = −→

O P
is often called the position vector of the point P .
There is a technical difference between a point P with coordinates (x, y) and the vector
from the origin O to P , with components (x, y). In practice, however, the difference
seldom matters much, and so we will occasionally blur the distinction by thinking of
(x, y) sometimes as a point and sometimes as a position vector. �This practice is sloppy but

standard. � What the components say In the right-hand view, each vector’s components are not
the Cartesian coordinates of its tip point. Instead, they describe the displacement
between the vector’s head and its tail. The vector w = (3, 1), for instance, involves
starting at the tail and then moving 3 units to the right and 1 unit up to locate the head.

� The vector from P to Q If P = (a, b) and Q = (c, d) are any points in the plane,
then the vector from P to Q, denoted by

−→
P Q, has components (c − a, d − b). In the

right-hand view, for instance, the vector w starts at (1, 0) and ends at (4, 1), and thus
its coordinates are indeed (3, 1).

� Finding lengths The length (or magnitude) of a vector is the distance between its head
and its tail. The components make this easy to calculate using the distance formula in
the xy-plane. If v = (a, b), then

length of v = | v | =
√

a2 + b2.

(The length of a vector is sometimes called its norm.) Notice that we use the same
notation (| |) to denote both the length of a vector and the absolute value of a number.
It should be clear from the context which is which. Using the same symbol makes sense
because we are measuring size in both cases.

Bold vectors , fa in t sca lars Vectors and scalars are often seen together. To keep clear
which is which, it is common to denote vectors by using either bold type, as in v, or an
arrow on top, as in

−→
P Q. (The latter is convenient when describing a vector with tail at P

and head at Q or when writing by hand.) Scalars appear in ordinary type. For example, in
the expression

a u + b v + c w,

a, b, and c denote scalars, while u, v, and w denote vectors.

A l g e b r a w i t h v e c t o r s
Vectors are useful largely because they allow algebraic operations like those with ordinary
numbers. We begin with some easy samples: �Soon we’ll interpret these

operations geometrically; the
point here is how easy they
are to perform.

(1, 2) + (2, 1) = (3, 3); −3(1, 2) = (−3, −6); 3(1, 2) − (3, 4) = (0, 2).

The first operation illustrates the sum of two vectors; the result is another vector. The
second operation illustrates scalar multiplication; a scalar is multiplied by a vector to
produce a new vector. The third operation involves both a scalar product and the difference
of two vectors. Here are the formal rules:
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D E F I N I T I O N ( O p e r a t i o n s o n v e c t o r s ) Let v = (a, b) and w = (c, d) be plane
vectors, and let r be a scalar. The sum of v and w is

v + w = (a, b) + (c, d) = (a + c, b + d).

Scalar multiplication of v by r is defined by

r v = r (a, b) = ( ra, rb ).

More enlightening than these simple formulas are their geometric meanings. Consider
addition first, as illustrated in Figure 3:

w = (c, d )

v = (a, b)

b + d

b

d

a c a + c

y

v + w = (a + c, b + d)
w

v

x

F IGURE 3
Adding vectors

The picture shows what it means geometrically to add two vectors v = (a, b) and
w = (c, d). The sum v + w has components (a + c, b + d). Geometrically, the sum v + w is
the vector obtained by putting the tail of one vector at the head of the other. (The order
doesn’t matter.) The picture also illustrates the parallelogram rule: The sum v + w is the
diagonal of the parallelogram with sides v and w.

Figure 4 shows scalar multiplication:

v

y

3v

2v

x

b

2b

3b

−v −b

2a 3a−a a

F IGURE 4
Scalar-multiplying vectors

(All vectors shown in Figure 4 have tails at the origin.) Figure 4 shows what it means
geometrically to multiply the vector v by a scalar a. The result, written in the form av, is a
vector with either the same direction as v (if a > 0) or the opposite direction (if a < 0).

Length , add i t ion , and sca lar mu l t ip l i ca t ion Figures 3 and 4 show how vector operations
affect the lengths of the vectors involved. For scalar multiplication, we see that the length
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of av is |a| times the length of v. � In math-speak, scalar multiplication by a dilates v byWhy is the absolute value
needed? the factor |a|. In symbols: |a v| = |a| |v|.

Figure 3 also illustrates the famous triangle inequality � for vectors. In words: TheIn a triangle, the length of
each side is less than the sum
of the other two
lengths—hence the name.

length of a sum of vectors is less than or equal to the sum of the lengths. In symbols:

| v + w | ≤ | v| + | w| .
The triangle inequality certainly looks believable, if not downright obvious. But an

algebraic proof based purely on the definitions is slightly messy; we will defer giving one
until we’ve developed a few more vector tools.

Figure 5 shows some “hybrids” of these vector operations:

2v − 3w
2v − 3w2v

−3w

v
w

y

x

F IGURE 5
Algebra with vectors

Notice, especially, how the difference of two vectors appears:

If v and w have the same tail point, then the difference v − w points from the tip of w
to the tip of v.

(Figure 5 shows two copies of the difference vector 2v − 3w.)

P r o p e r t i e s o f v e c t o r o p e r a t i o n s
The vector operations enjoy many of the pleasant properties we’ve come to expect of
operations with ordinary numbers. We collect many such properties in one big theorem:

T H E O R E M 1 ( P r o p e r t i e s o f v e c t o r o p e r a t i o n s ) Let u, v, and w be vectors
and let r and s be scalars. The following algebraic properties hold:

(a) u + v = v + u (commutativity);

(b) u + (v + w) = (u + v) + w (associativity of addition);

(c) r(sv) = (rs)v (associativity of scalar multiplication);

(d) (r + s)v = rv + sv (distributivity);

(e) r(v + w) = rv + rw (distributivity again).

All parts of the theorem can be shown to hold by using similar properties of ordinary
addition and multiplication.

The zero vector Among numbers, 0 has many special properties. The vector O = (0, 0),
called the zero vector, is special in similar ways. � It has length zero and, therefore, noNote carefully the different

uses of similar symbols. meaningful direction. Algebraically, it behaves “as a zero should.” If v is any vector and r
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is any scalar, we have

O + v = v, r O = O, and 0 v = O.

Uni t vec tors A vector u = (a, b) is called a unit vector if u has length 1, that is, if

|u| =
√

a2 + b2 = 1.

Any nonzero vector v can be multiplied (or divided) by an appropriate positive scalar to
produce a unit vector with the same direction as v. Suppose, for instance, that v = (3, 4).
Then

|v| =
√

32 + 42 = 5;

thus, to scale v down to unit length we can divide by 5. � This produces the unit vector Or, equivalently, multiply by
1/5.u = (3/5, 4/5), which is called the unit vector in the direction of v. The same process works

more generally:

F A C T Let v = (a, b) be any nonzero vector. Then the new vector

u = v√
a2 + b2

=
(

a√
a2 + b2

,
b√

a2 + b2

)

is a unit vector in the direction of v.

Standard bas is vectors The two-dimensional vectors

i = (1, 0) and j = (0, 1)

are simple but useful. Both i and j have length 1, and they point in perpendicular
directions—along the x- and y-axes, respectively. The vectors i and j are known as the
standard basis vectors for R

2. They deserve this important-sounding name for a good
reason:

Every vector v = (a, b) in R
2 can be written as a sum of scalar multiples of i and j.

If, say, v = (2, 3), then

v = (2, 3) = (2, 0) + (0, 3) = 2(1, 0) + 3(0, 1) = 2i + 3j.

A sum of the form rv + sw, where r and s are any scalar constants, is called a linear
combination � of v and w. The calculation with (2, 3) illustrates that every vector (a, b) in Students who have taken

linear algebra should
recognize the words “basis”
and “linear combination.”

R
2 can be written, if we wish, as a linear combination of i and j. That is,

(a, b) = ai + bj.

(Some authors use the ij-notation exclusively.)

What is a vector, exactly? Defining the word “vector” in rigorous mathematical
language is harder than one might think. A formal definition is usually first met
seriously in a linear algebra course—and even there, the definition takes some
getting used to. The definition describes vectors as any objects that can be added
together and multiplied by real numbers, and these operations must satisfy some
minimal restrictions. (Vector addition must be commutative, for instance.)

The good news is that vectors are easier to understand informally (as arrows,
for instance, or as 2-tuples) than to define formally. An informal view of vectors is
adequate for our use in multivariable calculus.
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V e c t o r s i n s p a c e
So far we have considered only vectors in the xy-plane—those that “fit” naturally into
two dimensions. Sometimes, however, a third dimension � is essential. Physical motion,Or even more than three
for instance, may be inescapably three-dimensional, as when a fly buzzes aimlessly around
the room or a maple seed spirals from a tree to the ground.

Vectors in space vs . vec tors in the p lane In most respects vectors behave almost iden-
tically in two and three dimensions. In both settings, for instance, vectors can be thought
of geometrically as arrows with both magnitude and direction. In the following para-
graphs we collect some similarities and differences between two- and three-dimensional
vectors.

� Two-tuples and three-tuples A plane vector v corresponds to a 2-tuple (a, b). Simi-
larly, a space vector v corresponds to a 3-tuple (a, b, c), and we sometimes simply write
v = (a, b, c). The vector v can be thought of as the arrow (or position vector) from the
origin (0, 0, 0) to the point (a, b, c). The numbers a, b, and c are called the coordinates
of v.

� Algebra with 3-vectors Three-dimensional vectors are added and scalar multiplied
“term by term,” exactly like two-dimensional vectors. If v = (v1, v2, v3) and w =
(w1, w2, w3) are vectors, and a is any scalar, then

v + w = (v1, v2, v3) + (w1, w2, w3) = (v1 + w1, v2 + w2, v3 + w3);

av = (av1, av2, av3).

� Geometric meanings Vector addition and scalar multiplication have the same geo-
metric meaning for vectors in space as for vectors in the plane. If v and w are space
vectors and k is a scalar, then v + w is the vector formed by laying v and w head to tail;
the scalar multiple kv is formed by stretching v by the factor |k|. (If k < 0, we reverse
the direction of v.)

� Length and the triangle inequality The length of a 3-vector is defined using the
distance formula in xyz-space: If v = (v1, v2, v3), then

|v| = length =
√

v2
1 + v2

2 + v2
3 .

The same algebraic properties of length hold in three dimensions as in two:

|av| = |a| |v| ; |v + w| ≤ |v| + |w| .

The right-hand expression above is the triangle inequality again—this time for 3-
vectors.

� Standard basis vectors In three-dimensional space, there are three standard basis
vectors:

i = (1, 0, 0), j = (0, 1, 0), and k = (0, 0, 1).

(Note that the symbols i and j denote slightly different objects in the 2-D and 3-D
cases.) Each standard basis vector has length 1 and points in the positive direction
along one of the coordinate axes. In space, as in the plane, every vector can be written
as a linear combination of i, j, and k:

(a, b, c) = a (1, 0, 0) + b (0, 1, 0) + c (0, 0, 1) = a i + b j + c k.
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B A S I C E X E R C I S E S

Let u = (1, 2), v = (2, 3), and w = (−2, 1). In Exercises 1–7, find
the vector:

1. u + v

2. u − v

3. 2u − 3v

4. u + v/2 + w/3

5. the unit vector in the direction of u

6. the unit vector in the direction of v

7. the unit vector in the direction of w

8. For each vector v below, find the unit vector u in the direction
of v. Then sketch all eight vectors on the same axes.

(a) v = (1, 1)
(b) v = (−1, 1)

(c) v = (1, 2)
(d) v = (−1, −2)

9. Let v = (3, 4). Find the vector of length 7 that points in the
opposite direction as v.

10. Let v = (1, 2, 3).
(a) Find the length |v|.
(b) Find a unit vector u in the direction of v. By hand, draw

u, v, and 2u on the same axes.

11. Repeat Exercise 10, but use v = (1, −2, 3).

In Exercises 12–15, u and v are the vectors in the xz-plane pictured
below.

u

x

z

v

12. Draw the vector w = u + v.

13. Draw the vector a = u − v.

14. Draw the vector b = v − u.

15. Draw the vector c = 2u + v.

In Exercises 16–19, u and v are the vectors in the yz-plane pictured
below.

u

y

z

v

16. Draw the vector w = u + v.

17. Draw the vector a = u − v.

18. Draw the vector b = v − u.

19. Draw the vector c = u + 2v.

F U R T H E R E X E R C I S E S

Consider the three vectors u = (a, b), v = (c, d), and w = (e, f ),
and let r be a scalar. By the definition of vector addition,

u + v = (a, b) + (c, d) = (a + c, b + d) = (c + a, d + b)

= (c, d) + (a, b) = v + u.

(The middle step holds because ordinary addition of numbers is
commutative.) This argument shows that vector addition is com-
mutative, as asserted in Theorem 1. In Exercises 20 and 21, use a
similar argument to verify the identity.

20. u + (v + w) = (u + v) + w

21. r(v + w) = rv + rw

22. In this section we mentioned the parallelogram rule for
vector addition: The sum v + w is the diagonal of the
parallelogram with adjacent sides v and w.
(a) Draw and label a picture to illustrate this fact for the

vectors v = (2, 1) and w = (1, 3). (Base both vectors at
the origin.) What are the components of the diagonal
vector?
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(b) The parallelogram you drew actually has two diagonals.
You drew a northeast-pointing diagonal in the previous
part. Now draw the northwest-pointing diagonal vector.
What are its components? How is it related to v and w?

(c) Draw the southeast-pointing diagonal vector. What are
its components? How is it related to v and w?

23. Let v and w be vectors. What basic fact from Euclidean ge-
ometry is expressed by the relation |v + w| ≤ |v| + |w|?

12.512.512.5 V E C T O R - V A L U E D F U N C T I O N S , D E R I V A T I V E S ,
A N D I N T E G R A L S

The standard functions of single-variable calculus are real-valued functions of one real
variable. The sine function, for instance, takes one real number, x , as input, and produces
another real number, sin x , as output.

With vectors available new types of functions become possible. A function might
accept, say, real numbers as inputs and produce 2-vectors as outputs. Another function
might accept 3-vectors as inputs and produce real numbers as outputs. The first function is
called vector-valued; the second, scalar-valued. This variety of function types accounts for
much of the remarkable power of multivariable calculus to model real-world phenomena.

Multivariable calculus handles functions that use all possible combinations of vectors
and scalars as inputs and outputs. The good news is that most of the basic ideas of single-
variable calculus—graph, derivative, linear approximation, integral, and so forth—extend
in rather natural ways to functions with vector inputs or outputs (or both). But due care is
needed, both to keep track of what type of object is under consideration at a given time
and to find the “right” extension of a given single-variable idea to the multivariable setting.

V e c t o r - v a l u e d f u n c t i o n s
A vector-valued function is one that produces vectors as outputs. Consider, for example,
the function defined by the rule

f(t) = (cos t, sin t).

The notation f : R → R
2 makes sense for this function because f accepts a single number

t as input and produces the 2-vector (cos t, sin t) as output. Notice too that, because the
function is vector-valued we use the boldface symbol f rather than an ordinary f to denote
it. The two functions inside the parentheses are called component functions, or coordinate
functions. (A function g : R → R

3 has 3-vectors as values, and so there are three component
functions.)

Another notat ion The function f just considered can also be written in the form

f(t) = cos t i + sin t j,

where i = (1, 0) and j = (0, 1) are the standard basis vectors in R
2. � In a similar spirit, weWe described the standard

bases for R
2 and R

3 in
Section 12.4.

can write either

g(t) = (t, t2, t3) or g(t) = t i + t2j + t3k

to describe the same vector-valued function g. Here i = (1, 0, 0), j = (0, 1, 0), and k =
(0, 0, 1), and outputs of g are three-dimensional vectors. Both notations appear in text-
books; we will use each from time to time.

Parametr i c curves and vector-va lued funct ions In Section 1.2 we studied plane curves
parametrized by two coordinate functions x(t) and y(t). (A space curve has three coordi-
nate functions.) As the next example shows, such curves are close cousins to vector-valued
functions.
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E X A M P L E 1 Consider the vector-valued function f(t) = (cos t, sin t). How is f related
to a parametric curve? Which curve?

S o l u t i o n We have seen that setting

x = cos t ; y = sin t ; 0 ≤ t ≤ 2π

gives a parametrization for the unit circle x2 + y2 = 1, traversed once, counterclockwise,
starting from the east pole. Thus, for any input t , the vector f(t) = (cos t, sin t) can be
thought of as the position vector for a point on the unit circle. � As t ranges through
the domain (−∞, ∞), the tip of the vector f(t) traces the unit circle infinitely often,
counterclockwise, once in each t-interval of length 2π .

If, say, we want to trace only the right half of the unit circle, we restrict the
parameter interval:

x = cos t ; y = sin t ; −π/2 ≤ t ≤ π/2.

In the language of vector-valued functions, this amounts to restricting the domain; we
can write this economically as f : [−π/2, π/2] → R

2.

The tail is pinned at the
origin.

One idea , two views As the preceding example shows, the difference between a pair of
parametric equations and a vector-valued function is slight; we will use both points of view
and their corresponding notations more or less interchangeably.

When using vector-valued functions, it is sometimes useful to think of a curve as traced
out by a collection of position vectors f(t), one for each input t ; all tails are pinned at the
origin. Figure 1 shows several of these position vectors for the function f(t) = (t, 3 + sin t):

2 4−4 −2

2

3

4

5

x

y

F IGURE 1
Position vectors tracing out a curve

L i n e s , l i n e s e g m e n t s , a n d v e c t o r - v a l u e d f u n c t i o n s
Vectors and vector-valued functions make quick, efficient work of describing lines and line
segments.

L ines in the p lane Any line � in the xy-plane can be determined by two data: (i) a point
P0 = (x0, y0) through which � passes, and (ii) a direction vector v = (a, b) that points in the
direction of �. � Figure 2 shows the geometric situation:

Recall that −v points in the
opposite direction to v.
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O

P0

P0

v

x

X = P0 + 2v

X

y
�

F IGURE 2
A point and a vector determine a line

As the picture illustrates, a point X = (x, y) lies on � if and only if the vector X is of the form
P0 + tv, for some (positive or negative) scalar t . (For the point X shown, t = 2.) Therefore,
points on the line are those that satisfy the vector equation

(x, y) = (x0, y0) + t(a, b)

for some real number t . This means that we can think of the line as the image of the vector-
valued function X : R → R

2 defined for all real numbers t by X(t) = (x0, y0) + t(a, b). In
the language of parametric equations, � can be parametrized by

x(t) = x0 + at ; y(t) = y0 + bt ; −∞ < t < ∞.

As t ranges through all real numbers, X(t) traces out the entire line, which is infinite in
both directions.

L ine segments Suppose we want only part of a line, say the segment from P = (x0, y0)
to Q = (x1, y1). Then we can use P as our fixed point and

−→
P Q = (x1 − x0, y1 − y0) as our

direction vector. Then the line through P and Q has the form

X = (x, y) = (x0, y0) + t(x1 − x0, y1 − y0).

(We could, instead, have used Q as our fixed point and
−→
Q P = (x0 − x1, y0 − y1) as our

direction vector.) Restricting t to the interval 0 ≤ t ≤ 1 gives only the segment in question—
t = 0 corresponds to P and t = 1 to Q.

L ines and segments in space A line � in xyz-space is determined by a point P0 =
(x0, y0, z0) and a direction vector v = (a, b, c). A general point (x, y, z) lies on � if and
only if the vector X = (x, y, z) is of the form

X = P0 + tv,

where t is a real number and P0 is the position vector from the origin to (x0, y0, z0). If we
want only a line segment, we can restrict t to a subset of the real numbers. If we use, say,
0 ≤ t ≤ 1, then the vector equation X = P0 + tv describes the segment that starts at P0 and
runs along � for one length of the vector v.

We can think of the same line as the image of the vector-valued function X : R → R
3

defined by

X(t) = P0 + tv = (x0, y0, z0) + t(a, b, c)

or, equivalently, as determined by three parametric equations:

x(t) = x0 + at ; y(t) = y0 + bt ; z(t) = z0 + ct.
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E X A M P L E 2 Give vector and parametric equations for the line through the point
(0.28, −0.96, 1.67) with direction vector (0.96, 0.28, 0.33). �

S o l u t i o n The line is determined either by the vector-valued function

X(t) = (0.28, −0.96, 1.67) + t(.96, 0.28, 0.33)

or, equivalently, by the parametric equations

x = 0.28 + 0.96t ; y = −0.96 + 0.28t ; z = 1.67 + 0.33t,

whichever we please. For good measure, here is yet another equivalent description:

X(t) = (0.28 + 0.96t)i + (−0.96 + 0.28t)j + (1.67 + 0.33t)k.

Notice that time t = 0 corresponds to the point (0.28,−0.96, 1.67)—no matter the form.

We’ll see in a moment why we
chose these strange data.

D e r i v a t i v e s o f v e c t o r - v a l u e d f u n c t i o n s
In single-variable calculus, derivatives describe rates of change. A vector-valued function f
is, in one sense, simply a list of separate, scalar-valued functions. It is reasonable, therefore,
to describe the rate of change of f by differentiating the component functions separately.

D E F I N I T I O N ( D e r i v a t i v e o f a v e c t o r - v a l u e d f u n c t i o n ) Let the vector-
valued function f : R → R

2 be defined by f(t) = (
f1(t), f2(t)

)
. The derivative

of f is the vector-valued function f ′ : R → R
2 defined by

f ′(t) = d

dt

(
f1(t), f2(t)

) = (
f ′
1(t), f ′

2(t)
)
.

If g : R → R
3 is defined by g(t) = (

g1(t), g2(t), g3(t)
)
, then g′(t) =(

g′
1(t), g′

2(t), g′
3(t)

)
.

Calculating this new derivative amounts simply to finding several ordinary derivatives.
For example,

f(t) = (cos t, sin t) =⇒ f ′(t) = (− sin t, cos t) ;

g(t) = (
t, t2, t3) =⇒ g′(t) = (

1, 2t, 3t2) .

In terpret ing the der ivat ive The definition isn’t surprising, but what does the derivative
mean geometrically and in terms of rates? We will discuss these questions in detail below,
but here is the short answer:

F A C T Let I be an interval and f : I → R
2 a vector-valued function. Let f de-

scribe a curve C , and suppose that f ′(t) 	= (0, 0) for all t in (a, b). For every t0
in (a, b): (i) the vector f ′(t0) is tangent to C at the point f(t0) and points in the
direction of increasing t ; (ii) the scalar |f ′(t0)| tells the instantaneous speed (in
units of distance per unit of time) of f(t) at time t0.

(Similar properties hold for a function f : I → R
3.) The Fact says, in short, that if f(t)

describes the position of a moving particle (a vector quantity) at time t , then the derivative
f ′(t) describes the particle’s velocity (another vector quantity) at the same time. That the
derivative links position and velocity is not a new idea: We saw the same phenomenon in
single-variable calculus. That the same connection applies in higher dimensions is a crucial
fact; it accounts for much of the modeling power of multivariable calculus.



652 C H A P T E R 12 Curves and Vectors

We used the Fact to calculate a crawling ant’s velocity vectors in Example 1, page 640.
The following example illustrates the process for a less earthbound insect.

E X A M P L E 3 A fly buzzes through xyz-space. The fly’s position p(t) at time t seconds
is given by

p(t) =
(

cos t, sin t,
t

3

)
.

The dotted points show the fly’s position at t = 1, 2, . . . , 10:

−1

−0.5
−0.5

−1

0.5 0.5

1 1

0
0

3

2

1

0

z

y x

The black dots show the fly's position at  
successive seconds. The fly spirals upward.

F IGURE 3
Velocity vectors on a space curve

How was the tangent vector at each dotted point computed? What exactly was the fly
doing at t = 5 seconds?

S o l u t i o n The tangent vectors were found by differentiation. From the formula for p(t)
we see

p′(t) =
(

− sin t, cos t,
1
3

)
.

By the preceding Fact, at each time t the velocity vector p′(t) is tangent to the curve at
the point p(t). � At t = 5 seconds (which corresponds to the base of point of the darker
vector), we have

p(5) = (cos 5, sin 5, 5/3) ≈ (0.28, −0.96, 1.67);

p′(5) = (− sin 5, cos 5, 1/3) ≈ (0.96, 0.28, 0.33).

The second vector, which tells velocity, has magnitude |(0.96, 0.28, 0.33)| ≈ 1.05. Thus,
at time 5 seconds the fly was at position (0.28, −0.96, 1.67), moving in the direction of
the vector (0.96, 0.28, 0.33) at about 1.05 units per second.

All ten velocity vectors
appear about the same length.
Is this fact, coincidence, or a
plotting quirk?

E X A M P L E 4 We have seen that the vector-valued function

L(t) = (x0, y0) + t (a, b) = (x0 + at, y0 + bt)

describes the line � through (x0, y0) with direction vector (a, b). What does the
derivative L′(t) tell us?
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S o l u t i o n An easy differentiation gives L′(t) = (a, b). Thus, in this case the derivative
function has a constant vector value—which is not surprising given that every line has
constant vector direction. We see, too, that the line’s slope is b/a, the ratio of rise to run
in the direction vector.

Our derivative calculation bears out both parts of the preceding Fact:

(i) The derivative (a, b) is indeed tangent to � at every point, and (a, b) points in the
direction of increasing t .

(ii) In each unit of time the position L(t) increases by (a, b); in particular, L(t) moves
(at constant speed) through a distance of |(a, b)| = √

a2 + b2.

U n d e r s t a n d i n g v e c t o r d e r i v a t i v e s
Our definition makes for easy calculation—we just differentiate the coordinate functions
separately. But does the definition make good sense? Why does the vector function f ′(t) =(

f ′
1(t), f ′

2(t)
)

really deserve to be called a derivative? How do these new derivatives
resemble—and differ from—one-variable derivatives, which involve difference quotients,
limits, slopes, and tangent lines?

Vector der ivat ives as l im i ts The following Fact shows that a vector derivative, just like
an ordinary one, is a limit of difference quotients. Indeed, the vector derivative can be
defined as such a limit.

F A C T ( T h e d e r i v a t i v e a s a l i m i t ) Let f be a vector-valued function with
derivative f ′ as defined above, and let t0 be in the domain of f. Then

f ′(t0) = lim
h→0

f(t0 + h) − f(t0)
h

.

We “unpack” this Fact in the following paragraphs.

� Interpreting the difference quotient The ratio

f(t0 + h) − f(t0)
h

resembles the difference quotient of one-variable calculus—except that here the nu-
merator is a vector and the denominator a scalar. (This ensures that the quotient
makes sense; it is a vector quantity.) The numerator, being a difference of vectors, can
be drawn as an arrow joining two nearby points on the curve, as in Figure 4.

(0, 0)

f(t0 + h)

f(t0 + h) − f(t0 )

f(t0)

x

y

F IGURE 4
The difference of nearby vectors
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In particular, for small positive h the vector f(t0 + h) − f(t0) points approximately in
the direction of the curve. Because the quotient vector

f(t0 + h) − f(t0)
h

is a scalar multiple � of the numerator, the quotient vector also points approximatelyThe scalar is 1/h.
in the direction of the curve. (In other words, the quotient vector is approximately
tangent to the curve at f(t).)
We can apply similar reasoning to the magnitude of the difference quotient vector.
Figure 4 illustrates that |f(t0 + h) − f(t0)| (the length of the numerator) is approximately
the length of the small curve segment from t0 to t0 + h, that is, the distance traveled by
a point moving along the curve from t0 to t0 + h. Therefore, dividing by h (the “time”
elapsed) is approximately the average speed of f(t) from time t0 to time t0 + h.

� Interpreting the limit: instantaneous velocity The preceding discussion explains why,
as h tends to zero, the difference quotient vector tends to a limit vector that has two
key properties:
� Direction If f ′(t0) 	= (0, 0), then the vector f ′(t0) is tangent to the curve C at f(t0)

and points in the direction of increasing t . �As opposed to the opposite
direction. � Speed The magnitude |f ′(t0)| tells the instantaneous speed (at the instant t = t0, in

units of distance per unit of time t) with which the point f(t) moves along C .

These two properties justify calling the derivative f ′(t0) the velocity vector of f(t) at
t = t0.

� The symbolic view Writing f(t) = (
f1(t), f2(t)

)
shows symbolically why the Fact

holds:

lim
h→0

f(t + h) − f(t)
h

= lim
h→0

(
f1(t + h), f2(t + h)

)− (
f1(t), f2(t)

)
h

= lim
h→0

(
f1(t + h) − f1(t), f2(t + h) − f2(t)

)
h

= lim
h→0

(
f1(t + h) − f1(t)

h
,

f2(t + h) − f2(t)
h

)

=
(

lim
h→0

f1(t + h) − f1(t)
h

, lim
h→0

f2(t + h) − f2(t)
h

)
= (

f ′
1(t), f ′

2(t)
)
.

Der ivat ives , s lopes , and tangent l ines Elementary calculus teaches that, for a scalar-
valued function y = f (x), the derivative f ′(x0) gives the slope of the line that is tangent
to the graph of f at x = x0. A similar relation holds between derivatives and tangent
lines for vector-valued functions f(t): The derivative vector f ′(t0) is tangent at t = t0 (i.e.,
at the point f(t0)) to the curve with position vector f(t). We can use this information to
find tangent lines and, in the two-dimensional case, slopes of these lines. (In multivariable
calculus one seldom bothers with slopes because (i) the idea of slope makes sense only
in two dimensions, and (ii) tangent vectors are often easier to calculate and give more
information than slopes.) �But it’s fine to remember

slope now and then for old
time’s sake. E X A M P L E 5 Use vector derivatives to find a vector equation for the line tangent to

the unit circle at the point (1/
√

2, 1/
√

2). What is the slope of the circle at this point?

S o l u t i o n We can use the position function f(t) = (cos t, sin t) to describe the unit
circle; the point in question corresponds to t = π/4. Now f ′(t) = (− sin t, cos t), and so
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f ′(π/4) = (−√
2/2,

√
2/2). Thus, the tangent line passes through (1/

√
2, 1/

√
2) with

direction vector v = (−1/
√

2, 1/
√

2). Knowing a point and a direction vector, we can
describe the line in vector notation:

X(t) =
(

1/
√

2, 1/
√

2
)

+ t
(
−1/

√
2, 1/

√
2
)

.

A simple diagram shows that the line and the circle are indeed tangent at the target
point. The circle’s slope at this point is simply the ratio of rise to run in the tangent
vector: �

slope = 1/
√

2

−1/
√

2
= −1.

Draw the simple diagram by
hand to see what’s happening.

A distracted fly might move
along this line if it stopped
“turning” at t = 5.

E X A M P L E 6 Find an equation for the tangent line at t = 5 to the fly’s path shown in
Example 3. �

S o l u t i o n We found several equations for this very line in Example 2.

Tangent l ines to po lar curves Any curve given by a polar equation r = f (θ) can, instead,
be thought of as a parametric curve with parameter θ and coordinate functions

x = f (θ) cos θ and y = f (θ) sin θ.

(See the Fact on page 636.) If we now combine these formulas into one vector-valued
function (let’s call it g) in the equation

g(θ) = ( f (θ) cos θ, f (θ) sin θ) ,

then we can use vector derivatives to find tangent lines to polar curves.

E X A M P L E 7 Figure 5 shows the cardioid r = 1 + cos θ ; points with horizontal and
vertical tangent lines are marked with dots.

0.5 1 1.5 2
x

y

π
3

π
6

2π
3

5π
6

=

= =

=

F IGURE 5
Horizontal and vertical points on a cardioid
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Find exact coordinates for the marked points. What happens at the origin (where
θ = π)?

S o l u t i o n We first write the polar curve as a vector-valued function of θ :

g(θ) = (
x(θ), y(θ)

) = (
(1 + cos θ) cos θ, (1 + cos θ) sin θ

)
,

where 0 ≤ θ ≤ 2π . Differentiation (and some algebra) gives the derivative �

g′(θ) = (
x ′(θ), y′(θ)

) = (− sin θ(2 cos θ + 1), (2 cos θ − 1)(cos θ + 1)
)
.

The cardioid can have a vertical tangent line only where the derivative vector is
vertical—that is, where x ′(θ) = 0 but y′(θ) 	= 0. Similarly, the tangent line can be
horizontal only where y′(θ) = 0 but x ′(θ) 	= 0.

A careful look at the derivative formulas shows that the x ′(θ) has four roots: θ = 0,
θ = π , θ = 2π/3, and θ = 4π/3. Similar calculations reveal three roots of y′(θ), at θ = π ,
θ = π/3, and θ = 5π/3. We see, too, that θ = π is a root of both x ′(θ) and y′(θ).

Now Figure 5 shows just what the preceding analysis suggests: The cardioid is
vertical at three of the four roots of x ′(θ) and horizontal at two of the three roots of y′(θ).

A little glitch occurs at the common root θ = π , which corresponds to the cardioid’s
“cusp” at the origin. Here both x ′(π) = 0 and y′(π) = 0 are zero, and so no clear
candidate for a tangent line emerges. �

We omit the symbolic details,
but work them out for
yourself.

With slightly different ground
rules, one could argue for a
horizontal tangent line at the
origin. A l g e b r a i c r u l e s f o r v e c t o r d e r i v a t i v e s

Scalar- and vector-valued functions can be combined in various ways to form new functions.
If f and g are vector-valued functions, and a is a scalar-valued function, then we can form
such combinations as f(t) + g(t) and a(t)g(t). Derivatives of such combinations can be
found using rules that closely resemble the ordinary sum and product rules.

T H E O R E M 2 ( S u m a n d p r o d u c t r u l e s ) Let f and g be differentiable vector-
valued functions, and let a be a differentiable scalar-valued function. Then the
combined functions f + g and ag are differentiable with derivatives as follows:

� sum rule
(
f(t) + g(t)

)′ = f ′(t) + g′(t)
� scalar multiple rule

(
a(t) f(t)

)′ = a′(t) f(t) + a(t) f ′(t)

P r o o f The theorem is proved by writing f and g in components and using the correspond-
ing derivative rule for scalar-valued functions. To prove the sum rule in dimension two, for
example, we first write f = ( f1, f2) and g = (g1, g2). � Then,We omit the input variable t

to reduce clutter.
( f + g )′ = (

f1 + g1, f2 + g2
)′ = (

( f1 + g1)′, ( f2 + g2)′ ) definition of derivative

= (
f ′
1 + g′

1, f ′
2 + g′

2

)
ordinary sum rule

= (
f ′
1, f ′

2

)+ (
g′

1, g′
2

)
vector addition

= f ′ + g′,

as desired.

E X A M P L E 8 Differentiate g(t) = t(cos t, sin t).

S o l u t i o n The scalar multiple rule applies with a(t) = t and f(t) = (cos t, sin t). It says
that

g′(t) = (
t (cos t, sin t)

)′ = 1 (cos t, sin t) + t (− sin t, cos t).
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This is not very exciting—after all, we could have multiplied through by t before
differentiating—but it works.

A n t i d e r i v a t i v e s a n d i n t e g r a l s
Derivatives of vector-valued functions are found component by component. For the same
reason, vector antiderivatives are found the same way. (In this section we will just calculate
some vector antiderivatives. In the next section we’ll use them to model physical motion.)

Put tersely in symbols: If f(t) = (
f1(t), f2(t)

)
, then∫

f(t) dt =
∫ (

f1(t), f2(t)
)

dt =
(∫

f1(t) dt,
∫

f2(t) dt

)
.

The following example shows the idea in action.

E X A M P L E 9 Let f(t) = (1, 2) + t(3, 4). Show that∫
f(t) dt = t(1, 2) + t2

2
(3, 4) + (C1, C2),

where C1 and C2 are arbitrary constants.

S o l u t i o n If we first write f(t) = (1 + 3t, 2 + 4t), then antidifferentiating separately in
each component gives∫

f(t) dt =
∫

(1 + 3t, 2 + 4t) dt =
(

t + 3
t2

2
+ C1, 2t + 2t2 + C2

)
,

where C1 and C2 are arbitrary constants. Factoring like powers of t out of both
components gives another way to write the answer:(

t + 3
t2

2
+ C1, 2t + 2t2 + C2

)
= t(1, 2) + t2

2
(3, 4) + (C1, C2).

(Both forms of the answer are correct, but the second form probably shows more
clearly where the answer came from.)

U s i n g d e r i v a t i v e s a n d a n t i d e r i v a t i v e s
Vector derivatives and antiderivatives, suitably employed, are basic tools for modeling
phenomena of motion. In the next section we look quite carefully at modeling physical
motion in the presence of gravity. Here, we introduce basic ideas.

Speed and d i rec t ion We have seen that if C is a curve in the xy-plane, described by a
position vector function p(t), and we think of t as time, then, for any t = t0, the vector
derivative

p′(t0) = (
x ′(t0), y′(t0)

)
conveys two useful types of information: (i) the magnitude |p′(t0)| tells the instantaneous
speed at which p(t) moves along C ; (ii) if p′(t0) 	= (0, 0), then p′(t0) is tangent to C at(
x(t0), y(t0)

)
.

E X A M P L E 10 The position of a moving point along a curve C is given parametrically
by

p(t) = (2 cos t, sin t); 0 ≤ t ≤ 2π.

What is the point’s speed at time t = π/3? Find a linear curve l(t) that passes through
p(π/3) with direction vector p′(π/3). Plot both curves together.
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S o l u t i o n It is easy to check that

p
(π

3

)
=

(
1,

√
3

2

)
, and p′

(π

3

)
=

(
−

√
3,

1
2

)
.

The point’s speed at this moment is the magnitude of the velocity:
|p′(π/3)| = √

13/2 ≈ 1.803, and the linear curve

l(t) = p
(π

3

)
+

(
t − π

3

)
p′

(π

3

)
=

(
1,

√
3

2

)
+

(
t − π

3

) (
−

√
3,

1
2

)

“matches” p(t) in the desired sense. (In particular, l(π/3) = p(π/3).) Figure 6 shows p
and l together.

−2 −1 1 2

1

−1

x

y

F IGURE 6
A curve and a tangent line

The line appears, as advertised, to be tangent to the curve (an ellipse) at the point
p(π/3).

F ind ing arc length Consider a curve C with parametrization

p(t) = (
x(t), y(t)

)
; a ≤ t ≤ b.

How long is C? The answer is easy to find for the simplest curves, such as line segments
and circles. For the general case, speed is the key to an answer.

We said above that the speed at which C is traversed is given, at time t , by

|p′(t)| =
√

x ′(t)2 + y′(t)2.

This formula shows that, for most curves, the speed is a nonconstant function of t . In the
(rare) exceptional case, we speak of a constant-speed parametrization.

Recall from single-variable calculus that to find the total distance a moving object
travels over the t-interval a ≤ t ≤ b (also called the arclength), we integrate the speed
function. The same integration strategy turns out to work here—and it works both in the
plane and in space:

F A C T ( A r c l e n g t h b y i n t e g r a t i o n ) Let C be a curve parametrized by con-
tinuously differentiable coordinate functions x(t) and y(t) for a ≤ t ≤ b. Then

arclength of C =
∫ b

a

√
x ′(t)2 + y′(t)2 dt.
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E X A M P L E 11 How far did the fly in Example 3 fly over the 10-second period
illustrated in Figure 3?

S o l u t i o n We calculated the fly’s velocity in Example 3. Finding the fly’s speed function
is now easy:

p′(t) =
(

− sin t, cos t,
1
3

)
=⇒ ∣∣p′(t)

∣∣ =
√

1 + 1/9 =
√

10
3

.

Hence, the fly moves at constant speed, and its total distance—the arclength of its
path—is simply ∫ 10

0

√
10
3

dt = 10

√
10
3

≈ 10.54 units of distance.

E X A M P L E 12 Find the length of the upper half of the unit circle; use the
parametrization p(t) = (cos t, sin t), 0 ≤ t ≤ π .

S o l u t i o n Since x ′(t) = − sin t and y′(t) = cos t , we see that
√

x ′(t)2 + y′(t)2 = 1—in
this case, therefore, the speed is always 1.

arclength =
∫ π

0
1 dt = π.

What could be simpler?

E X A M P L E 13 Repeat the preceding calculation, but this time with another
parametrization: p(t) = (

cos(t2), sin(t2)
)
, 0 ≤ t ≤ √

π .

S o l u t i o n This time the speed is not constant: x ′(t) = −2t sin(t2) and y′(t) = 2t cos(t2).
But it doesn’t make much difference:√

x ′(t)2 + y′(t)2 =
√

4t2 sin2(t2) + 4t2 cos2(t2) = 2t,

and so

arclength =
∫ √

π

0
2tdt = π.

Dif ferent parametr izat ions but on ly one length The calculations in Examples 12 and 13
produced easy answers. More important, they produced the same answer—as we’d expect,
given that only one curve is involved. An important principle lurks here:

The length of a smooth curve is a property of the curve, not of a particular
parametrization. Different parametrizations give the same length.

Easy or hard? Examples 12 and 13 might suggest that finding arclengths exactly is a piece
of cake. Alas, it isn’t: In practice, the pesky square root in the integrand often foils symbolic
integration. When that occurs, however, we can use numerical integration methods.

Check it!

E X A M P L E 14 How long—exactly—is the curve p(t) = (t, sin t) for 0 ≤ t ≤ π? (The
curve is one arch of a sine function.) How long is it approximately?

S o l u t i o n The arclength integral is easy to write down: �

arclength =
∫ π

0

√
1 + cos2 t dt.
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The integral, unfortunately, does not yield in symbolic form even to Maple or
Mathematica because the integrand has no convenient antiderivative. But numerical
techniques, such as the midpoint rule with 20 subdivisions, are usually available for
definite integrals. � We get

M20 = 3.820197791,

which means that our curve is approximately 3.82 units long.

Your calculator or computer
can help you check such
calculations.

B A S I C E X E R C I S E S

1. Let � be the line through the point P = (1, 2) in the direction
of the vector v = (2, 3).
(a) The line � is the image of the vector-valued function

L(t) = (1, 2) + t(2, 3) for all real t . Draw a picture to ex-
plain why; label the points on � that correspond to t = 0,
t = 1, t = 2, and t = −1.

(b) What is the image of the function L(t) = (1, 2) + t(2, 3)
if the domain is restricted to t ≥ 0?

(c) What is the image of the function L(t) = (1, 2) + t(2, 3)
if the domain is restricted to −1 ≤ t ≤ 1?

2. Repeat Exercise 1, but let � be the line through the point
(a, b) in the direction of the vector (c, d). (Assume that c
and d are not both zero.)

3. Suppose that the motion of a particle is described by the
parametric equations x(t) = 1 − 2t + t3, y(t) = 2t4. What is
the particle’s speed at time t = 1?

4. Let P = (1, 3) and Q = (2, 6) be points in the plane. Find
a vector-valued function R(t) = R0 + tv such that R(t) de-
scribes the line through P and Q.

5. Let P = (−2, 1) and Q = (3, 2) be points in the plane. Find
a vector-valued function S(t) = S0 + tu such that S(t) des-
cribes the line through P and Q.

6. Let P be the vector-valued function P(t) = (
sin t, cos t

)
.

(a) What curve is traced by P? Draw a picture of this curve.
(b) Draw the vector P′(π/3) at the point corresponding to

t = π/3 on the picture you produced in part (a).
(c) Find a vector equation for the line tangent to the curve

at t = π/3.

7. Let P be the vector-valued function P(t) = (
2 cos t, sin t

)
.

(a) What curve is traced by P? Draw a picture of this curve.
(b) Draw the vector P′(π/6) at the point corresponding to

t = π/6 on the picture you produced in part (a).
(c) Find a vector equation for the line tangent to the curve

at t = π/6.

8. Let C be the curve described by the parametric equations
x(t) = t , y(t) = t3.
(a) Sketch a graph of C .
(b) Find the vector-valued function f(t) associated with this

parameterization of the curve C .

(c) Find the velocity vector and the speed of f(t) at t = 1.

9. Find an equation of the line tangent to the curve f(t) =
(t2, 2t, t3) at t = 1. What is the speed of f(t) at t = 1?

10. Find the velocity of g(t) = (t2 − 1, t + 1, t3) at t = 2. What is
the speed of g(t) at t = 2?

11. Let P(t) = t i + t2 j.
(a) Draw the vectors P(−2), P(−1), P(0), P(1), and P(2).
(b) Add a sketch of the curve described by P to the figure

you prepared in part (a).
(c) Add the vectors P′(−2), P′(−1), P′(1), and P′(2) to the

figure you prepared in part (a).

12. Let Q(t) = t i + t−1 j.
(a) Draw the vectors Q(1), Q(2), Q(3), Q(4), and Q(5).
(b) Add a sketch of the curve described by Q to the figure

you prepared in part (a).
(c) Add the vectors Q′(1), Q′(2), Q′(3), Q′(4), and Q′(5) to

the figure you prepared in part (a).

In Exercises 13–17, plot the given curve and estimate its arclength
by eye. Set up the appropriate integral. If possible, evaluate it ex-
actly by antidifferentiation; otherwise, estimate the answer using
a midpoint approximating sum with 20 subdivisions.

13. r(t) = (3 + t, 2 + 3t); 0 ≤ t ≤ 1.

14. r(t) = (
cos(2t), sin(2t)

)
; 0 ≤ t ≤ π

15. r(t) = (
sin(3t), cos(3t)

)
; 0 ≤ t ≤ 2π/3

16. r(t) = (3 sin t, cos t); 0 ≤ t ≤ 2π

17. r(t) = (t cos t, t sin t); 0 ≤ t ≤ 4π

In Exercises 18–21, find a linear curve l(t) that passes through
r(t0) with direction vector r′(t0). Check your work by plotting.
(Do these exercises in the spirit of Example 10.) [HINT: When
plotting, be sure to use the same units on the x- and y-axes.]

18. r(t) = (t2, t3); t0 = 1

19. r(t) = (cos t, sin t); t0 = π/4

20. r(t) = (t, sin t); t0 = π/4

21. r(t) = (t sin t, t cos t); t0 = π
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F U R T H E R E X E R C I S E S

22. Let P = (0, 1, 2) and Q = (3, 1, 6) be points in space.
(a) Find a vector-valued function R(t) such that R(0) =

P and R(t) describes the line through P and Q and∣∣R′(t)
∣∣ = 5.

(b) Find a vector-valued function S(t) such that S(0) = Q
and S(t) describes the line through P and Q and

∣∣S′(t)
∣∣ =

10.

23. Suppose that R(t) = P0 + tv and S(t) = P0 + t2v, where P0

and v 	= 0 are vectors. Do R and S describe the same curve?
Justify your answer.

24. Suppose that R(t) = P0 + tv and S(t) = P0 + t3v, where P0

and v are vectors. Do R and S describe the same curve?
Justify your answer.

25. Suppose that P(0) = u and P′(t) = v, where u and v are con-
stant vectors. Describe the curve traced by P(t).

26. Suppose that P(0) = u and P′(t) = tv, where u and v are con-
stant vectors. Describe the curve traced by P(t).

27. Let H be the helix described by the vector-valued function
f(t) = cos t i + sin t j + t k.
(a) Show that f(t) moves along H at a constant speed.

(b) Find a vector-valued function g(t) that moves along H
at constant speed 1.

28. Consider the vector-valued function p(t) = (cos t, sin t, t).
(a) Plot the curve defined by p(t); let 0 ≤ t ≤ 4π .
(b) Find a vector equation for the tangent line � at t = π to

the curve defined by p(t).
(c) On one set of axes, plot both the curve and the tangent

line from part (a).
(d) Show that p(t) = (cos t, sin t, t) has constant speed. Find

the arclength from t = 0 to t = 4π .

29. Repeat Exercise 28 using the vector-valued function p(t) =(
cos(t/2), sin(t/2), t

)
.

30. Find the length of the curve x(t) = (
t, sin(4t), cos(4t)

)
be-

tween t = 0 and t = π .

31. Find the length of the logarithmic spiral r = eθ between θ = 0
and θ = π .

32. Which helix is longer, one of radius 5 centimeters and height
4 centimeters that makes three complete turns or one of ra-
dius 3 centimeters and height 4 centimeters that makes five
complete turns? Justify your answer.

12.612.612.6 M O D E L I N G M O T I O N

On March 13, 1986, the Giotto spacecraft approached within 600 kilometers of Halley’s
comet. This fly-by had been planned since Giotto’s launch on July 2, 1985. An unplanned
event occurred, too—Giotto was severely damaged by space dust. (For a color photograph
of the nucleus of Halley’s comet, taken by Giotto, see

http://nssdc.gsfc.nasa.gov/planetary/giotto.html on the World Wide Web.)

Halley’s comet had last been seen near Earth in 1910. On its third previous pass, in 1682,
the comet had been observed by the English astronomer Edmund Halley (1656–1742); a
contemporary and supporter (intellectual and financial) of Isaac Newton’s. Halley’s theory
of orbits correctly predicted that the comet of 1682 would return to Earth’s vicinity on a
76-year cycle.

Predicting the orbit of a comet and arranging a rendezvous with a spacecraft would be
impossible without calculus-based tools and techniques. So, for that matter, would much
humbler tasks, such as estimating that the 206-mile drive from Chattanooga to Tuscaloosa
takes 3 hours and 49 minutes—unless one takes the longer route through Talladega, which
adds about 57 minutes to the trip.

Comets and spacecraft are difficult and expensive to observe directly, and so it is
essential to model their motion mathematically. To model a physical phenomenon mathe-
matically means first to describe it in mathematical language, using mathematical objects
such as vectors, functions, derivatives, and integrals. Once this is done, mathematical con-
sequences can be deduced and their physical meaning interpreted.

Modeling physical motion was historically among the most important applications of
calculus. To a large extent, in fact, the invention and development of calculus in the 17th
and 18th centuries were spurred by the desire to understand and predict motion, whether
the orbits of planets or the trajectories of mortar shells. Modeling motion remains just as

http://nssdc.gsfc.nasa.gov/planetary/giotto.html
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important today, whether for predicting when we will get to Grandma’s or for programming
a robot arm.

How many var iab les? One-variable calculus nicely models one-dimensional motion,
such as that of a car on a straight east–west road like Interstate 94 through North Dakota.
But the curves and mountains of Montana are not far away. When we get there, an extra
variable or two will prove very handy.

The physical world is three-dimensional, and so it might seem that we would always
need three variables to describe motion realistically. Many types of motion, however, are es-
sentially one- or two-dimensional. A westbound car on Interstate 94 through North Dakota
moves, for practical purposes, on a (one-dimensional) straight line. If the driver turns
south at Mandan and takes the scenic loop through Carson, Elgin, Mott, and Richardton,
rejoining I-94 at Dickinson, the car’s motion is essentially two-dimensional. Nothing much
happens in the third dimension, altitude, until the mountainous stretch ahead in Montana
from Billings to Butte. (Even there we might choose to ignore altitude for the sake of
convenience or approximation.)

P o s i t i o n , v e l o c i t y , a n d a c c e l e r a t i o n
In one d imens ion Imagine a particle � moving along the x-axis, with its position at time t“Particle” is the

quaint-sounding term for any
object that can be thought of
as a point.

seconds given by a position function p(t). The particle has a corresponding velocity function
v(t) and an acceleration function a(t). As elementary calculus teaches, these functions are
related by derivatives:

v(t) = p′(t); a(t) = v ′(t); a(t) = p′′(t).

(We assume here, of course, that all the needed derivatives exist.) � We used these facts inWe’ll always assume this
unless something is said to the
contrary.

elementary calculus to model various phenomena of motion. A typical example follows:
Starting from an acceleration function, we antidifferentiate to work “back” to find the
velocity and position functions.

E X A M P L E 1 A particle has constant acceleration a(t) = −3 units per second per
second. At time t = 0, the particle has velocity v(0) = 12 units per second and position
p(0) = 0. Find formulas for v(t) and p(t). Describe the particle’s journey over the next
8 seconds.

S o l u t i o n From the derivative relations above, we have

v ′(t) = a(t) = −3 =⇒ v(t) =
∫

−3 dt = −3t + C,

where C is some constant. Since v(0) = 12, we must have C = 12, and so
v(t) = −3t + 12. Arguing similarly for position gives

p′(t) = v(t) = −3t + 12 =⇒ p(t) =
∫

(−3t + 12) dt = −3t2

2
+ 12t + D,

where D is a constant. The condition p(0) = 0 implies that D = 0. Putting the pieces
together gives

v(t) = −3t + 12 and p(t) = −3t2

2
+ 12t.

The formulas � show that t = 4 is especially important: v(4) = 0, p(4) = 24, and v(t)
changes sign (from positive to negative) at t = 4. Now we can describe the particle’s
itinerary: It moves to the right until t = 4, reaching x = 24; then it moves to the left,
returning to the origin, with velocity −12 units per second, at t = 8.

Or their graphs.
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In h igher d imens ions The vector calculus tools and techniques we have developed permit
us to model many types of two- and three-dimensional motion. (For simplicity we will stick
mainly to plane motion, but the ideas are essentially the same in three variables.) The key
idea is that vector-valued acceleration, velocity, and position functions are all derivatives
and antiderivatives of each other just as in one dimension:

v(t) = p′(t); a(t) = v′(t); a(t) = p′′(t).

There are differences, however, between these equations and their one-dimensional coun-
terparts: The position, velocity, and acceleration are now all vector-valued functions of t ,
and the derivatives must now be interpreted in the sense appropriate for such functions. � Recall: Boldface letters

denote vectors.

Start ing with acce lerat ion In modeling physical motion, it is often most natural to begin
with information about acceleration and to work toward formulas for velocity and posi-
tion. Acceleration crops up naturally in practice because of its close connection to force.
Newton’s second law puts it like this:

A force acting on an object produces an acceleration that is directly proportional to
the force and inversely proportional to the object’s mass.

Forces (gravitational force, air drag, sliding friction, a rocket’s thrust, etc.) can often be
measured directly and—thanks to Newton’s law—converted into information about accel-
eration. For these reasons, acceleration rather than velocity or position is often the “given”
in physical modeling problems.

Zero acce lerat ion In the simplest possible case, an object’s acceleration is the zero vector.
In this case it is easy to find velocity and position by antidifferentiation. For velocity,

a(t) = (0, 0) =⇒ v(t) =
∫

(0, 0) dt =
(∫

0 dt,
∫

0 dt

)
= (C1, C2),

where C1 and C2 are constants. � For position, Notice the antiderivative of a
vector-valued function.

v(t) = ( C1, C2 ) =⇒ p(t) =
∫

( C1, C2 ) dt =
(∫

C1 dt,
∫

C2 dt

)
= ( C1t + C3, C2t + C4 ),

where C3 and C4 are arbitrary constants.
In specific cases, the four constants are evaluated using additional information such as

the velocity and position of the particle at time t = 0. Notice, however, that regardless of
the numerical values of these constants, the calculation illustrates an interesting physical
fact: In the absence of outside forces, an object has zero acceleration, constant velocity
(and speed), and a linear position function.

E X A M P L E 2 At time t = 0, a particle in the plane has velocity vector (1, 2) and
position vector (3, 4). (These stipulations are called initial conditions.) No external
force acts, and so the acceleration is a(t) = (0, 0) at all times. Describe the particle’s
movement. Where is the particle at time t = 100?

S o l u t i o n As we just calculated, the particle has constant velocity function
v(t) = (C1, C2) and linear position function p(t) = t(C1, C2) + (C3, C4). The initial
conditions give C1 = 1, C2 = 2, C3 = 3, and C4 = 4, and so

v(t) = (1, 2), and p(t) = (3, 4) + t(1, 2).

Thus, the particle moves away from (3, 4) with constant speed
√

5 in the direction of the
vector (1, 2). At t = 100 the particle’s position is p(100) = (103, 204).
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Grav i ty and acce lerat ion Everyone knows that Earth’s gravity pulls objects toward the
center of the Earth, producing a “downward” acceleration. It is also true (but not so
obvious until around 1600, when Galileo tossed various items off the Leaning Tower of
Pisa) that the acceleration due to gravity has the same magnitude for all objects, regardless
of their mass. �Heavier objects fall harder

but not faster. The practical result is that gravity induces the same acceleration on all objects near
the surface of the Earth. Considered as a vector, the acceleration due to gravity is an arrow
pointing toward the center of the Earth; it has the same magnitude for all objects. (This
magnitude is usually denoted by g; it is called the acceleration due to gravity.) In the metric
system, g ≈ 9.8 meters per second per second. (In English units, g ≈ 32 feet per second per
second.)

Disp lacement and def in i te in tegra ls In Example 2 we antidifferentiated the velocity
function v to get the position function p; then we found p(100). A slightly different
strategy involves the definite integral of the velocity function over the time interval in
question:

F A C T Let v(t) be a particle’s velocity and p(t) its position for a ≤ t ≤ b. Then∫ b

a
v(t) dt = p(t)

]b

a
= p(b) − p(a).

The vector quantity p(b) − p(a) is called the displacement of the particle over the interval
a ≤ t ≤ b; it tells how the particle’s position changes over the time interval.

E X A M P L E 3 In the situation of Example 2, use a definite integral to find the particle’s
displacement over the interval 0 ≤ t ≤ 100. What is the particle’s final position?

S o l u t i o n Note first that if v(t) = (1, 2), then t (1, 2) + (C1, C2) is an antiderivative for
any constants C1 and C2. Since we are working with a definite integral, we can safely set
both constants to zero. Thus, the displacement vector is

∫ 100

0
(1, 2) dt = t(1, 2)

]100
0 = (100, 200).

Adding the displacement to the starting position gives the particle’s final position:
p(100) = (3, 4) + (100, 200) = (103, 204). �

We found the same answer in
Example 2.

Constant acce lerat ion In the next simplest case, an object’s acceleration is a nonzero
constant vector. This case is especially important; it arises, for instance, when a constant
force (such as gravity, under appropriate conditions) acts on an object, producing a constant
acceleration. Suppose, then, that an object has constant acceleration vector a(t) = (a1, a2).
Then

v(t) =
∫

(a1, a2) dt = t(a1, a2) + (C1, C2),

where C1 and C2 are arbitrary constants. Since v(0) = (C1, C2), the constants represent the
object’s initial velocity.
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To find position we antidifferentiate again: � Convince yourself that these
antiderivatives are correct.

p(t) =
∫ (

t(a1, a2) + (C1, C2)
)
dt = t2

2
(a1, a2) + t(C1, C2) + (C3, C4),

where C3 and C4 are again arbitrary constants. Since p(0) = (C3, C4), these constants rep-
resent the object’s initial position.

We see, in particular, that constant acceleration begets linear velocity and quadratic
position functions. � Unless some of the constants

happen to be zero.

E X A M P L E 4 An object starts from rest at the origin and has constant acceleration
a = (1, 2). What happens? What are the object’s position and velocity at t = 100
seconds?

S o l u t i o n The calculations in Example 3, together with the initial conditions, mean
that the object’s velocity and position functions are

v(t) = t(1, 2) and p(t) = t2

2
(1, 2).

Thus, the particle moves along the curve defined by p(t). (This “curve” is actually a
straight line—but that doesn’t matter to the calculation.)

The velocity at t = 100 v(100) = (100, 200); the speed is |v(100)| = 100
√

5, and the
position is p(100) = (5000, 10000).

F r e e f a l l
A moving object that is affected only by gravity is said to be in free fall. In the real
world, falling objects are always affected to some degree by other forces such as air drag,
passing breezes, and stray pigeons. These forces may or may not be negligible; in any event,
modeling free fall is useful as a first step toward understanding more complex combinations
of forces.

Free fall is conveniently modeled in the xy-plane; we will let the negative y-direction
represent “downward” (that is, toward the Earth’s center); the x- and y-units will be meters.
Then the acceleration due to gravity is of the form a(t) = (0, −g), where g ≈ 9.8 meters
per second per second is the (constant) acceleration due to gravity. With calculations like
those above we can model free-fall phenomena.

Tra jec tor ies What shape of path does a shotput or baseball follow (ignoring wind resis-
tance and other stray forces) after being thrown or hit? Newton deduced the answer—a
parabola—from the fact that gravity’s acceleration is constant. So can we.

Do you see why the initial
velocity vector v(0) has the
form claimed? Draw your
own figure.

E X A M P L E 5 A free-falling projectile leaves the origin at time t = 0, with initial speed
100 meters per second, at an angle α above the horizontal. What path does the
projectile follow? Where does it land? (Let the x-axis represent ground level.)

S o l u t i o n The given conditions say the following: �

a(t) = (0, −g), v(0) = 100(cos α, sin α), and p(0) = (0, 0).

Calculating as in Example 4 gives

v(t) = t(0, −g) + 100(cos α, sin α); p(t) = t2

2
(0, −g) + 100t(cos α, sin α),
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and we see that the curve p(t) has parametric equations

x(t) = 100t cos α; y(t) = −gt2

2
+ 100t sin α.

Figure 1 shows a sample of such curves for various initial angles α:

100

200

300

400

500

600

200 400 600 800 1000

F IGURE 1
Trajectories for various initial angles

The picture suggests Newton’s insight: All trajectories are parabolas. � The projectile
lands at the time t when y(t) = 0. Solving this equation for t (we want the positive
solution) gives

−gt2

2
+ 100t sin α = 0 =⇒ t = 200 sin α

g
.

For this t , we have

x(t) = 100t cos α = 100
200 sin α

g
cos α;

this is the projectile’s range. If, say, α = π/4, then the range is 10000/g ≈ 1020 meters.
(These numbers are not completely unrealistic, by the way. One simple mortar used

in World War II had initial velocity 82 meters per second and range 650 meters.)

This section’s exercises
explore the symbolic reasons.

B A S I C E X E R C I S E S

1. In Example 1, we claimed: . . . the particle moves to the right
until t = 4, reaching x = 24; then it moves to the left, returning
to the origin, with velocity −12 units per second, at t = 8. Plot
the function p(t) for 0 ≤ t ≤ 8. Then explain how the graph
“agrees with” all parts of the italicized statement.

Exercises 2–5 use the same notation as Example 1. In each ex-
ercise, find equations for p(t) and v(t). What happens over the
interval t = 0 to t = 10? Find and interpret v(10) and p(10).

2. Assume that a(t) = 0, v(0) = 0, and p(0) = 1.

3. Assume that a(t) = 0, v(0) = 1, and p(0) = 0.

4. Assume that a(t) = 1, v(0) = 0, and p(0) = 0.

5. Assume that a(t) = t , v(0) = 0, and p(0) = 0.

6. This exercise is about Example 4.
(a) By hand, sketch the “curve” defined by p(t) for 0 ≤ t ≤

100. What very simple shape does the “curve” seem
to have? [HINT: The curve is parametrized by x(t) =
p1(t); y(t) = p2(t); 0 ≤ t ≤ 100.]

(b) Eliminate the variable t in the parametric equations for
the curve p(t). What is the resulting equation? Does it
agree with what you found in the previous part?

(c) Find the arclength of the curve p(t) from t = 0 to t = 100.

7. An object starts from rest at the origin and has constant
acceleration vector a = (1, −1).
(a) By hand, sketch the “curve” defined by p(t) for 0 ≤ t ≤

100. What very simple shape does the “curve” seem to
have?

(b) Eliminate the variable t in the parametric equations for
the curve p(t). What is the resulting equation? Does it
agree with what you found in the previous part?

(c) Find the arclength of the curve p(t) from t = 0 to t = 100.
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8. At time t = 0 seconds a particle is at the origin and has
velocity vector (4, 4). It undergoes constant acceleration
a(t) = (0, −1).
(a) Find formulas for the velocity function v(t) and the po-

sition function p(t).
(b) Plot the path taken by the particle p(t) for 0 ≤ t ≤ 10.

What familiar shape does the path seem to have?
(c) Eliminate the variable t in the parametric equations for

the curve p(t). What is the resulting equation? Does it
agree with what you found in the previous part?

(d) Find the arclength of the curve p(t) from t = 0 to t = 10.
[HINT: Set up the integral by hand; either solve it exactly
using a table of integrals or use technology to approxi-
mate the integral numerically.]

9. A projectile is at (0, 0) at time t = 0 seconds. Its initial speed
is 100 meters per second, its initial angle is π/3, and it travels
under free fall conditions.

(a) Find equations for the velocity and position functions.
(b) When does the projectile touch down?
(c) Plot the projectile’s trajectory from takeoff to landing.
(d) At what time is the projectile at maximum height? How

high is this? [HINT: Find the time at which the velocity
vector is horizontal.]

(e) Find the speed and the velocity at the moment the pro-
jectile is highest.

10. Suppose that the velocity of an object at time t seconds is
(5t2 + 3t − 4, 1 − t) meters/second. At time t = 2 the object
is at the point (1, 0).
(a) Find the object’s acceleration vector at time t = 1.
(b) Find the position of the object at time t = 0.
(c) Express the distance traveled by the object between time

t = 0 and time t = 2 as an integral. (Don’t evaluate this
integral.)

11. Suppose that the motion of a particle is described by the
parametric equations x = t3 − 3t , y = t2 − 2t .
(a) Does the particle ever come to a stop? If so, when and

where?
(b) Is the particle ever moving straight up or straight down?

If so, when and where?
(c) Is the particle ever moving horizontally left or right? If

so, when and where?

12. A particle moves in the xy-plane with constant acceleration
vector a(t) = (0, −1). At time t = 0 the particle is at the point
p(0) = (0, 0) and has velocity v(0) = (1, 0).
(a) Give a formula for the particle’s velocity function v(t).
(b) Give a formula for the particle’s position function p(t).
(c) Write down an integral whose value is the distance trav-

eled by the particle between t = 0 and t = 5. (Don’t eval-
uate this integral.)

F U R T H E R E X E R C I S E S

13. Example 5 shows that a projectile with initial speed 100 me-
ters per second and initial angle α follows a parabolic path
given parametrically by

x(t) = 100t cos α; y(t) = −gt2

2
+ 100t sin α.

(a) Eliminate t to find an equation in x and y for the para-
bola. [HINT: Since x = 100t cos α, t = x/(100 cos α).
Substitute this into the equation for y.]

(b) Show that the maximum range is obtained if α = π/4.
What is the maximum range?

14. A projectile is at (0, 0) at time t = 0 seconds. Its initial speed
is s0 meters per second, its initial angle is α, and it travels
under free fall conditions.
(a) Find equations for the velocity and position functions.
(b) At what time is the projectile highest? [HINT: The an-

swer depends on both s0 and α.]
(c) Find the speed and the velocity at the moment when the

projectile is highest.
(d) Find the speed and the velocity at the moment when the

projectile lands.

15. Suppose that the position of a particle at time t is p(t) =
(3 cos t, 3 sin t, t). If the particle flies off on a tangent at
t = π/2, where is the particle at t = π?

16. An astronaut is flying in a spacecraft along the path described
by r(t) = (t2 − t, 2 + t, −3/t), where t is given in hours. The
engines are shut off when the spacecraft reaches the point
(6, 5, −1). Where is the astronaut 2 hours later?

17. An object moving with constant velocity passes through the
point (1, 1, 1) and then passes through the point (2, −1, 3) 5
seconds later.
(a) Find the object’s velocity vector.
(b) Find the object’s acceleration vector.

18. Suppose that the velocity of an object at time t seconds is(
4e−t , 3t2, 5 cos(π t)

)
meters/second. At time t = 1 the object

is at the point (1, 2, 3).
(a) Find the object’s speed at time t = 0.
(b) Find the object’s acceleration vector at time t = 1.
(c) Find the position of the object at time t = 2.

19. Suppose that a particle moves clockwise once around a circle
of radius 3 centered at the point (4, 5) in the xy-plane, that it
moves with constant speed 2, and that it starts at the position
(1, 5). Give a position function that models the motion of
the particle.
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12.712.712.7 T H E D O T P R O D U C T

We have already met two algebraic operations on vectors, each of which produces new
vectors from old ingredients. If v and w are vectors and r is a scalar, then both the sum
v + w and the scalar multiple rv are vectors. In this section we meet a new operation, the
dot product, also known, sometimes, as the scalar product. The latter name stems from an
important property: The dot product v • w of two vectors is a scalar. And a very interesting
scalar at that—few other mathematical tools reveal so much information at so little cost
in calculation.

D e f i n i n g t h e d o t p r o d u c t
The algebraic definition is essentially the same in two and three variables:

D E F I N I T I O N ( T h e d o t p r o d u c t ) Let v = (v1, v2) and w = (w1, w2) be vectors.
The dot product of v and w is the scalar defined by

v • w = v1w1 + v2w2.

If v = (v1, v2, v3) and w = (w1, w2, w3), then

v • w = v1w1 + v2w2 + v3w3.

The definition is simple. What the dot product means, algebraically and geometrically, is
our main question. We will study it first in two variables and later in three.

E X A M P L E 1 Consider the vectors i = (1, 0), j = (0, 1), v = (2, 3), and w = (−3, 2).
Find some dot products.

S o l u t i o n Calculations are easy:

i • j = (1, 0) • (0, 1) = 0 + 0 = 0;

i • i = (1, 0) • (1, 0) = 1;

i • v = (1, 0) • (2, 3) = 2;

j • v = (0, 1) • (2, 3) = 3;

v • v = (2, 3) • (2, 3) = 22 + 32 = 13;

v • w = (2, 3) • (−3, 2) = −6 + 6 = 0.

What is remarkable, as we’ll see, is that such simple calculations can tell us so much.

Example 1 suggests some patterns. When, for instance, is a dot product zero? Let’s
look at some more general examples.

E X A M P L E 2 Let v = (a, b) and w = (−b, a). Find all possible dot products. What do
the answers mean geometrically?

S o l u t i o n The dot products are easy to find:

v • v = (a, b) • (a, b) = a2 + b2 = |v|2;

w • w = (−b, a) • (−b, a) = b2 + a2 = |w|2;

v • w = (a, b) • (−b, a) = −ab + ba = 0.

The first two results illustrate a useful connection between the dot product and lengths
of vectors. The third result, v • w = 0, occurs because, as Figure 1 shows, v and w are
perpendicular:
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−b a x

a

b

y

v = (a, b)

w = (−b, a)

F IGURE 1
Perpendicular vectors

We summarize these observations formally in Theorems 3 and 4.
The picture suggests an important fact about perpendicular vectors and the dot

product that we will state formally in a moment. � But can you guess it now?

Theorem 3 collects basic properties of the dot product.

T H E O R E M 3 ( A l g e b r a i c p r o p e r t i e s o f t h e d o t p r o d u c t ) Let u, v, and w be
vectors, and let r be any scalar. Then

(a) u • v = v • u;

(b) (ru) • v = u • (rv) = r (u • v) ;

(c) u • (v + w) = u • v + u • w;

(d) u • u = |u|2 .

All parts of the theorem are readily checked using the definition of the dot product; the
exercises have more details.

G e o m e t r y o f t h e d o t p r o d u c t
What does the dot product mean geometrically? Unit vectors turn out to be key to an
answer. Figure 2 shows unit vectors in 12 directions; all angles shown are multiples of π/6:

y

= π/6
x

l

(cos   , sin   )θ θ

θ

l

F IGURE 2
Unit vectors in 12 directions
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For any angle θ , the vector uθ that makes angle θ with the x-axis has coordinates
(cos θ, sin θ). Every vector of this form, moreover, has length 1. The dot product shows
why:

|uθ |2 = (cos θ, sin θ) • (cos θ, sin θ) = cos2 θ + sin2 θ = 1.

We will call the vector uθ = (cos θ, sin θ) the unit vector in the θ -direction. For example,

uπ/6 =
(

cos
(π

6

)
, sin

(π

6

))
=

(√
3

2
,

1
2

)
.

Polar form of a vector Every nonzero vector v = (a, b) can be written as a scalar multiple
of some uθ . The idea is the same as that for polar coordinates: If a Cartesian point (a, b)
has polar coordinates (r, θ), then

v = (a, b) = (r cos θ, r sin θ) = r(cos θ, sin θ) = ruθ ,

where r = √
a2 + b2 and tan θ = b/a.

E X A M P L E 3 Write the vector v = (4, 3) in the form ruθ . What are r and θ?

S o l u t i o n The vector (4, 3) has length 5, and so the unit vector in the same direction is
u = (4/5, 3/5). The point (x, y) = (4, 3) has polar coordinates r = 5 and
θ = arctan(3/4) ≈ 0.644. � This means that v makes angle θ ≈ 0.644 with the x-axis.Recall: θ = arctan(y/x).

We complete our preliminary tour of the dot product with a final important example.

E X A M P L E 4 Let α and β be angles; consider the unit vectors

uα = (cos α, sin α) and uβ = (cos β, sin β)

in the directions of α and β, respectively. Find uα • uβ . What does this answer mean
geometrically?

S o l u t i o n The calculation is easy enough:

uα • uβ = (cos α, sin α) • (cos β, sin β) = cos α cos β + sin α sin β.

But what does it mean? The answer comes from recognizing the right-hand side above
as part of a standard trigonometric identity:

cos(α − β) = cos α cos β + sin α sin β.

The result is important:

F A C T For unit vectors uα and uβ , the dot product is the cosine of the angle
between uα and uβ .

Figure 3 illustrates the situation:
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y

l

l
x

α − β

β
α

(cos β, sin β)

(cos α, sin α)

F IGURE 3
The angle between two vectors

Two special cases are most important: (i) If α = β then α − β = 0, and so
uα • uβ = cos 0 = 1. (ii) If α − β = π/2 (so uα and uβ are perpendicular), then
uα • uβ = cos(π/2) = 0.

Now we can state—and prove—the main geometric property of the dot product. � We omit many proofs, but this
one is instructive.

T H E O R E M 4 ( T h e d o t p r o d u c t g e o m e t r i c a l l y ) Let v and w be any two vec-
tors, and let θ be the (smaller) angle between v and w. Then

v • w = |v| |w| cos θ.

P r o o f Suppose that v and w make angles α and β, respectively, with the x-axis and that
θ = α − β. Writing v and w in polar form gives

v = |v|uα and w = |w|uβ,

where uα and uβ are the unit vectors in the α- and β-directions, respectively. From Theo-
rem 3(b) and Example 4 we have

v • w = (|v|uα) • (|w|uβ) = |v| |w| (uα • uβ) = |v| |w| cos θ

as desired.

Theorem 4 deserves some closer looks.

� Right angles Theorem 4 makes it easy to tell whether two nonzero vectors meet at
right angles. � In this case, θ = π/2, and so cos θ = 0. In general: If either vector is zero, there is

no meaningful angle between
them.

F A C T Two nonzero vectors v and w are perpendicular if and only if v • w = 0.

(In math-speak any vectors v and w that satisfy the condition v • w = 0 are called
orthogonal. This term is slightly more general than “perpendicular”—it makes sense
even when vectors and angles have no convenient geometric interpretation.)

� Identical vectors At the opposite extreme from being perpendicular, two vectors
might be identical. In this case, the angle between them is zero, and Theorem 4 says
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(as did Theorem 3) that

v • v = |v||v| cos 0 = |v|2.
� The sign of the dot product Theorem 4 implies that the sign of the dot product v • w

depends entirely on cos θ . More precisely:

The angle between v and w is acute if v • w > 0 and obtuse if v • w < 0.

U s i n g t h e d o t p r o d u c t
The dot product helps us calculate many quantities that depend on the lengths of vectors
and angles between them. We illustrate several by example.

Pro jec t ing one vector onto another The idea of projecting one vector onto another is
useful in various settings. Projections arise in physics, for instance, in writing a force vector
as the sum of two or three force vectors in perpendicular directions. Figure 4 illustrates
two instances of projecting one vector v onto another vector w:

v

θ θ

w wa a

b b

v In both pictures, vectors       
a and w have the same tail 
point, which is shown dotted.

F IGURE 4
Projecting one vector onto another

The vector labeled a in each diagram is called the vector projection of v on w; another
common name for a is the vector component of v in the direction of w. Notice that a and
w point in either the same or in opposite directions, depending on whether the angle θ

between v and w is acute or obtuse. �What happens if θ = π/2?
The scalar projection of v on w (also known as the scalar component of v in the

direction of w) is the magnitude |a| in the left-hand diagram and the opposite, −|a|, in the
right-hand diagram (in which the vector projection points opposite to w).

Notice that (in both diagrams) the vector a is parallel to w, while b is perpendicular to
w, and so the magnitudes satisfy the Pythagorean rule |a|2 + |b|2 = |v|2.

E X A M P L E 5 Use the dot product to find expressions for |a|, a, and b, all in terms of
v and w.

S o l u t i o n Figure 4 and basic trigonometry give |a| = |v| cos θ . By Theorem 4 we have
v • w = |v||w| cos θ . Combining these equations gives a useful formula:

scalar projection of v on w = |v| cos θ = v • w
|w| .

To find the vector a, we multiply the scalar projection just found by the unit vector
parallel to w:

vector projection = v • w
|w|

w
|w| = v • w

|w|2 w = v • w
w • w

w.
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Figure 4 also shows that a + b = v, which implies that

b = v − a = v − v • w
|w|2 w.

These formulas may look a little scary, but in concrete cases everything reduces to
numbers.

E X A M P L E 6 Let v = (2, 3) and w = (1, 1). Find perpendicular vectors a and b
(as shown in Figure 4) such that a + b = v.

S o l u t i o n Working through the formulas in Example 5 with these particular vectors
gives

a = v • w
|w|2 w = (2, 3) • (1, 1)

2
(1, 1) =

(
5
2
,

5
2

)
.

Since a + b = v, we must have

b = v − a =
(

−1
2
,

1
2

)
.

Notice, too, that a and b are indeed perpendicular. � Use the dot product to
convince yourself.

Distance f rom a po int to a l ine Vector projections lead to an easy way of calculating the
shortest distance from any point to any line. � Figure 5 shows the idea. The shortest distance is

measured perpendicular to
the line.

P

P0

u
d

Q

�

F IGURE 5
Measuring distance from a point
to a line

The line � is determined, as shown, by a point P0 and a direction vector u. Here P is a
point not on �. We want the distance d from P to a point Q on � with the perpendicularity
property shown. Now a close look at Figure 5 shows that the vector

−−→
P0 Q is the projection

of the vector
−−→
P0 P on u. The distance d can therefore be found using the Pythagorean rule.

In symbols:

d2 = ∣∣−−→P0 P
∣∣2 − ∣∣−−→P0 Q

∣∣2 = ∣∣−−→P0 P
∣∣2 − (

−−→
P0 P • u)2

u • u
.
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E X A M P L E 7 How far is the point P = (2, 3) from the line through P0 = (1, 1) with
direction vector u = (−2, 3)? Which point Q on the line is closest to P?

S o l u t i o n Here we have
−−→
P0 P = (2, 3) − (1, 1) = (1, 2) and u = (−2, 3), and the

preceding formula gives

d2 = |−−→P0 P|2 − (
−−→
P0 P • u)2

u • u
= 5 − 16

13
,

which yields d = 7/
√

13 ≈ 1.94. To find the closest point (let’s call it Q), we calculate
that the projection of

−−→
P0 P on u is the vector (−8/13, 12/13). This implies that

Q = (1, 1) +
(

− 8
13

,
12
13

)
=

(
5
13

,
25
13

)
.

T h e d o t p r o d u c t i n t h r e e v a r i a b l e s
The dot product of 3-vectors v = (v1, v2, v3) and w = (w1, w2, w3) is

v • w = v1w1 + v2w2 + v3w3.

Given the similarity to the two-dimensional formula, it is not surprising that the same
algebraic properties hold for dot products in three variables:

v • v = |v|2; u • (v + w) = u • v + u • w; av • w = v • aw = a(v • w).

As in the two-dimensional case, these formulas are readily proved by writing everything
out in coordinates. More remarkable is the fact that the same geometric properties of the
dot product hold also in three dimensions:

T H E O R E M 5 Let v and w be 3-vectors, and let θ be the angle between v and
w. Then

v • w = |v| |w| cos θ.

In particular, v and w are perpendicular if and only if v • w = 0.

P r o o f We use the law of cosines: �The law of cosines generalizes
the Pythagorean rule. A proof
is outlined in the exercises. If a, b, and c are the sides of any triangle and θ is the angle between sides a and b,

then c2 = a2 + b2 − 2ab cos θ .

To prove the theorem, we apply the law of cosines to the triangle whose sides are the
vectors v, w, and w − v. � The triangle’s sides have lengths a = |v|, b = |w|, and c = |w − v|,Draw your own picture of

this triangle. and the law of cosines gives

|w − v|2 = |v|2 + |w|2 − 2|v||w| cos θ.

If we now substitute

|w − v|2 = (w − v) • (w − v) = w • w − 2w • v + v • v

= |v|2 + |w|2 − 2w • v

and let the symbol dust settle, the theorem follows immediately.
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Uni t vec tors , the dot product , and d i rec t ion cos ines A space vector of length one is
called a unit vector. If v = (a, b, c) is any nonzero vector, then

v
|v| = v√

a2 + b2 + c2

is a unit vector parallel to v.
The dot product can help us interpret the coordinates of a unit vector geometrically. Let

u = (u1, u2, u3) be any unit vector. Then u • i = u1 = cos(θ1), where θ1 is the angle between
u and i. Similarly,

u • j = u2 = cos(θ2) and u • k = u3 = cos(θ3),

where θ2 and θ3 are, respectively, the angles between u and j and between u and k. For this
reason the coordinates of a unit vector u are sometimes called the direction cosines of u.

E X A M P L E 8 What angles θ1, θ2, and θ3 does the vector v = (1, 2, 3) make with the
three positive coordinate axes?

S o l u t i o n Dividing v by |v| = √
14 produces the unit vector

u =
(

1√
14

,
2√
14

,
3√
14

)
,

which has the same direction as v. The coordinates of u are cosines of the desired
angles, and so

θ1 = arccos
(

1√
14

)
≈ 1.30; θ2 = arccos

(
2√
14

)
≈ 1.01; θ3 = arccos

(
3√
14

)
≈ 0.64

with all answers in radians.

Pro jec t ions and components The idea of projecting one vector onto another makes sense
in any dimension, and the formulas derived earlier continue to hold. � If v and w are any See Example 5 and the

preceding discussion for the
derivation in dimension two.

vectors, then

v • w
|w| and

v • w
|w|2 w

are, respectively, the scalar projection and the vector projection of v onto w. (As in two
dimensions, these quantities are also known as the vector and scalar components of v in
the direction of w.)

E X A M P L E 9 Find the vector and scalar projections of v = (a, b, c) in each of the
directions i, j, and k.

S o l u t i o n The projection formulas just given are especially simple if w is any of the
standard basis vectors i, j, and k. If w = i, for instance, then we have

v • i
|i| = (a, b, c) • (1, 0, 0) = a and

v • i
|i|2 i = (a, 0, 0) = ai.

Similarly, the scalar projections of v on j and k are b and c, respectively, and the
respective vector projections are bj and ck. Figure 6 shows how the parts fit together:
Observe what the picture shows:
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F IGURE 6
Vector and scalar projections

� Three vectors The vector v = (a, b, c) is a simple linear combination of the
standard basis i, j, and k:

v = ai + bj + ck.

The summands on the right are, respectively, the vector components of v in the i-, j-,
and k-directions.

� Three scalars The scalar projections of v = (a, b, c) on i, j, and k are a, b, and c—in
this case, simply the coordinates of v.

D e r i v a t i v e s a n d t h e d o t p r o d u c t
If f and g are vector-valued functions, then their dot product f • g is a new scalar-valued func-
tion. The derivative of the product function can be found by a rule that closely resembles
the familiar product rule of elementary calculus:

T H E O R E M 6 ( D o t p r o d u c t r u l e f o r d e r i v a t i v e s ) Let f and g be differen-
tiable vector-valued functions. Then the dot product function f • g is is differ-
entiable, and (

f(t) • g(t)
)′ = f ′(t) • g(t) + f(t) • g′(t).

P r o o f The theorem is proved by writing out f = ( f1, f2) and g = (g1, g2) in components
and using derivative rules from elementary calculus: �We show the 2-D case.

( f • g )′ = ( f1g1 + f2g2 )′ = ( f1g1 )′ + ( f2g2 )′ sum rule

= f ′
1g1 + f1g′

1 + f ′
2g2 + f2g′

2 ordinary product rule

= f ′
1g1 + f ′

2g2 + f1g′
1 + f2g′

2 rearranging summands

= f ′ • g + f • g′,

as desired.

Vector-va lued funct ions of constant magn i tude As a striking application of the dot
product rule, consider a vector-valued function f for which the magnitude |f(t)| is a
constant, say k; then f(t) • f(t) = k2. The right side is constant, and so its derivative is
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zero. The left side can be differentiated using the dot product rule. The result is

f ′(t) • f(t) + f(t) • f ′(t) = 2f(t) • f ′(t) = 0.

The last equality is interesting in its own right:

F A C T Let f be a differentiable vector-valued function with constant magnitude
|f(t)|. Then the vectors f(t) and f ′(t) are perpendicular for all t .

Figure 7 illustrates the Fact for the function f(t) = (cos t, sin t). As predicted, the velocity
vector f ′(t) at each point on the circle is perpendicular to the corresponding position vector
f(t).

0.5

−0.5

−1

1

−0.5−1 10.500

x

y

F IGURE 7
Position and velocity vectors on the unit circle

W o r k a n d t h e d o t p r o d u c t
Work (in the physicist’s sense) occurs when a force, say F, acts along a displacement, say d.
(Both F and d are vector quantities.) In the simplest possible case, such as lifting a weight
vertically, a constant force is exerted in the same direction as the displacement. In this
case, the work done is the ordinary product of the magnitude of the force and the distance
through which it acts. In symbols,

work = |F| |d| .
Often, however, the force F acts at an angle θ to the displacement d. This occurs, for

instance, when the force of gravity causes an object to slide down an inclined plane: gravity
acts downward, but the displacement is oblique.

Sailing with the dot product. Sailors have relied for thousands of years on the
phenomenon of forces acting obliquely to displacement. Thanks to its keel and
rudder, a boat under sail normally travels at some angle to the force of the wind
on its sail. Otherwise, boats could sail only straight downwind—and world history
would have been much different.
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The dot product F • d is just what’s needed when we calculate the work done by an
oblique force F along a displacement d. In this case, work is done only by the vector
component of the force parallel to the displacement. This vector component, as we have
seen, has magnitude |F| cos θ , and it acts through distance |d|. Thus, the work done is
precisely

F • d = |d||F| cos θ.

E X A M P L E 10 An inclined plane makes an angle of π/3 radians with the downward
vertical. How much work, in foot-pounds, is done by gravity as a 10-pound object slides
10 feet down the plane?

S o l u t i o n The force F acts in the straight downward direction with magnitude
10 pounds. The displacement d has magnitude 10 feet and makes an angle of π/3 with F.
The work done, therefore, is

F • d = 10 × 10 × cos(π/3) = 50 foot-pounds.

B A S I C E X E R C I S E S

In Exercises 1–6, find the two coordinates of the unit vector in
the θ -direction. (Do these by hand—only famous values of θ are
involved.)

1. θ = 0

2. θ = π/4

3. θ = −π/4

4. θ = 2π/3

5. θ = 1234π

6. θ = 1234π/3

In Exercises 7–10, find a number r > 0 and an angle θ such that
v = ruθ . (Do these by hand—only famous values of θ are in-
volved.)

7. v = (2, 0)

8. v = (2, 2)

9. v = (
√

3, 1)

10. v = (1, −√
3)

11. This exercise is about Theorem 3. Using the notation u =
(u1, u2), v = (v1, v2), and w = (w1, w2), part (a) is easy to
show: u • v = u1v1 + u2v2 = v1u1 + v2u2 = v • u. (The middle
step works because ordinary multiplication is commutative.)
Do the parts below in the same spirit.
(a) Show part (b) of the theorem.
(b) Show part (c) of the theorem.

12. Let v = (3, 2) and w = (1, 0).
(a) Find the vector a that is the projection of v in the

w-direction.
(b) Find the vector b that is the projection of v perpendicular

to the w-direction.

(c) Evaluate a • b.
(d) Evaluate a + b.

13. Let v = (3, 2) and w = (0, 1).
(a) Find the vector a that is the projection of v in the

w-direction.
(b) Find the vector b that is the projection of v perpendicular

to the w-direction.
(c) Evaluate a • b.
(d) Evaluate a + b.

14. Let v = (3, 2) and w = (1, 1).
(a) Find the vector a that is the projection of v in the w-

direction.
(b) Find the vector b that is the projection of v perpendicular

to the w-direction.
(c) Evaluate a • b.
(d) Evaluate a + b.

15. Suppose that a 10-pound object is moved by gravity down a
10-foot inclined plane tilted at angle π/4 to the vertical.
(a) How much work is done by gravity?
(b) How far, vertically, does the object descend?
(c) How much work would have been done if the ramp were

twice as long but had the same vertical drop?

16. Suppose that a 20-pound object is moved by gravity
down a 5-foot inclined plane tilted at angle π/6 to the
vertical.
(a) How much work is done by gravity?
(b) How far, vertically, does the object descend?
(c) How much work would have been done if the ramp were

twice as long?
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In Exercises 17–20, show that the position vector f(t) and the ve-
locity vector f ′(t) are perpendicular for all values of t .

17. f(t) = (cos t, sin t); 0 ≤ t ≤ 2π

18. f(t) = (t,
√

4 − t2); −2 < t < 2

19. f(t) = (
sin(2t), cos(2t)

)
; 0 ≤ t ≤ π

20. f(t) = (
sin(t2), cos(t2)

)
; 0 ≤ t ≤ √

2π

21. What do the four curves in Exercises 17–20 have in common
geometrically?

22. Let u = (1, −2) and v = (−3, 5). Find the angle between the
vectors u and v. [HINT: Write your answer as the value of
an inverse trigonometric function.]

23. Find a vector of length 3 that is perpendicular to u = (1, 2).
How many such vectors are there?

24. Find a vector of length 4 that is perpendicular to u = (1, 2, 3).
How many such vectors are there?

25. Are the vectors u = (1, −2, 3) and v = (−3, 0, 1) perpendic-
ular? Justify your answer.

26. Find the vector projection of u = (2, −3, 4) in the direction
v = (1, 1,

√
2).

27. Let v = (1, 2, 3).
(a) Find the length |v|.
(b) Find the cosine of the angle that v makes with each of

the standard basis vectors i, j, and k.

28. Repeat Exercises 27 using v = (1, −2, 3).

In Exercises 29–32, find the distance from

29. the point P = (2, 3) to the line � through (0, 0) with direction
vector i.

30. the point P = (2, 3) to the line � through (1, 1) with direction
vector (−1, 1).

31. the point P = (2, 3) to the line � through (1, 1) and
(0, 2).

32. the origin to the line with Cartesian equation y = mx + b.
(Assume that b 	= 0.)

F U R T H E R E X E R C I S E S

33. (a) Suppose that the vectors u and v have the same length.
Show that the vectors u + v and u − v are orthogonal.

(b) Show that an angle inscribed in a semicircle is a right
angle. (Such an angle has its vertex on the circle, and its
sides pass through the ends of a diameter of the circle.)
[HINT: Let x be the vector from the center of the circle
to the vertex of the angle, and let y be the vector from the
center of the circle to the point on the circle intersected
by one of the sides of the angle.]

34. Show that the line segment connecting the midpoints of two
sides of a triangle is parallel to, and half as long as, the third
side.

35. Suppose that x(t) and x′(t) are always perpendicular. Show
that |x(t)| is constant. [HINT: Show that |x(t)|2 is constant.]

36. A rectangle has dimensions 2 by 3. Find the angles between
its sides and a diagonal.

37. Show that the diagonals of a parallelogram are perpendicu-
lar if and only if all the sides of the parallelogram are equal.

38. Show that an equilateral triangle also has all angles equal.

39. Suppose that r(t) is a differentiable vector-valued function
and that r(t) 	= 0 for all t . Show that

d

dt

(
r
|r|

)
= r′

|r| − r • r′

|r|3 r.

40. Suppose that the path of a particle in space is described by
a differentiable curve and that the particle’s speed is always
nonzero. Show that the particle’s velocity and acceleration
vectors are perpendicular whenever the particle’s speed is a
local maximum or a local minimum.

41. Find the angle between the diagonal of a cube and any one
of its edges.

42. The curves x(t) = (1 + t, t2, t3) and y(s) = (sin s, cos s, s −
π/2) intersect at the point (1, 0, 0). Find the angle between
the curves at this point (i.e., find the angle between their
tangent vectors).

43. Suppose that P , Q, and R are points in space. Explain how
the dot product can be used to determine whether these
points are collinear. [HINT: Consider the vectors

−→
P Q and−→

P R.]

44. Is the angle between the vectors (1, −2, 3) and (−3, 2, 1) less
than π/2? Justify your answer.

45. This exercise is about applying the Fact on page 677 to the
vector-valued function f(t) = (cos t, sin t).
(a) Find f(t) and f ′(t) for t = 0, t = π , t = ±π/2, and t = π/4.
(b) Plot all the vectors you found in the previous part along

with the unit circle. (Plot the vectors f(t) with tails at the
origin; plot each vector f ′(t) with its tail at the appropri-
ate point on the unit circle.) Is your picture consistent
with the Fact?

46. Repeat Exercise 45 using f(t) = (sin t, cos t).

47. Let f(t) = (t, sin t).
(a) Evaluate f(t) and f ′(t) for t = 0, t = π/4, t = π/2, and

t = π .
(b) Plot the vectors you found in part (a).
(c) The vectors f(t) and f ′(t) are not perpendicular for ev-

ery value of t . Why doesn’t this contradict the Fact on
page 677?
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48. Let v = (1, 2, 3) and w = (2, 3, −4).
(a) Find the cosine of the angle θ between v and w. Is θ ob-

tuse or acute (i.e., more or less than a right angle)? How
do you know?

(b) Find the vector projection of v in the direction of w.
(c) Find a nonzero vector x = (x1, x2, x3) that is perpendicu-

lar to both v and w. [HINT: To be perpendicular to v, the
components of x must satisfy x1 + 2x2 + 3x3 = 0. Use this
idea to set up two equations in the three unknowns x1,
x2, and x3. Then solve the two equations simultaneously.
There are infinitely many solutions.]

49. Repeat Exercise 48 using v = (1, 2, 0) and w = (2, 3, 0).
[NOTE: The hint given in part (c) of Exercise 48 doesn’t
apply directly.]

50. Let v = (v1, v2, v3) and w = (w1, w2, w3) be two vectors. Use
v and w to define a third vector u by the formula

u = (v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1).

(a) Show that u is perpendicular to v and to w.
(b) Show that

|u|2 = |v|2|w|2 − (v • w)2 = |v|2|w|2| sin θ |2,
where θ is the (positive) angle between v and w.
[HINT: It’s a slightly long-winded calculation, but it
works out in the end.]

[NOTE: The vector u in this exercise is called the cross prod-
uct of v and w. We study the cross product in more detail in
Section 12.9.]

In Exercises 51–55, let v = (v1, v2, v3) and w = (w1, w2, w3) be
vectors, and let a be any scalar.

51. Show that |av| = |a||v|.
52. Show that v • v = |v|2.

53. Show that |v + w| ≤ |v| + |w|. [HINT: Show first that |v +
w|2 = (v + w) • (v + w) ≤ (|v| + |w|)2.]

54. Show that u • (v + w) = u • v + u • w.

55. Show that a(v • w) = (av) • w.

56. Show the law of cosines: If a triangle has sides a, b, and c, with
angle θ between sides a and b, then c2 = a2 + b2 − 2ab cos θ .
[HINT: The sides of the triangle can be represented as vec-
tors a, b, c such that a = b + c, |a| = a, |b| = b, and |c| = c.]

57. Let v and w be any nonzero vectors. Let a be the projection

of v in the direction of w, and let b = v − a. Draw a picture
to show the situation. Then show, using the dot product, that
b is perpendicular to w.

In Exercises 58 and 59, u and v are the vectors in the xz-plane
pictured below, |u| = 3, |v| = 4, and φ = π/3.

u

x

z

v

φ

58. Evaluate u • v.

59. Evaluate |u + v|.
In Exercises 60 and 61, u and v are the vectors in the yz-plane
pictured below, |u| = 4, |v| = 3, and φ = π/3.

u

y

z

v
φ

60. Evaluate u • v.

61. Evaluate |u − v|.

62. Suppose that x(t) = (cos t, sin t, t), and y(t) = (2, t2, −4t).

Evaluate
d

dt

(
x(t) • y(t)

)
.

12.812.812.8 L I N E S A N D P L A N E S I N T H R E E D I M E N S I O N S

Lines and planes have already appeared informally in several settings. We have used
derivatives to calculate tangent lines to curves � and have seen that the graph of a linearIn Section 12.5, for example
equation ax + by + cz = d is a plane in xyz-space. In this section we focus specifically on
lines and planes in space. Our newly acquired vector tools and notation will simplify and
streamline our work.
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L i n e s
A line in any dimension is completely determined by (i) a point P0 through which it passes
and (ii) a direction vector v. In practice, one or both of these data may need to be ferreted
out from other sorts of information. A direction vector, for instance, is sometimes deduced
from knowledge of two points on the line.

Lines and segments in R
3 can be described in various ways. We collect several below,

with examples.

Vector equat ions for l ines Let � be the line through P0 = (x0, y0, z0) in the direction of
the vector v = (a, b, c). A point X = (x, y, z) lies on � if and only if the vector joining X to
P0 is a scalar multiple, say tv, of the direction vector. This is another way of saying that the
line is the image of the vector-valued function X(t) defined for all real numbers t by

X(t) = P0 + tv,

where P0 = (x0, y0, z0) is the position vector of the point P0. � This equation is called a The difference between the
point P0 and the position
vector P0—note the boldface
type for the latter—is mainly
in our point of view.

vector equation, or a vector parametrization, for �.
We said “a” rather than “the” in the preceding sentence because more than one vector

equation can determine the same line. This should not be too surprising: we have seen
already that every curve can be parametrized in many different ways.

There’s nothing sacred about
the letter t . Soon we’ll use
other letters.

Only one line passes through
two given points.

E X A M P L E 1 Explain why the two vector equations

X(t) = (0, 0, 0) + t(1, 2, 3) and Y(t) = (1, 2, 3) + t(−2, −4, −6)

describe the same line. Is there any difference between the two equations? �

S o l u t i o n Let �1 and �2 be the lines determined by X(t) and Y(t). To show that �1 and
�2 are the same, it is enough to find any two points in common. � In fact, it is easy to see
that (0, 0, 0) lies on both �1 and �2 (set t = 0 in the first equation and t = 1/2 in the
second). Similarly, (1, 2, 3) lies on both lines (set t = 1 in the first equation and t = 0 in
the second).

Though both vector-valued functions define the same line, they differ in other ways.
One difference is in the respective velocities:

X′(t) = (1, 2, 3) but Y′(t) = (−2, −4, −6).

In effect, the second equation parametrizes the line at twice the speed of the first and in
the opposite direction.

Parametr i c equat ions for l ines Let � (again) be the line through P0 = (x0, y0, z0) with
direction vector v = (a, b, c). Writing out the vector equation X(t) = P0 + tv in its three
coordinates gives parametric equations � for �: The parameter is t .

x = x0 + at ; y = y0 + bt ; z = z0 + ct.

E X A M P L E 2 At what point does the line � through (1, 2, 3) and (3, 5, 7) intersect the
xy-plane? Where does � intersect the plane � with equation z = x + y − 4?

S o l u t i o n To describe �, we need a point and a direction vector. Given the information
at hand, we may as well use (1, 2, 3) as our point and the difference vector (3, 5, 7) −
(1, 2, 3) = (2, 3, 4) as our direction vector. These data determine parametric equations
for �:

x = 1 + 2t ; y = 2 + 3t ; z = 3 + 4t.

Now � pierces the xy-plane where z = 3 + 4t = 0, that is, at t = −3/4. For this t the
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parametric equations give

x = 1 − 2 · 3
4

= −1
2

and y = 2 − 3 · 3
4

= −1
4
,

and so � pierces the xy-plane at (−1/2, −1/4, 0).
To find where � intersects �, we can substitute x = 1 + 2t , y = 2 + 3t , and z = 3 + 4t

into the plane equation z = x + y − 4. The resulting equation has just one variable, t ,
and its solution is t = 4. � The intersection occurs at (9, 14, 19).Check these details for

yourself.

Symmetr i c s ca lar equat ions Given the parametric form

x = x0 + at ; y = y0 + bt ; z = z0 + ct

of a line � through (x0, y0, z0) with direction vector (a, b, c), we can solve all three equations
for t to get

t = x − x0

a
= y − y0

b
= z − z0

c
.

The value of t is now immaterial, so we drop t . � The remaining equations,We’ve seen other instances of
“eliminating the variable” t . x − x0

a
= y − y0

b
= z − z0

c
,

are known as symmetric scalar equations for �. This form exhibits some minor behavioral
quirks:

� No t in sight No parameter t appears; instead, � is defined as the solution set of two
equations in the three variables x , y, and z. (These numbers might have been guessed
by readers with some linear algebra background: One linear equation determines a
plane in R

3, and so two linear equations determine the intersection of two planes—a
line in R

3.)
� Vanishing denominators If any of a, b, and c happens to be zero, then the symmetric

form needs a little help, but no real harm is done. If, say, a = 0, then the parametric
equations become

x = x0; y = y0 + bt ; z = z0 + ct ;

eliminating t from the last two equations gives

x = x0;
y − y0

b
= z − z0

c
.

As before, the result is two linear equations in x , y, and z.
� Not unique As with the vector and parametric forms of a line, and for exactly the

same reasons, different sets of symmetric scalar equations can be given for the same
line. In math-speak, the symmetric scalar equations are “not unique.”

E X A M P L E 3 Find and compare symmetric scalar equations for the following lines:

�1 : through (0, 0, 0) in the direction of (1, 2, 3)
�2 : with vector equation X(t) = (1, 2, 3) + t(−2, −4, −6).

S o l u t i o n Line �1 perfectly fits the pattern above; its symmetric scalar equations are

x − 0
1

= y − 0
2

= z − 0
3

.
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Line �2 passes through (1, 2, 3), with direction vector (−2, −4, −6), and so its symmetric
scalar equations are

x − 1
−2

= y − 2
−4

= z − 3
−6

.

Thus, �1 and �2 have different-looking equations. Nevertheless (as we saw in
Example 1), �1 and �2 are actually the same line.

Para l le l , skew, and intersec t ing l ines Two lines in the xy-plane are called parallel if
their slopes are equal. This definition works fine in single-variable calculus, but it works
less well in multivariable calculus. It isn’t even clear, for example, what the idea of “slope”
should mean in three dimensions.

Vectors to the rescue! Using them we can define and quickly detect parallel lines in
any dimension:

Two lines are parallel if their direction vectors are scalar multiples of each other.

Although parallel lines are defined the same way in two and three dimensions, the impli-
cations of being parallel or not are different in the two cases. For example, every pair of
nonparallel lines in the xy-plane intersects at exactly one point. The situation in three-
dimensional space is quite different: there is plenty of “room” for two or more nonpar-
allel lines to miss each other. (Two nonparallel lines that miss each other are called skew
lines.)

In practice, lines in space are much more likely to miss each other than to meet, as basic
geometric intuition suggests. Basic equation-counting suggests the same thing: One line in
xyz-space corresponds to two equations in three variables, and so two lines determine four
equations in three variables. When equations outnumber variables, solutions are unlikely
but not impossible; the next example illustrates both possibilities.

Why use three different
variables r , s, and t? Read on.

Convince yourself.

E X A M P L E 4 Three lines are given in vector form as follows: �

�1 : X(r) = (1, 1, 1) + r(1, 2, 3);
�2 : Y(s) = (−3, 2, 4) + s(2, 1, 1);
�3 : Z(t) = (0, 0, 0) + t(1, 3, 1).

Do any of the lines intersect? If so, where?

S o l u t i o n The lines �1 and �2 meet if X(r) = Y(s) for some values r and s. (Using
different variable names lets us avoid assuming, unnecessarily, that the lines meet at
equal values of the parameter.)

Writing this condition in vector form and simplifying slightly gives

(1, 1, 1) + r(1, 2, 3) = (−3, 2, 4) + s(2, 1, 1) ⇐⇒ (4, −1, −3) = −r(1, 2, 3) + s(2, 1, 1).

The right-hand vector equation produces three scalar equations in two unknowns:

4 = −r + 2s; −1 = −2r + s; −3 = −3r + s.

Routine algebra shows that r = 2 and s = 3 is a solution. �
This means that �1 and �2 meet at the common point (1, 1, 1) + 2(1, 2, 3) =

(−3, 2, 4) + 3(2, 1, 1) = (3, 5, 7). (But they meet at different parameter values!)
The same method applied to �1 and �3 leads to the vector equations

(1, 1, 1) + r(1, 2, 3) = (0, 0, 0) + t(1, 3, 1) ⇐⇒ (1, 1, 1) = −r(1, 2, 3) + t(1, 3, 1)
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and thus to three more equations in two unknowns:

1 = −r + t ; 1 = −2r + 3t ; 1 = −3r + t.

This time, routine algebra shows that no solutions exist. �Convince yourself of this, too.

P l a n e s
Straight lines in the xy-plane are the simplest “curves.” They’re useful, therefore, for
describing and approximating more complicated curves. We take this point of view often
in elementary calculus when we approximate a smooth curve by its tangent line at a point.
Indeed, it is an important fact of single-variable calculus that every smooth curve can be
closely approximated near every point by a straight line. �This sentence can be made

more precise, for example by
explaining exactly what’s
meant by “smooth,”
“closely,” and “near.” Making
such figurative language
concrete and precise is an
important goal of more
advanced courses.

Planes in xyz-space—tangent planes, especially—play similar roles in multivariable
calculus. Planes, being “flat,” are the simplest surfaces in R

3. They’re useful, therefore,
for modeling and approximating more complicated surfaces and functions. First, however,
we need simple, convenient ways to represent planes, using such familiar ingredients as
algebraic formulas and parametric equations. Like lines, planes can be described in various
ways; we explore some of them.

Planes descr ibed by po ints and normal vectors One way to determine a plane � in R
3

is to specify (i) a point P0 through which � passes and (ii) a normal vector n, which is
perpendicular to �. � Figure 1 shows the idea:“Normal” is a rough

synonym for “perpendicular.”

n

P0

X − P0

0

x

X
y

z

F IGURE 1
Determining a plane by a point and a normal
vector

As the picture suggests, the plane consists of all points for which the vector X = (x, y, z) has
the property that X − P0 is perpendicular to n. The plane’s defining equation, therefore,
naturally involves the dot product, which detects perpendicularity.

D E F I N I T I O N Suppose that the plane � passes through P0 = (x0, y0, z0) and has
normal vector n = (a, b, c). Then

(X − P0) • n = 0.

is a vector equation for �. Rewriting the equation in scalar form gives

a(x − x0) + b(y − y0) + c(z − z0) = 0,

a scalar equation for �.
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Observe:

� One linear equation The scalar equation for � can be rewritten in the form ax +
by + cz = d (where d is the constant ax0 + by0 + cz0). In Section 12.1 we called such
equations linear equations and observed that every linear equation in x , y, and z
determines a plane in xyz-space.

� Not unique These equations are not uniquely determined by a plane �. Any point
P0 on � does as well as any other, and we can multiply the normal vector n by any
nonzero scalar without changing its direction. It is easy to see, for instance, that the
equations x + y + z = 1 and 2x + 2y + 2z = 2 define the same plane. � It’s also easy to see how to

change one equation into the
other.

� Reading information from the equation The preceding discussion includes a handy
property of a linear equation ax + by + cz = d:

The coefficients of x , y, and z are the components of a normal vector (a, b, c) to the
plane described by the equation.

We will apply this property in the next example.

E X A M P L E 5 Two planes �1 and �2 are defined by linear equations:

�1 : x + 2y + 3z = 6; �2 : y = 3.

For each plane, find a normal vector and a point on the plane; use them to write a vector
equation for each plane. Describe �1 and �2 geometrically.

S o l u t i o n The italicized remark above lets us simply read off suitable normal vectors:
n = (1, 2, 3) is normal to �1 and n = (0, 1, 0) = j is normal to �2. Finding a point on
each plane is also easy. Indeed, a linear equation in three unknowns has infinitely many
solutions, and we need just one. A little guessing reveals that (1, 1, 1) satisfies equation
�1, while (0, 3, 0) lies on �2. Putting these data together gives the desired vector
equations:

�1 :
(
X − (1, 1, 1)

)
• (1, 2, 3) = 0; �2 :

(
X − (0, 3, 0)

)
• (0, 1, 0) = 0.

Figure 2 shows the first-octant part of �1:

6

x

2

3

n = (1, 2, 3)

z

y

F IGURE 2
The plane x + 2y + 3z = 6

The plane �2 should be easy to visualize, and we leave it to you.
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Parametr iz ing p lanes and parts of p lanes We have described lines in space both by
equations in x , y, and z and in parametric form. One advantage of the parametric form is
in describing just part of a line, such as a ray or a line segment. �We describe such subsets by

restricting the parameter
interval.

Planes (and parts of planes) can also be described parametrically—but we will need
two parameters, not one. Figure 3 suggests the idea:

X

v

y

u

P0

x

z

s u + t v

F IGURE 3
Parametrizing a plane patch

In the picture, the shaded piece (or “patch”) of a plane is determined by (i) a point P0

(indicated by the position vector P0); and (ii) two spanning vectors u and v. A point on
the plane has a position vector of the form

X(s, t) = P0 + su + tv,

where s and t are real numbers. (One such point X is shown in the picture.) In other words,
points in the plane differ from P0 by a linear combination of u and v. As s and t range
through all real numbers, the vector P0 + su + tv traces out the entire plane spanned by
u and v. Restricting the values of s and t , on the other hand, gives various subsets of the
plane. The shaded patch corresponds to restricting s and t to the intervals 0 ≤ s ≤ 1 and
0 ≤ t ≤ 1. �What difference would it

make if we took 0 ≤ s ≤ 2 and
0 ≤ t ≤ 2?

The equation

X(s, t) = P0 + su + tv

is called a vector parametric equation for a plane; looking at the components separately
gives the corresponding scalar parametric equations:

x = x0 + su1 + tv1; y = y0 + su2 + tv2; z = z0 + su3 + tv3.

E X A M P L E 6 Write parametric equations for the plane �1 shown in Example 5.

S o l u t i o n We will choose a point and two spanning vectors on �1. (There are many
ways to do this—our choices are not sacred.) As the picture shows, the plane passes
through the points (6, 0, 0), (0, 3, 0), and (0, 0, 2). We will use (6, 0, 0) as our fixed point
and the vectors joining (6, 0, 0) to the other two known points as our spanning vectors.
These spanning vectors are, respectively,

u = (−6, 3, 0) and v = (−6, 0, 2).
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Thus, our plane can be written in vector parametric form as

X(s, t) = (6, 0, 0) + s(−6, 3, 0) + t(−6, 0, 2).

In scalar form, we get

x = 6 − 6s − 6t ; y = 3s; z = 2t.

By restricting the values of s and t , we can parametrize as much or as little of the plane
as we wish.

Planes vs . l i nes The function X(s, t) above is a vector-valued function of two variables
s and t . Notice the close resemblance between the vector parametrizations of lines and
planes:

line: X(t) = P0 + tv; plane: X(s, t) = P0 + su + tv.

The main difference is in the number of parameters. In effect, lines and planes are both
“flat” objects, but it takes one vector to span a line and two vectors to span a plane.

B A S I C E X E R C I S E S

In Exercises 1–4, find a vector parametric equation for the line in
R

3 and then plot the line over a convenient parameter interval.

1. The y-axis.

2. The line through (1, 2, 3) and (2, 3, 4).

3. The line with symmetric scalar equations

x − 1
2

= y − 2
3

= z − 3
4

.

4. The line tangent to the curve x = cos t , y = sin t , z = t at the
point (1, 0, 0) (i.e., where t = 0).

In Exercises 5–8, decide whether the given lines intersect. If so,
find the point of intersection; if not, explain why not.

5. The lines with parametric equations X(t) = (1, 2, 3) +
t(1, 1, 1) and Y(s) = (5, 3, 5) + s(−3, 6, 3).

6. The x-axis and the line with symmetric scalar equations

x − 1
2

= y − 2
3

= z − 3
4

.

7. The lines �2 and �3 of Example 4.

8. The z-axis and the line through (1, 2, 3) and (2, 4, 3).

In Exercises 9–14, find vector and scalar equations for the plane.

9. The plane through (1, 2, 3) that is perpendicular to n =
(3, 4, 5).

10. The xz-plane. [HINT: Find a suitable normal vector first.]

11. The plane through (1, 2, 3) with normal vector parallel to the
line through (0, 1, 2) and (3, 3, 3).

12. The plane through (0, 0, 0) that is perpendicular to the line
with symmetric scalar equations

x − 1
2

= y − 2
3

= z − 3
4

.

13. The graph of the function L(x, y) = 2x + 3y + 5.

14. The set of points (x, y, z) for which x = y.

15. In Example 6 we found the scalar parametric equations
x = 6 − 6s − 6t ; y = 3s; z = 2t for a certain plane. Eliminate
the variables s and t in the three equations above to get one
equation in x , y, and z.

16. The plane x + 2y + 3z = 6 (shown in Example 5) passes
through (1, 1, 1). Using this point as P0, write vector and
scalar parametric equations for the plane. (Use the method
of Example 6.)

In Exercises 17–21, write parametric equations for the plane (or
plane piece).

17. The xy-plane.

18. The plane through (1, 2, 3) spanned by i and j.

19. The plane through (1, 2, 3) spanned by i and i + j.

20. The first quadrant of the xy-plane.

21. The rectangle 0 ≤ x ≤ 1, 0 ≤ y ≤ 2 in the xy-plane.

22. Find an equation of the line through the point (3, 2, 1) that
is perpendicular to the plane x + y = 0.
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F U R T H E R E X E R C I S E S

23. Does the line with vector equation X(t) = (1, 1, 2) +
t(2, 3, 4) intersect the plane x + 2y − 2z = 0? If so, where?
If not, why not?

24. Let � be the line (2, 1, 0) + t(1, 1, 1) and � be the plane
x − 3y + 2z = 4. Do � and � intersect? Justify your answer.

25. Find the line of intersection of the two planes x + 2y + 3z = 6
and x + y + z = 3. Write the answer in parametric form.
[HINT: First find two points that are on both planes.]

26. Let v be a vector and u be a unit vector.
(a) Show that the vector w = v − (v • u)u is perpendicular

to u.
(b) Let x = (1, 2, 3). Use part (a) to write the vector (4, 5, 6)

as the sum of a vector parallel to x and a vector perpen-
dicular to x.

27. Does the line (2, −3, 1) + t(1, 2, −3) intersect the line x =
1 − 2s, y = 2 + 3s, z = 4 + 6s? Justify your answer.

28. Find an equation for the line through (1, 1, 3) that is parallel
to the line x = 2 − t , y = −t , z = 3 + 3t .

29. Are the lines (0, −2, 0) + t(1, −2, −3) and (0, 1, 0) +
s(−1, −2, 1) perpendicular? Justify your answer.

30. Find the scalar equation of the plane through (1,−2, 5) per-
pendicular to n = (3, −4, 1).

31. The line through the origin perpendicular to a plane inter-
sects the plane at the point (2, −1, 1). Find an equation of
the plane.

32. A plane through (2, −2, 5) is perpendicular to the line
through (1, 1, 1) and (−2, 3, 1). Find a scalar equation of the
plane.

33. Find an equation of the plane through (1, 2, 3) that is parallel
to the plane described by the equation −x + 3y − 4z = 2.

34. Let � be the line (2, 1, 1) + t(−1, 3, 2) and � be the plane
x − 3y − 2z = 11.
(a) Find the point where � and � intersect.
(b) Is � perpendicular to �? Justify your answer.

35. Does the line (3, 1, −2) + t(1, −1, 3) intersect the plane
2x − y − z = 5? Justify your answer.

36. Show that if the line x0 + tv and the plane n • (x − x1) = 0 do
not intersect, then n • v = 0.

37. Let P0 and P1 be points in space, P0 and P1 the correspond-
ing vectors, n a unit vector, and � the plane n • (X − P0) = 0.
Show that the (perpendicular) distance between the point
P1 and the plane � is d = |n • P0 − n • P1|.

38. Find an equation for the plane containing the lines
(2, 0, −1) + s(3, −3, −1) and (3, −1, 1) + t(1, −1, 2).

39. Find an equation of the plane that contains the line (2, 3, 0) +
t(−1, 2, 4) and is perpendicular to the plane x + 2y − z = 3.

40. Show that the distance D from the point P0 = (x0, y0, z0) to
the plane ax + by + cz = d is

D = |ax0 + by0 + cz0 − d|√
a2 + b2 + c2

.

41. Let �1 denote the plane ax + by + cz = d1 and let �2 denote
the plane ax + by + cz = d2.
(a) Explain why the planes �1 and �2 are parallel.
(b) Find the distance between the planes �1 and �2.

42. Let �1 be the line x = (1, 1, 2) + t(3, −1, 4) and �2 be the line
x − 1

6
= y

−2
= z − 3

8
.

(a) Are the lines �1 and �2 parallel? Explain.
(b) The point P = (1, 1, 2) is on �1, and the point Q =

(1, 0, 3) is on �2. Find |−→
P Q|.

(c) Find the scalar projection
−→
P Q in the direction of v =

(3, −1, 4).
(d) Find the distance between �1 and �2.

43. Find the distance between the point (8, 7, 9) and the line
x − 1

6
= y − 2

5
= z + 3

4
.

44. The position of a particle in R
3 at time t is x(t) = (t2, 3t,

t3 − 12t + 5).
(a) Find the velocity of the particle at time t .
(b) Find all times at which the particle is traveling parallel

to the xy-plane.
(c) Find all times at which the particle’s velocity vector is

perpendicular to the plane 2x + 6y + 5z = 7. If there are
no such times, carefully explain how you know this.

12.912.912.9 T H E C R O S S P R O D U C T

This section introduces a new operation, the cross product on vectors in R
3. If v and w

are any vectors in space, then their cross product, denoted by v × w, is another vector; by
comparison, v • w is a scalar.

Before getting into details we acknowledge some unusual properties of the cross
product:
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� v × w is defined only for vectors in R
3 (by contrast, v • w is defined for vectors in any

dimension);
� the cross product is not commutative—on the contrary, v × w = −(w × v);
� the recipe for finding v × w from the components of v and w is slightly complicated. � This is not a fatal objection.

Good recipes are often
complicated.Despite these apparent drawbacks, the cross product is a useful basic tool—useful enough

to be “known” to mathematical software ranging from Maple and Mathematica to modest
graphing calculators.

T h e i d e a a n d d e f i n i t i o n
Let v and w be any two vectors. Can we find a third vector that is perpendicular to both v
and w?

If we work entirely in R
2, the answer is usually no: A nonzero plane vector cannot be

perpendicular to two different directions. � In R
3, by contrast, there is more “room.” Two If v and w happen to be

parallel, an answer can be
found.

nonparallel vectors v and w determine a plane � in R
3, and any vector perpendicular to

� is automatically perpendicular to both v and w. In fact, there are infinitely many such
space vectors, because if n is perpendicular to both v and w then so is kn for any scalar k.

The cross product chooses—from among the infinitely many possibilities—one partic-
ular vector v × w that is perpendicular to both v and w. As we will see, this choice is cleverly
made to ensure that both the length and the direction of v × w give valuable information.

D E F I N I T I O N ( C r o s s p r o d u c t ) Let v = (v1, v2, v3) and w = (w1, w2, w3) be
3-vectors. Their cross product is the 3-vector

v × w = ( v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1 ).

This slightly cumbersome product turns out to have many interesting algebraic and geo-
metric properties. Here are several:

� Perpendicularity It’s easy to check by direct calculation that v × w is indeed perpen-
dicular to both v and w. For instance,

v • (v × w) = v1(v2w3 − v3w2) + v2(v3w1 − v1w3) + v3(v1w2 − v2w1)

= v1v2w3 − v1v3w2 + v2v3w1 − v2v1w3 + v3v1w2 − v3v2w1;

the last quantity is zero because all terms cancel in pairs. � Check for yourself that
w • (v × w) = 0, too.� Anti-commutativity The dot product is commutative: v • w = w • v. The cross product,

by contrast, is anti-commutative:

v × w = −(w × v).

The minus signs in the definition explain this peculiarity. Their presence means that
reversing the roles of v and w changes the sign of each component, and hence reverses
the product vector itself. Notice what this means about the cross product of a vector
with itself :

v × v = −(v × v) = 0 = (0, 0, 0).

(The second equality holds because only the zero vector is its own opposite.)
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� Standard basis vectors Cross products of the standard basis vectors with each other
are especially simple: �In each case, the product is

perpendicular to both factors.
i × j = k; j × k = i; k × i = j.

As was just seen, reversing the order of factors introduces a minus sign:

j × i = −k; k × j = −i; i × k = −j.

One way to remember these rules is to think of the basis vectors as a repeating cycle:
i j k i j k . . . . Then, reading from left to right, the cross product of any two adjacent
vectors is the next one.

� Remembering the formula One useful device for remembering the definition is to
think of the cross product as a 3 × 3 determinant �Basic properties of matrices

and determinants are outlined
in Appendix A.

∣∣∣∣∣∣∣
i j k

v1 v2 v3

w1 w2 w3

∣∣∣∣∣∣∣ ,
expanded along the first row:

v × w = (v2w3 − v3w2)i − (v1w3 − v3w1)j + (v1w2 − v2w1)k.

Another memory device begins with this “double” array:

i j k i j

v1 v2

w1 w2 w3 w1 w2

v2 v3 v1

Then the cross product is the sum of six threefold diagonal products with southeast-
pointing diagonals counted positive and northeast-pointing diagonals negative. � (StillSee for yourself that this

device gives the cross product. another method of remembering the cross product formula appears in the exercises.)

E X A M P L E 1 Find a vector u that is perpendicular to both v = (1, 2, 3) and
w = (2, 3, 4).

S o l u t i o n The formula gives u = v × w = (−1, 2, −1), and we see easily that
u • v = 0 = u • w.

A l g e b r a w i t h t h e c r o s s p r o d u c t
The cross product enjoys many of the algebraic properties one hopes for from any well-
mannered mathematical operation. � The next theorem collects several such properties.But not all—the cross product

isn’t commutative.

T H E O R E M 7 ( C r o s s p r o d u c t a l g e b r a ) Let u, v, and w be vectors in R
3 and

a a scalar. Then
� (Scalars factor out) av × w = v × aw = a(v × w)
� (Anti-commutativity) v × w = −(w × v)
� (Distributivity ) (u + v) × w = u × w + v × w

The theorem is readily proved by careful but slightly tedious algebra with the vectors’
components. We give one example and leave others as exercises.
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E X A M P L E 2 Prove the first part of Theorem 7.

S o l u t i o n Let v = (v1, v2, v3) and w = (w1, w2, w3). Then

av × w = (av1, av2, av3) × (w1, w2, w3)

= (av2w3 − av3w2, av3w1 − av1w3, av1w2 − av2w1)

= a(v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1) = a(v × w).

The proof that v × aw = a(v × w) is almost identical.

Para l le l vec tors The dot product detects perpendicularity: nonzero vectors v and w are
perpendicular if and only if v • w = 0. In a similar way, the cross product detects parallelism:

Vectors v and w are scalar multiples if and only if v × w = 0.

To see why, suppose that w = av, for some scalar a. Then

v × w = v × av = a(v × v) = 0.

We leave as an exercise the proof that v × w = 0 implies that v and w are parallel. � For convenience we take the
zero vector to be parallel to
every vector.F ind ing equat ions for p lanes The cross product often helps us find equations for planes.

E X A M P L E 3 Find scalar and vector equations for the plane � through the three
points A = (1, 1, 1), B = (1, 2, 3), and C = (4, 5, 6). Does � pass through the origin?

S o l u t i o n We will need a point (A will do) on � and a normal vector. The vectors
−→
AB = (1, 2, 3) − (1, 1, 1) = (0, 1, 2) and

−→
AC = (4, 5, 6) − (1, 1, 1) = (3, 4, 5)

lie on �, and so their cross product
−→
AB × −→

AC = (−3, 6, −3)

is a suitable normal vector. Thus, � has the vector equation(
X − (1, 1, 1)

)
• (−3, 6, −3) = 0.

The scalar version is −3x + 6y − 3z = 0, or, equivalently, x − 2y + z = 0, and it is now
easy to see that the origin is one solution.

G e o m e t r y o f t h e c r o s s p r o d u c t
Like the dot product, the cross product has important geometric interpretations:

F A C T Let v and w be vectors in R
3, and let θ be the angle between them. Then

v × w has these geometric properties:
� Length | v × w | = |v||w| sin θ
� Direction If v and w are not parallel, then v × w is perpendicular to both

v and w and points in the direction determined by the right-hand rule: If
the fingers of the right hand sweep from v to w, then the thumb points in
the direction of v × w.

Both parts of the Fact deserve some comment:

� Why it holds A proof based on straightforward calculation is outlined in the exercises;
it is better worked through than read.
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� More on the angle θ Because the angle between v and w never exceeds π radians,
sin θ ≥ 0. In particular, sin θ = 0 if θ is either 0 or π—in either case, v and w must be
parallel. �We saw this earlier by

algebraic means. � Interpreting the magnitude as area Figure 1 shows why the quantity |v||w| sin θ (the
magnitude of v × w) is the area of the parallelogram spanned by v and w:

w

v

|w| sin

θ

θ

F IGURE 1
The area spanned by v and w

The parallelogram’s base is |v| and its height is |w| sin θ . Notice, in particular, that the
second factor is nonnegative, and zero only if v and w are parallel.

� More on the right-hand rule Applying the right-hand rule to Figure 1 shows that
v × w points straight up—toward you, the reader. Try it! � If v and w are switched,

Sweep the fingers of your
right hand from v to w.
Notice that your right thumb
points upward.

then the area they span does not change but the direction of v × w is reversed. �Try this too.
Figure 2 illustrates another way to think of the right-hand rule.

w

v

θsin

F IGURE 2
The turn of the screw

Imagine driving an ordinary wood screw into the plane of v and w. Turning the screw
head from v to w causes the screw to move either into or out of the plane—the direction
of motion is that of v × w. In the situation of Figure 2, the indicated turn loosens the
screw, causing it to rise out of the page. �Standard bolts and screws

from the hardware store are
sometimes called
“right-threaded.”
Left-threaded bolts and
screws are sometimes used for
special purposes.

E X A M P L E 4 Find the area of the triangle with corners at A = (1, 1, 1), B = (1, 2, 3),
and C = (4, 5, 6).

S o l u t i o n The triangle is half the parallelogram spanned by the vectors
−→
AB = (0, 1, 2)

and
−→
AC = (3, 4, 5). The parallelogram has area

|−→AB × −→
AC | = |(−3, 6, −3)| =

√
54,

and so the triangle has area
√

54/2 ≈ 3.67.
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T h e c r o s s p r o d u c t a s t o r q u e : a p h y s i c a l i n t e r p r e t a t i o n
Physicists interpret the cross product v × w as torque, a vector quantity that describes the
tendency of a force to twist a body about an axis. From this point of view, we can think of
the vector v as a rigid bar pinned at its tail and the vector w as a force exerted at the head
of v. For physical reasons the twisting tendency at the tail of v is the product l f , where l is
the length of v and f is the scalar component of the force w perpendicular to v. � In other This is essentially the

principle of the lever, which
has been known since
Archimedes.

words, the torque at the tail of v has magnitude

|v||w| sin θ = |v × w| ,
and the direction of the torque vector is given by the right-hand rule. Observe:

� Parallel vectors If the force w is applied parallel to v, then no twisting occurs—as the
equation v × w = 0 predicts.

� Perpendicular vectors The torque is greatest if w is applied perpendicular to v.
� The torque’s direction The torque’s direction is consistent with right-hand threading

of a bolt or screw.

A force of 100 newtons
corresponds to about
22 pounds.

E X A M P L E 5 Figure 3 shows a large wrench, 0.6 meters long as measured along the
vector v. The vector w represents a force with magnitude 100 newtons, exerted in the
direction of w. �

θ
w

v

w

F IGURE 3
Measuring torque

Find in terms of θ the magnitude and direction of the resulting torque exerted at the
center of the bolt (the left-hand black dot).

S o l u t i o n The preceding discussion implies that the torque has magnitude

|v||w| sin θ = 0.6 · 100 · sin θ = 60 sin θ newton-meters;

the torque’s direction is determined by the right-hand rule.
In Figure 3 the angle θ is about 0.9 radians, which implies that the torque vector

points upward (out of the page) and so has magnitude 60 sin(0.9) ≈ 47 newton-meters.

B A S I C E X E R C I S E S

In Exercises 1–8, find (by hand) the cross product v × w of each
pair of vectors below.

1. v = (1, 2, 3); w = (4, 5, 6)

2. v = (4, 5, 6); w = (2, 3, 4)

3. v = (1, 2, 3); w = (40, 50, 60)

4. v = (10, 20, 30); w = (4, 5, 6)

5. v = i + j; w = j + k

6. v = (v1, v2, v3); w = i

7. v = (v1, v2, v3); w = j

8. v = (v1, v2, v3); w = k
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In Exercises 9–11, find a scalar equation for the given plane.
[HINT: Use the cross product as needed to find a normal vector.]

9. The plane through (0, 0, 0), (1, 2, 3), and (−1, 1, 2).

10. The plane through (1, 2, 3) with spanning vectors i and i + j.

11. The plane with parametric equations x = 1 + 2s + 3t , y =
−1 + 3s − 2t , z = s + t .

12. Find an equation for the plane that contains the points
(1, 2, 3), (1, 1, 1), and (1, 0, 2).

13. Let u = (1, 2, 3) and v = (4, 5, 6). Find a unit vector that is
perpendicular to both u and v.

14. Find a unit vector orthogonal to both i + k and 2j − 3k.

15. Let u = (1, 2, 3) and v = (1, 3, 5). Find a unit vector that is
perpendicular to both u and v.

16. Let u = (1, 2, 3) and v = (2, 3, 4). Find a unit vector that is
orthogonal to both u and v.

17. This problem is about the situation of Example 5. In each
part, find the magnitude and direction of the torque vector
under the given assumptions:
(a) The wrench is 0.6 meters long, the force w has magnitude

200 newtons, and θ = 0.9.
(b) The wrench is 0.6 meters long, the force w has magnitude

200 newtons, and θ = 0.
(c) The wrench is 0.6 meters long, the force w has magnitude

200 newtons, and θ = π .

Exercises 18–20 are about the situation of Example 5.

18. For which angle θ does the torque have largest magnitude?
(Give two possible answers.)

19. For which angles θ between 0 and 2π does the torque vector
point downward?

20. Suppose the wrench is 0.6 meters long and the force w has
magnitude 100 newtons. Find an angle θ for which the torque
vector points upward and has magnitude 10 newton-meters.

F U R T H E R E X E R C I S E S

21. Let v = (v1, v2, v3) and w = (w1, w2, w3). Show from the def-
inition that v × w is perpendicular to w.

22. Let v = (v1, v2, v3) and w = (w1, w2, w3). Show from the def-
inition that v × w = −(w × v).

23. Is the cross product associative? In other words, is u ×
(v × w) = (u × v) × w for all vectors u, v, and w? Either show
that the cross product is associative or give an example to
show that it is not.

24. Let v = (v1, v2, v3) and w = (w1, w2, w3) be nonzero vectors.
Show that if v × w = (0, 0, 0), then v and w are parallel,
that is each is a scalar multiple of the other. [HINTS: Since
v 	= (0, 0, 0), it is OK to assume that some component, say
v1, is not zero. Let t = w1/v1. Now use the assumption that
v × w = (0, 0, 0) to show that w = tv.]

25. Here is another way to make sense of the algebraic for-
mula for the cross product. We will assume three basic cross
products:

i × j = k; j × k = i; k × i = j.

We will also assume the algebraic properties of Theorem 7,
page 690. From these assumptions, we will deduce the gen-
eral formula for v × w.

Let v = (v1, v2, v3) and w = (w1, w2, w3). Cite a brief
reason for each computational step below:

v × w = (v1i + v2j + v3k) × (w1i + w2j + w3k)

= (v1w1) i × i + (v2w1) j × i + (v3w1) k × i + (v1w2) i × j

+ (v2w2) j × j + (v3w2) k × j + (v1w3) i × k

+ (v2w3) j × k + (v3w3) k × k

= (v2w1) j × i + (v3w1) k × i + (v1w2) i × j

+ (v3w2) k × j + (v1w3) i × k + (v2w3) j × k

= (v2w3 − v3w2) i + (v3w1 − v1w3) j + (v1w2 − v2w1) k.

26. The Fact on page 691 says that |v × w| = |v| |w| sin θ , where θ

is the angle between v and w. This exercise outlines a proof;
the underlying idea is to relate the cross product to the dot
product.
(a) Show (by direct calculation) that |v × w|2 = |v|2 |w|2 −

(v • w)2.
(b) Use the result of (a) to show that |v × w| = |v| |w| sin θ ,

as the Fact claims.
[HINTS: In (b), write (v • w)2 = |v|2|w|2 cos2 θ . Then take the
square root of both sides of (a).]

27. Let u, v, and w be vectors in R
3. The quantity u • (v × w) is

called the triple scalar product of u, v, and w in that order.
We will investigate the following useful property of the triple
product:

The absolute value |u • (v × w)| is the volume of
the parallelepiped in R

3 (i.e., the three-
dimensional solid) spanned by u, v, and w.

Here is a possible picture:

v

w

u

θ

v ×w

F IGURE 4
The solid spanned by three vectors

(a) Calculate the triple scalar product of i, j, and k. Is the
result consistent with the italicized fact above?
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(b) Calculate the triple scalar product of ai, bj, and ck, where
a, b, and c are positive constants. Is the result consistent
with the italicized fact above?

(c) Suppose that u is in the plane spanned by v and w. What
is the value of u • (v × w)? What does this mean about
the parallelepiped?

(d) Find the area of the base of the solid (shown shaded).
(e) Explain why |u| | cos θ | is the height (perpendicular to

the shaded plane) of the solid.
(f) Explain why |u • (v × w)| is the claimed volume.

[HINT: Volume = base times height.]

28. Let u and v be vectors in R
3. Give a geometric explanation

of the identity (u × v) • v = 0.

29. Let L be the line through the point (1, 1, 2) that is perpendic-
ular to the plane � described by the equation 3x + 5y + 8z =
13. Find the point where L and � intersect.

30. Find an equation for the line that passes through the point
(2, 3, 1) and is parallel to the line of intersection of the
planes with equations 2x − 2y − 3z = 2 and 3x − 2y + z = 1.
[HINT: The line of intersection is perpendicular to normal
lines for either plane.]

31. Let � be the line through the points (1, 2, 3) and (4, 5, 6).
Write an equation for the plane that is perpendicular to �

and passes through the point (7, 8, 9).

32. Find the area of the parallelogram in space formed by the
vectors u = (1, 5, 1) and v = (−2, 1, 3).

33. Show that u • (v × w) = (u × v) • w.

34. Suppose that X0 + su and X1 + tv are two skew (i.e., nonin-
tersecting, nonparallel) lines in space. Find an expression for
the distance between the lines. [HINT: The vector u × v is
perpendicular to both lines.]

35. Show that
d

dt

(
x(t) × y(t)

) = x′(t) × y(t) + x(t) × y′(t).

36. Suppose that x(t) = (cos t, sin t, t) and y(t) = (2, t2, −4t).

Evaluate
d

dt

(
x(t) × y(t)

)
.

37. Show that if u, v, and w are distinct nonzero vectors, then
u × v = u × w if and only if u is parallel to v − w.

38. Show that (v + w) × (v − w) = 2w × v.

39. Show that if three vectors form a triangle, then the lengths
of their pairwise cross products are all equal.

40. Explain why the vector u × (v × w) must lie in the plane
spanned by v and w.

41. Let L be a line with direction vector v and P a point not on
L . Let w be a vector from some point on L to P . Show that
the distance from P to L is given by |w × v| /|v|.

42. Suppose that the plane spanned by the nonzero vectors a
and b and the plane spanned by the nonzero vectors c and d
are not parallel. Explain why the vector (a × b) × (c × d) is
parallel to the line of intersection of the planes.

43. Suppose that u and v are the vectors in the xz-plane pictured
below, |u| = 3, |v| = 4, and φ = π/3. Evaluate u × v.

u

x

z

v

φ

44. Suppose that u and v are the vectors in the yz-plane pictured
below, |u| = 4, |v| = 3, and φ = π/3. Evaluate u × v.

u

y

z

v
φ

45. (a) Explain how the cross product can be used to determine
whether three points in space are collinear.

(b) Describe a method for determining whether four points
lie in the same plane.

46. Let �1 and �2 be planes in R
3 that both contain the origin.

Furthermore, suppose that the vector n1 = (1, 2, 1) is orthog-
onal to the plane �1 and that the vector n2 = (−3, −5, 0) is
orthogonal to the plane �2. Find an equation for the line of
intersection of �1 and �2.

47. Show that any two lines in space that do not intersect must
lie in parallel planes.
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121212
S U M M A R Y

This chapter introduced some of the main objects and tools needed to extend the basic
ideas of calculus to the multivariable setting.

Three-d imens iona l space The xy-plane is the natural place to study an ordinary calculus
function y = f (x); we use one dimension for inputs and one for outputs. Because multi-
variable calculus treats functions of several input variables, at least three dimensions are
needed to accommodate graphs and other visual representations. Having introduced xyz-
space and some of the challenges posed by projecting three-dimensional view onto a flat
page or screen, we explored basic properties of graphs and equations in the new setting,
emphasizing both differences from, and similarities to, the two-dimensional setting. The
graph of a function z = f (x, y), for example, is usually a two-dimensional surface in xyz-
space; by contrast, the graph of a function y = f (x) in the plane is a one-dimensional curve
in the xy-plane.

Curves and parametr i c equat ions Most of the curves seen in single-variable calculus
are graphs of functions y = f (x). A broader class of curves can be given by parametric
equations of the form

x = f (t) and y = g(t),

where f and g are ordinary functions of the parameter t , and t ranges through some
parameter interval a ≤ t ≤ b. Allowing x and y to be defined independently produces a
huge variety of curves in the plane and in space and begins to suggest the advantages of
working with several variables at once. With a little ingenuity we can produce almost any
imaginable curve “to order.” Any given curve, moreover, has many possible parametriza-
tions. We gave several possibilities for such basic examples as line segments and arcs of
circles.

Polar coord inates and po lar curves A point in the xy-plane can be located either through
its Cartesian “address” (x, y) (from the origin, move x units right and y units up) or through
its polar address (r, θ) (from the origin, move r units of distance at an angle θ to the polar
axis). After reviewing basic properties of polar coordinates, we took the geometric view,
discussing polar graphs and their relations to equations in the polar variables r and θ .
Certain regions and functions, we found, are better and more simply described in polar
than in rectangular coordinates; we will exploit these advantages in later chapters.

Vectors Vectors, represented either as “tuples” or as arrows in the plane or in space,
are used to represent quantities that have both magnitude and direction. (Scalars, by
contrast, represent magnitudes but permit only two directions—positive and negative.)
We introduced basics of vector notation, vector algebra, and geometric representation of
vectors and their combinations.

Vector-va lued funct ions , der ivat ives , and integra ls A vector-valued function f(t) ac-
cepts a single real variable as input but produces a vector, often written as a 2-tuple, as
output. Such functions permit many of the usual operations and calculations and have
graphs, derivatives, and integrals much like those for ordinary functions, but with some-
what different forms and meanings. The derivative f ′(t0) of a vector-valued function f, for
instance, is a vector that is tangent to the graph of f at the point f(t0). By contrast, the
derivative f ′(x0) of an ordinary function f is a scalar that measure slope of the f -graph
at the point (x0, f (x0)).

Model ing mot ion Derivatives and integrals are useful for modeling motion even in
the one-variable case, where (under suitable assumptions and with appropriate units of
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measurement) position, velocity, and acceleration are all derivatives and antiderivatives
of each other. The same ideas apply, but more flexibly and powerfully, to vector-valued
functions. If p(t) denotes the position vector at time t of an object moving in the plane or in
space, then the derivatives p′(t) = v(t) and p′′(t) = v′(t) = a(t) describe, respectively, the
(vector) velocity and acceleration of the object at time t . Combining these familiar ideas
with some basic physical principles lets us model a wide variety of motions in the plane
and in space.

The dot product and the cross product Given two vectors v = (v1, v2) and w = (w1, w2) in
the plane (or v = (v1, v2, v3) and w = (w1, w2, w3) in space), we can form their dot product,
a scalar, by a simple calculation:

v • w = v1w1 + v2w2 or v • w = v1w1 + v2w2 + v3w3,

as determined by the dimension. The result, although easy to compute, conveys a remark-
able amount of information. Vectors are perpendicular, for example, only if their dot
product is zero. The dot product can also be used to calculate both the lengths and the
angle between any two nonzero vectors in the plane or in space; it also leads to a useful
formula for the perpendicular projection of one vector onto another.

The cross product, by contrast, is defined only for vectors in three-dimensional space.
For two such vectors v = (v1, v2, v3) and w = (w1, w2, w3), the cross product—another
vector—has the pretty but slightly complicated formula

v × w = (v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1) .

Like the dot product, the cross product has useful geometric meaning: v × w is a vector
with three main properties: (i) it is perpendicular both to v and to w, (ii) its direction is
determined by the right-hand rule, and (iii) the length |v × w| is the area of the parallel-
ogram spanned by v and w. (If v and w are collinear, then this area is zero—and v × w is
the zero vector.)

L ines and p lanes Vectors and vector operations, including the dot and cross products,
offer convenient algebraic and geometric descriptions of lines and planes in two and three
dimensions. For instance, a plane in R

3 passing through the point (x0, y0, z0) can be de-
scribed in scalar form as the graph of a linear equation a(x − x0) + b(y − y0) + c(z − z0) = 0,
where a, b, and c are constants. The same plane can be described in vector form by defining
the normal vector n = (a, b, c) and a (vector) point X0 = (x0, y0, z0). Then the plane con-
sists of all points (vectors) X for which (X − X0) • n = 0. The vector form is more compact
than the scalar, and it shows more clearly the sense in which a plane is perpendicular to a
fixed vector through any point on the plane.

R E V I E W E X E R C I S E S

1. Write an equation for the plane passing through the point
(1, 2, 3), with normal vector (2, 3, 4).

2. Parametrize the line segment starting at (3, 4) and ending at
(1, 1).

3. Are the points P = (1, 2, 3), Q = (−3, −3, −3), and R =
(9, 12, 15) collinear? Justify your answer.

4. Let v = (1, 2, 3) and let w = (2, 3, 4). Find cos θ , where θ is
the angle between v and w.

5. Give two different curves joining (1, 0) to (0, 1) in the xy-
plane and give a parametrization for each.

6. Let � be the the plane passing through the point (1, 2, 3),
with normal vector (4, 5, 6).
(a) Write an equation for �.
(b) Does the point (7, 8, 9) lie on �? Justify your answer.

7. Let C be the left half of the circle with radius 3 that is cen-
tered at (1, 2). Give a parametrization for C that is oriented
counterclockwise.

8. Are the points (1, 2, 3), (2, 4, 6), and (3, 5, 7) collinear? Jus-
tify your answer.

9. Let v = (1, 2, 3) and w = (2, 3, 4). Find a unit vector that is
perpendicular to both v and w.
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10. A particle moves in the xy-plane with constant acceleration
vector a(t) = (0, −1). At time t = 0 the particle has position
(0, 0) and velocity (1, 0).
(a) Give formulas for the particle’s velocity function v(t)

and position function p(t).
(b) Write down (but don’t evaluate) an integral that gives

the length of the particle’s path from t = 0 to t = 10.

11. (a) Write an equation for the line passing through the point
(1, 2, 3) with direction vector (2, 3, 4).

(b) Does the point (51, 77, 103) lie on the line in part (a)?
Justify your answer.

12. Let C be the circle with radius 5 that is centered at (3, 4).
Give a parametrization for C that is oriented clockwise.

13. Let � be the plane containing the three points (0, 0, 0),
(1, 2, 3), and (2, 3, 4).
(a) Find an equation for �.
(b) Does the point (51, 77, 103) lie on this plane? Justify your

answer.

14. Find a unit vector that is perpendicular to (1, 2, 3).

15. A particle moves in the xy-plane with acceleration vector
a(t) = (2, 6t). At time t = 0 the particle has position (0, 0)
and velocity (0, 0).
(a) Give formulas for the particle’s velocity function v(t)

and position function p(t).
(b) Write down (but don’t evaluate) an integral that gives

the length of the particle’s path from t = 0 to t = 10.

16. (a) Write an equation for the line passing through the point
(2, 3, 4) with direction vector (1, 2, 3).

(b) Does the point (9, 19, 29) lie on the line in part (a)? Jus-
tify your answer.

17. Give a counterclockwise-oriented parametrization of the cir-
cle with radius 13 centered at (12, 5).

18. Let � be the plane containing the three points (0, 0, 0),
(2, 3, 4), and (3, 4, 5).
(a) Find an equation for �.
(b) Does the point (π, π, π) lie on �? Justify your answer.

19. Find a unit vector that is perpendicular to the plane with
equation x + 2y + 3z = 6.

20. A particle moves in the xy-plane with acceleration vector
a(t) = (6t, −2). At time t = 0 the particle has position (0, 0)
and velocity (0, 0).
(a) Give formulas for the particle’s velocity function v(t)

and position function p(t).
(b) Write down (but don’t evaluate) an integral that gives

the length of the particle’s path from t = 0 to t = 10.

21. Find a scalar equation for the plane through the point (1, 2, 3)
that is perpendicular to i + j + k.

22. Find a scalar equation for the plane through the points
(0, 0, 0), (1, 2, 3), (0, 1, 0).

23. How far is the point (1, 2, 3) from the plane � defined by the
equation 3x + 5y + 7z = 0?

24. Let � be the line through (1, 2, 3) in the direction of i + j + k.
(a) Write scalar parametric equations for �.
(b) Write symmetric scalar equations for �.
(c) Does � intersect the line x/2 = y/3 = z/4? If so, where?

In Exercises 25–29, a = (1, 2, 3) and b = (1, 1, 1).

25. Compute the component of b in the direction of a.

26. The vector a makes angles α, β, and γ with the three positive
coordinate axes. Find cos α, cos β, and cos γ.

27. Compute the area of the parallelogram generated by a and b.

28. Write a scalar equation for the plane � through the origin
containing a and b.

29. Find the distance from (−1, 2, 3) to the plane � defined in
Exercise 28.

30. At what point (x, y, z)—if any—do the lines r1 = (1, 1, 4) +
t(2, −1, 0) and r2 = (−3, 2, 6) + u(1, 0, −1) intersect?

31. A certain plane � has scalar equation x + 2y + 3z = 4. Find
a vector equation for �.

In Exercises 32–34, let C be the space curve described by f(t) =
(3 cos t, 3 sin t, 2t).

32. Write a vector equation for the line tangent to C at t = π .

33. Compute the length of C from t = 0 to t = π .

34. Think of C as describing the path of a moving object. Find
the velocity, speed, and acceleration at t = π . Indicate clearly
whether your answers are vectors or scalars.

In Exercises 35–38, v = (1, 2, 3), w = (−1, 2, 1), P = (4, 5, 6),
Q = (1, 1, 1), and R = (3, 4, 5).

35. Write an equation for the line through P in the direction
of v.

36. (a) Write an equation for the line through P and Q.
(b) Does R lie on the line in part (a)? Justify your answer.

37. Write an equation for the plane through P with normal vec-
tor v + w.

38. Find a unit vector that is perpendicular to both v and w.

39. Write equations for any two lines in 3-D space that do not
intersect.

40. Write equations for any two planes in 3-D space that do not
intersect.

41. (a) If A and B are any two vectors, what geometric informa-
tion does |A × B| convey? (Draw a sketch if you like.)

(b) What does it mean geometrically if A × B = (0, 0, 0)?

In Exercises 42 and 43, P = (1, 2, 3) and Q = (4, 6, 8).

42. Find the distance from P to Q.



12 Summary 699

43. Write an equation in x , y, and z for the sphere with center
at P that passes through Q.

In Exercises 44–47, P = (2, 1, 3), Q = (4, 5, 6), R = (2, 1), S =
(4, 5), T = (0, −3), and C is the circle with center at R that passes
through S.

44. Write an equation in x , y, and z for the sphere with center
at P that passes through Q.

45. Write an equation in x and y for the circle C . [HINT: First
find the distance from R to S.]

46. Does the circle C pass through T ? Justify your answer.

47. Give parametric equations for the circle C traversed once
counterclockwise. (Be sure to state the parameter interval.)

48. Parametrize the line segment from (1, 2) to (e, π). (State
your answer as a vector-valued function of t ; be sure to state
the parameter interval.)

49. A particle moves in the plane; its position at time t is
f(t) = (t2 + 1, 3t + 5).
(a) Find the particle’s position, velocity, speed, and acceler-

ation at t = 2.
(b) Give a vector equation for the line that is tangent to the

particle’s path at t = 2.

50. Give two different parametrizations of the upper half of the
unit circle—one counterclockwise and one clockwise. (Be
sure to indicate which is which.)

In Exercises 51–55, v = (1, 2) and w = (3, 1).

51. Find cos θ , where θ is the angle between v and w.

52. Find a unit vector in the same direction as v.

53. On one set of axes, draw the vectors v, w, and
v • w
|w|2 w; make

it obvious how the third vector is related to the first two.

54. Write a vector equation for the line through the point (4, 5)
in the direction of the vector v.

55. Find the distance from the origin to the line in Exercise 54.

56. Let C be the curve parametrized by x = t2, y = et , −1 ≤ t ≤ 1.
Write a vector equation for the line that is tangent to C at
the point (0, 1) (i.e., at the point for which t = 0).

In Exercises 57–63, P = (1, 2, 3), Q = (2, 3, 4), R = (5, 3, 5), and
S = (2, 9, 8). Also, �1, �2, and �3 are the planes

�1: x + y + z = 1; �2: x + 2y + 3z = 3; �3: x + y − z = 1.

57. Are P , Q, and R collinear? Justify your answer.

58. Find an equation for the plane through P , Q, and S.

59. Are P , Q, R, and S coplanar? Why or why not?

60. Does the line through P and Q intersect the line through R
and S? If so, where? If not, why not?

61. Give an equation for the line of intersection between �1 and
�2.

62. Find a plane that is perpendicular to both �2 and �3.

63. Is there a plane that is perpendicular to all three of �1, �2,
and �3? If so, find one. If not, briefly explain why not.

64. Consider the curve f(t) = (
t − sin(t), 1 − cos(t)

)
in the xy-

plane; use the t-range 0 ≤ t ≤ 6π . This curve is called a
cycloid. It represents the path followed by a point on the
rim of a wheel of radius 1 as the wheel rolls (without slip-
ping) three turns to the right
(a) Find the velocity and acceleration functions. Describe

the point’s position, velocity, speed, and acceleration at
t = 1.

(b) Find an equation for the tangent line at t = π/2. Plot
both the curve and the tangent line on the same axes.
Use equal-sized units on both axes.

(c) At what times is the speed zero? How do these points
appear on your graph?

(d) Find the length of one arch of the cycloid. [HINT: The
half-angle formula 2 sin2(t/2) = 1 − cos(t) will be
handy.]

65. Write a vector equation for the line through the point (4, 5)
in the direction of the vector v = (3, 2). Then find the dis-
tance from the origin to the line in question.

66. The two equations x + 2y + 3z = 3 and 3x + 2y + z = 1 de-
scribe two different planes. These two planes intersect in a
line. Write a vector equation for this line. [HINT: Any two
points determine a line.]

In Exercises 67–69, X = (x, y, z) and �1, �2, and �3 are the lines

�1 : given by X(t) = (1, 1, 2) + t(1, 2, 3);

�2 : given by X(s) = (9, 8, 11) + s(2, 1, 1);

�3 : given by X(r) = (0, 0, 0) + r(2, 4, 6).

67. Do the lines �1 and �2 intersect? If so, at what point? If not,
why not?

68. Do the lines �2 and �3 intersect? If so, at what point? If not,
why not?

69. Does the line �1 intersect the plane x + y + z = 10? If so, at
what point? If not, why not?

70. Write a scalar equation for the yz-plane.

71. Write a scalar equation for the plane through (1, 2, 3), per-
pendicular to the line through (1, 2, 3) and (2, 3, 4).

72. Write a scalar equation for any plane that passes through
the origin and the point (1, 2, 3).

73. Write a scalar equation for the plane through (1, 2, 3) that is
perpendicular to the line through (1, 2, 3) and (4, 6, 8).

74. Write a scalar equation for the plane through (−1, 0, 2),
(1, −2, 0), and (2, 7, 3).

75. Write a scalar equation for the plane through the origin
spanned by i + j and i − j.
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76. Write a scalar equation for the plane that contains both
the line with vector equation X(s) = (−5, 5, 5) + s(−3, 2, 3)
and the line with vector equation X(t) = (−5, −2, −1) +
t(2, 1, 0).

77. The equations 2x + 3y + 4z = 20 and 3x + 2y + z = 10 de-
scribe two different planes. These two planes intersect in
a line. Write a vector equation for this line.

In Exercises 78–80, give a parametrization of the curve.

78. The right half of a circle having radius 2 that is centered at
(2, 3), and traversed counterclockwise.

79. One full cycle of the curve y = sin x , from x = 0 to x = 2π ,
traversed from left to right.

80. The curve in Exercise 79, but rotated π/4 radians counter-
clockwise with center of rotation at the origin.

81. Suppose that a moving object has constant acceleration
a(t) = (1, −2), that it starts from the origin in the xy-plane at
time t = 0, and that it has initial velocity vector v(0) = (0, 10).
(a) Find formulas for the velocity function v(t) and the po-

sition function p(t).
(b) By eliminating the variable t , find an equation in x and

y for the path taken by the object.

(c) Find the time at which the object “lands” (i.e., returns to
height y = 0). Find the acceleration, velocity, speed, and
position at this time.

82. Let a, b, and c be positive numbers and consider the triangle
with vertices (0, 0), (0, a), and (b, c). Use the cross product
to find the area of the triangle. [HINT: Think of the vertices
as the 3-D points (0, 0, 0), (0, a, 0), and (b, c, 0).]

83. A particle moves in the xy-plane. Assume that (i) the parti-
cle’s acceleration at time t seconds is a(t) = (e−t , −1); (ii) the
particle is at the origin at time t = 0; (iii) the particle has ve-
locity v(0) = (0, 0) at time t = 0.
(a) Find formulas for the velocity function v(t) and the po-

sition function p(t).
(b) Find the particle’s position, acceleration, velocity, and

speed at time t = 5; be sure to give appropriate units.
(c) Suppose that another particle has the same position and

velocity as the first particle at t = 5 but that the sec-
ond particle’s acceleration is always the zero vector.
Find a formula for the second particle’s position function
p(t).

(d) On one set of axes, plot the curves traveled by both par-
ticles described above from t = 0 to t = 10.



I N T E R L U D EBeyond Free Fal l
In the real world, most falling objects do not undergo what physicists call free fall (i.e.,
falling under the sole influence of gravity). And a good thing, too—otherwise we’d all be
dead, brained by falling raindrops. Luckily, most falling objects are influenced by some
“resistive” force, such as air drag, that acts in the direction opposite to the direction of
falling. (For objects falling in media other than air, such as a ball bearing in oil, the viscosity
of the medium has similar resistive effects.) This project explores the life-saving effects of
air drag.

To model the situation, let the positive y-direction represent “up,” with the units on
both axes in meters. We will use the usual notations a(t), v(t), and p(t) to denote the
acceleration, velocity, and position vectors, respectively, for an object falling through the
xy-plane. These are vector-valued functions; we’ll sometimes write them using components
in the form

a(t) = (
a1(t), a2(t)

)
, v(t) = (

v1(t), v2(t)
)
, and p(t) = (

p1(t), p2(t)
)
.

For a small, light object falling at moderate speed—such as a raindrop in air—the
resistive force of air drag is approximately proportional to the velocity. This means that
the acceleration function a(t) has the form

a(t) = (
a1(t), a2(t)

) = (0, −g) − k
(
v1(t), v2(t)

)
,

where k > 0 is some positive constant, and g ≈ 9.8 m/s2 is (as always) the magnitude of
the acceleration due to gravity. The vector equation above is equivalent to the two scalar
equations

a1(t) = −kv1(t) and a2(t) = −g − kv2(t).

Throughout this interlude we assume for simplicity that the falling object starts at the
origin (so p1(0) = 0 and p2(0) = 0) and that its initial velocity is horizontal; thus, v2(0) = 0.
(This might occur, e.g., if the raindrop were blown horizontally by a sudden gust of wind.)

P R O B L E M 1 The acceleration is the derivative of the velocity. This means that the two
scalar equations just above are equivalent to the two differential equations (DEs)

v ′
1(t) = −kv1(t) and v ′

2(t) = −g − kv2(t).

Show that for any constants C1 and C2, the functions

v1(t) = C1e−kt and v2(t) = C2e−kt − g

k

are solutions of the DEs above. (Note: You can simply check these claims by
differentiation. But students who have studied separable differential equations should
also try to derive the solutions by separation of variables.)

P R O B L E M 2 Explain why the constant C1 represents the initial horizontal velocity.
Also, we are assuming that v2(0) = 0; use this to show that

v2(t) = −g

k
(1 − e−kt ).

Are v1 and v2 positive or negative for t > 0?
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P R O B L E M 3 Integrate the formulas for v1 and v2 to show that

p1(t) = −C1

k
e−kt + D1 and p2(t) = −g

k

(
t + e−kt

k

)
+ D2,

where D1 and D2 are constants of integration. Then use the fact that p(0) = (0, 0) to
rewrite the position functions as

p1(t) = C1

k
(1 − e−kt ) and p2(t) = g

k2
(1 − e−kt − kt).

P R O B L E M 4 Find the limits

lim
t→∞ v1(t); lim

t→∞ v2(t); lim
t→∞ p1(t); lim

t→∞ p2(t).

(The answers involve the constants.) What do these numbers mean about the physical
situation?

P R O B L E M 5 For an average-sized raindrop, the value k = 1 is reasonable. Let s(t) be
the object’s speed at time t . The limit limt→∞ s(t) is called the object’s terminal speed.
Find the raindrop’s terminal speed in meters per second. (The result explains, among
other things, why we don’t die in rainstorms.)

P R O B L E M 6 Plot the position function for each initial velocity condition below.
(Assume always that k = 1 and use g = 9.8.) Always use the plotting window
[0, 100] × [−100, 0]. If possible, plot all the position functions on the same axes.

(a) v(0) = (0, 0)

(b) v(0) = (10, 0)

(c) v(0) = (40, 0)

(d) v(0) = (100, 0)
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D E R I V A T I V E S

13.113.113.1 F U N C T I O N S O F S E V E R A L V A R I A B L E S

The derivative and the integral are the most important concepts of calculus—in one and
several variables. This chapter is about derivatives of functions of several variables. We use
the plural “derivatives” intentionally because there is more than one way to generalize the
basic idea of derivative from functions of one variable setting to the multivariable setting.
Indeed, we have already seen derivatives in one of their multivariate forms: In Chapter 12
we found derivatives of vector-valued functions; we interpreted them either geometrically,
as tangent vectors to curves, or physically, in the language of velocity and speed.

Most of the functions of Chapter 12 produced vectors as outputs, but they were all
functions of only one input variable. � Thus, in a sense, the functions of Chapter 12 are We often used t as our

(single) input variable.merely lists of ordinary, single-variable calculus functions. In this chapter, by contrast, we
study derivatives of functions of more than one input variable.

Functions of one variable are the basic objects of single-variable calculus. Func-
tions of two (or more) variables play a similar role in multivariable calculus. In this sec-
tion we meet such functions in their own right and consider some of their rudimentary
properties.

F u n c t i o n s o f o n e o r m o r e v a r i a b l e s
The squaring function, defined for all real numbers x by f (x) = x2, is typical of the functions
of beginning calculus: f accepts one number, x , as input and assigns another number, x2,
as output. If, say, x = 2, then f (2) = 4.

Consider, by contrast, the function g defined by g(x, y) = x2 + y2. Unlike f , the func-
tion g accepts a pair (x, y) of real numbers as inputs. The output is a third real number,
x2 + y2. If, say, x = 2 and y = 1, then g(2, 1) = 4 + 1 = 5.

Naturally enough, f is called a function of one variable and g a function of two
variables. � The difference has to do with domains: The domain of f is the one-dimensional “One” and “two” count the

input variables to f and g.real number line; the domain of g is the two-dimensional xy-plane.
The function f corresponds to the equation y = x2; x is the independent variable, and

y is the dependent variable. The function g corresponds to the equation z = x2 + y2; now
both x and y are independent variables and z is the dependent variable.

We will use f and g below to illustrate various similarities and differences between
functions of one and two variables. Notice, however, that there is nothing sacred about
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two variables—we could (and will) discuss such functions as

h(x, y, z) = x2 + y2 + z2 and k(x, y, z, w) = x2 + y2 + z2 + w2,

which accept three or more variables. For now we will keep things simple by sticking mainly
to functions of two variables.

Mult ivar iab le func t ions : why bother? Single-variable calculus is challenging enough.
Why complicate things by adding more variables?

It’s a fair question. One good practical answer � is that functions of several variablesThere are purely
mathematical answers, too. are essential for describing and predicting phenomena we care about—both natural and

human-made. In economics, for instance, a manufacturer’s profit depends on many “input”
variables: labor costs, distance to markets, tax rates, and so on. In physics, a satellite’s
motion through space depends on a variety of forces. In biology, populations rise and fall
with variations in climate, food supply, predation, and other factors. The weather varies
with both longitude and latitude. Our world, in short, is multidimensional: modeling it
successfully requires multivariable tools.

The National Weather Service plots multivariable functions every day—they may
appear on the back page of your newspaper. For instance, Figure 1 shows noon surface
temperatures on a relatively warm winter day:
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F IGURE 1
Surface temperatures on a January day

The map shows, quite literally, how the temperature function varies across its domain: con-
tinental North America.

Funct iona l vocabu lary and notat ion The basic words and notations for functions of sev-
eral variables are similar to those for functions of one variable. Roughly speaking, a func-
tion is a “machine” that accepts inputs and assigns outputs. A bit more formally:

� Domain The domain of a function is the set of permissible inputs. The function
g(x, y) = x2 + y2, for instance, accepts any 2-tuple (x, y) as input, and so its domain is
the set R

2.
� Range The range of a function is the set of outputs. For g above, the range is the set

[0, ∞) of nonnegative real numbers. (The sum of squares can’t be negative.)
� Rule The rule of a function is the method for assigning an output, or “value,” to

each given input. For g, the rule is given by the algebraic formula g(x, y) = x2 + y2.
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Not every function has a simple symbolic rule. We will often meet functions given by
tables, by graphs, or in other ways.

� “Arrow” notations Above we used the notation g(x, y) = x2 + y2 to describe a cer-
tain function of two variables. Other notations involving arrows are sometimes con-
venient. The notation

g : R
2 → R

says that g is a function that accepts two real numbers as input and produces one real
number as output. If we want to specify the rule by which g sends inputs to outputs,
we can write

g : (x, y) �→ x2 + y2.

These notations remind us that a function begins with an input (a 2-tuple in this case)
and ends with an output (a single number in this case).

� Vector variables It is sometimes convenient to use vector notation in describ-
ing functions of several variables. For instance, if we write X = (x, y), then X • X =
(x, y) • (x, y) = x2 + y2, and thus the function g(x, y) = x2 + y2 could also be written
in the form g(X) = X • X. In three variables, if we write X = (x, y, z) and A = (1, 2, 3),
then the notations

h(x, y, z) = x + 2y + 3z + 4 and h(X) = A • X + 4

convey the same information.

G r a p h s i n o n e a n d s e v e r a l v a r i a b l e s
Let’s compare graphs of the functions f (x) = x2 and g(x, y) = x2 + y2 discussed earlier.
The graph of f is the set of all points (x, y) for which y = f (x) = x2. For example, f (2) = 4,
and so the point (2, 4) lies on the graph. Geometrically, this graph is a curve—a parabola,
in this case—in the the xy-plane. Like a straight line, the curve y = x2 is a one-dimensional
object � that lives in a two-dimensional space—the xy-plane. Figure 2 shows part of the To an ant walking along a

parabola, it “looks” like a
(one-dimensional) straight
line.

familiar graph:
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F IGURE 2
Graph of f (x) = x2: a parabola

The graph of g is the set of all points (x, y, z) for which z = g(x, y) = x2 + y2. For exam-
ple, since g(2, 1) = 5, the point (2, 1, 5) lies on the g-graph. Figure 3 shows some of the
graph of g:
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F IGURE 3
Graph of g(x, y) = x2 + y2: a paraboloid

The graph, a paraboloid,� is quite different from the parabola in Figure 2. Notice espe-
We discussed this same
paraboloid in Section 12.1.

cially the dimensions involved: The graph of g is a two-dimensional surface � hovering inTo an ant walking along the
g-graph, it “looks” like a
(two-dimensional) flat
plane—just as Earth’s surface
looks flat from a human
vantage point.

three-dimensional xyz-space. As a rule, the “dimension” of any graph is the number of
input variables the function accepts. (Some very ill-behaved functions violate this rule.)

In other respects, the graphs of f and g are quite similar to each other. For both
functions, the height of the graph above a given domain point (a typical input is x0 for f
and (x0, y0) for g) tells the corresponding output value (typical outputs are y0 = f (x0) and
z0 = g(x0, y0), respectively).

Mult ivar iab le graphs : beware . . . Graphs are at least as important in multivariable
calculus as in elementary calculus, but multivariable graphs are usually more complicated
and so need extra care in handling. Choosing a “good” viewing window, for example, takes
some care even for functions of one variable, and the problem can be stickier still for
functions of two variables. The fact that multivariable graphs “live” naturally in three-
dimensional (or even higher-dimensional) space—not on a flat page or computer screen—
only adds to the problem. �And to the interest.

D i f f e r e n t v i e w s o f m u l t i v a r i a b l e f u n c t i o n s
Given the difficulty of visualizing multivariable graphs, it is helpful to “see” functions from
as many points of view as possible. Level curves, contour maps, and numerical tables are
especially useful for functions of two variables.

Leve l curves and contour maps Let f (x, y) be a function of two variables, and let c be a
number in the range of f . Then f (x, y) = c is an equation in x and y; its graph is (usually)
a curve in the xy-plane. � Such curves have a special name:Occasionally this curve is just

a point.

D E F I N I T I O N Let f (x, y) be a function and c a constant. The set of all (x, y)
for which f (x, y) = c is called a level curve (or level set) of f . A collection of
level curves drawn together is called a contour map of f .
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Figure 4 shows several level curves; we study them in detail in Example 1. In the meantime,
observe:

� Why “level”? The word “level” makes good sense here because f (x, y) has the same
value, namely c, at each point (x, y) along the level curve. In other words, the graph
of f is “level” above the level curve f = c.

� Which level curves to draw? Each number c in the range of f has its own level
curve. Because most functions have infinitely many output values, we can’t draw all of
the level curves. In practice, therefore, we draw some convenient selection of curves
usually corresponding to evenly spaced values of the output c. The spacing between
curves reflects how fast the function increases or decreases.

� Level curves or level sets? The phrase “level curve” makes good sense for functions
of two variables, which are usually constant on lines or curves in the xy-plane. In other
dimensions, the phrase “level set” may be better because level sets may be points,
surfaces, or higher-dimensional sets.

� Labels Level curves are sometimes labeled with their corresponding output values.
Typical labels have the form z = c, f = c, or just c. Sometimes, as in Figure 4, color or
shading is used to indicate levels.

E X A M P L E 1 Figure 4 shows a sample of level curves for the function
g(x, y) = x2 + y2. Label each level curve with the appropriate output value. The graph
of g is a paraboloid. How is this shape reflected in the level curves shown in Figure 4?

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

x

y

F IGURE 4
Level curves of g(x, y) = x2 + y2

S o l u t i o n All level curves are circles about the origin. � Each circle is the graph of an
equation x2 + y2 = c for some c. The circles, from smallest to largest, correspond to the
levels z = 1, 4, 7, 10, 13, 16, 19. (The shading corresponds to levels—darker shades are
“lower.”)

Notice that level curves of g get closer and closer together as we move outward
from the origin. This reflects the fact that the g-graph is a paraboloid—it gets steeper
and steeper as we move away from the origin.

Some circles are not fully
visible.
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E X A M P L E 2 Drawing level curves on a temperature map makes the map easier to
read and interpret. (Newspapers usually do this.) Figure 5 shows another version of the
temperature map in Figure 1; the boundaries of shaded regions correspond to the level
curves of the temperature function; they are called isotherms.

−30 −20 −10 0 10 20 30 40 50 60 70 80
LO: −21.1     HI: 73.0

Surface Temperature (F) WXP analysis for 22Z 28 JAN 96

F IGURE 5
Temperature contours

Funct ions as tab les Information about a function is sometimes given numerically, in
tabular form, rather than graphically or symbolically. Here, for instance, are a few output
values of the function g(x, y) = x2 + y2: �For some functions we may

have only a table of values
and no symbolic formula.

Values of g(x, y) = x2 + y2 near (1, 2)

x
y 0.8 0.9 1.0 1.1 1.2

2.2 5.48 5.65 5.84 6.05 6.28

2.1 5.05 5.22 5.41 5.62 5.85

2.0 4.64 4.81 5.00 5.21 5.44

1.9 4.25 4.42 4.61 4.82 5.05

1.8 3.88 4.05 4.24 4.45 4.68

The table contains a lot of information about the function g for inputs near (1, 2). � ForThe table alone reveals
nothing about how g behaves
anywhere else—for that we
would need a graph, a
formula, or a larger table.

instance, the pattern of increase in the table means that, for inputs (x, y) near (1, 2),
the function’s output values increase as either x or y increases. We see, too, that the
table entries increase faster and faster as we move to the right or upward. Notice that
the graph and the contour map convey the same information in their own (geometric)
ways.
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L i n e a r f u n c t i o n s
A linear function of one variable is one that can be written in the form L(x) = a + bx ,
where a and b are constants. A linear function in several variables has a similar algebraic
form:

D E F I N I T I O N A linear function in two variables is one that can be written in
the form

L(x, y) = a + bx + cy,

where a, b, and c are constants.

Linear functions in three (or more) variables are similar. A linear function of three vari-
ables has the form L(x, y, z) = a + bx + cy + dz, where a, b, c, and d are constants. In
vector notation, with X = (x, y, z) and A = (a, b, c), a linear function has the simple for-
mula L(X) = A • X + d , where d is a constant.

Why ‘‘ l inear ’ ’? Why do linear functions deserve that name? In the xy-plane, there is no
mystery: The graph of a linear function y = a + bx is a straight line. In xyz-space, however,
the graph of a linear function z = a + bx + cy is not a line but a plane. (In xyzw-space,
the graph of a linear function w = a + bx + cy + dz is even less like a line. It’s a three-
dimensional solid called a hyperplane.) Nevertheless, we will call any function linear that
involves only constants and the first power of each variable, regardless of the number
of variables. In the same spirit, we will call a function quadratic—no matter how many
variables are involved—if the variables appear in nonnegative integer powers, none of
which exceeds two. (The function f (x, y) = x2 + xy + y2 is quadratic in this sense.)

Readers who have studied linear algebra � will recall that the word “linear” (as in Yet another use of “linear”!
“linear transformation”) is used in still another way in that subject. (The functions we
call “linear” in this book are sometimes referred to, in linear algebra jargon, as “affine”
functions.) Like other very useful English words, “linear” has spawned a whole family of
related but not identical meanings.

Planes and l inear func t ions We saw in Chapter 1 that every plane � in R
3 has a scalar

equation of the form ax + by + cz = d with a, b, c, and d all constants. We saw, too, that
the vector (a, b, c) is normal to � at any point of �. These facts can help us understand
and visualize planes either as graphs of linear functions or in terms of points and normal
vectors.

Let L(x, y) = Ax + By + C be a linear function. � The graph of L is the set of points We use capital letters here
because we used a, b, c, and d
a little differently above.

(x, y, z) that satisfy the equation

z = Ax + By + C, or, equivalently, Ax + By − z = −C.

From the last equation we can simply read off the normal vector; the conclusion follows:

F A C T Let L(x, y) = Ax + By + C define a linear function L : R
2 → R. The

graph of L is the plane with scalar equation Ax + By − z = −C . This plane
passes through the point (0, 0, C) and has normal vector (A, B, −1).

E X A M P L E 3 Describe the graphs of the linear functions L(x, y) = 3

and M(x, y) = − x

3
− 2y

3
+ 2.



710 C H A P T E R 13 Derivatives

S o l u t i o n The preceding Fact says that the graph of L , a plane, has normal vector
(A, B, −1) = (0, 0, −1) = −k. This means that the graph is perpendicular to the z-axis.
This is easy to visualize because the plane has equation z = 3 and so is parallel to the
xy-plane.

The graph of M is the plane with equation

z = − x

3
− 2y

3
+ 2, or, equivalently, x + 2y + 3z = 6.

By the Fact, the vector (−1/3, −2/3, −1) is normal to the plane; therefore,
−3(−1/3, −2/3, −1) = (1, 2, 3) is also normal to the plane. � This plane and the normal
vector (1, 2, 3) are shown in Example 5, page 685.

Multiplying a normal vector
by a nonzero constant doesn’t
affect perpendicularity.

Why l inear func t ions matter Linear functions are simple, useful, and easy to work with.
Most important for us, linear functions are prototypes or models for all differentiable
functions. Indeed, any differentiable function, in any number of variables, might be called
“almost linear,” or “locally linear,” in much the same sense that an ordinary calculus
function y = f (x) looks like a straight line if we zoom in repeatedly on a typical point on
its graph. We will return often to this theme.

Vector-va lued funct ions of severa l var iab les ; matr ix notat ions So far in this sec-
tion we have considered only scalar-valued functions of several variables—functions that
accept several variables as inputs and produce scalars as outputs. But vector-valued func-
tions of several variables are also possible and useful. For instance, consider the function
f : R

2 → R
2 defined by

f : (x, y) �→ (x + 2y + 3, 4x + 5y + 6).

Notice that f accepts a 2-vector as input and produces another 2-vector as output. Using
vectors and matrices, we could, instead, write the formula for f(x, y) in the form

f (X) =
[

1 2

4 5

][
x

y

]
+

[
3

6

]
.

Matrix multiplication can simplify and unclutter treatment of some multivariable ideas; we
will use it later in this book. � For the moment, the main point is simply to acknowledgeSee Appendix J for a brief

introduction to (or review of)
matrices and matrix
multiplication.

the variety of functions that multivariable calculus can treat.
Vector-valued functions of several variables have important practical applications—

especially in modeling physical phenomena such as forces that vary over space. We will
return to vector-valued functions and their uses in later chapters. For the moment, our
main purpose will be to study the components from which functions like f are built—
scalar-valued functions of several variables.

M u l t i v a r i a t e l i m i t s , c o n t i n u i t y , a n d d i f f e r e n t i a b i l i t y : a f i r s t
g l i m p s e a t t h e o r y
The theory of calculus—in one and several variables—relies on certain tacit assumptions
about the functions under study. For example, the mean value theorem of one-variable
calculus requires that the function in question be continuous on a closed interval [a, b]
and differentiable on the open interval (a, b). Not every function has these properties.
For example, the absolute value function f (x) = |x | is continuous on every interval but
not differentiable at x = 0. On the other hand, the standard elementary functions, such as
polynomial, trigonometric, and exponential functions, are continuous and differentiable
wherever defined, and so we can often use them without undue fuss.
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Similar technical requirements apply in multivariable calculus. We will often assume
(sometimes without explicit mention) that the functions we use are “well-behaved” in the
sense of being continuous or differentiable, having limits, and the like. These technical
properties turn out to be harder to define and study rigorously in several variables than in
one variable; doing so is important in more advanced courses. As a rule, we will treat such
matters informally, with occasional glances at the theoretical side of the subject.

Consider, for example, the question of continuity for a function f (x, y). A rigorous
definition of continuity involves a limit—and limits themselves require rigorous definition
for functions of several variables. � Intuitively, however, a continuous function of two We’ll discuss multivariate

limits briefly later in this
chapter.

variables is one whose graph (a surface) has no “holes” or “tears”; a differentiable function
is one whose graph is “smooth,” without kinks or corners. (We will consider multivariate
continuity and differentiability in a little more detail in Section 13.8.)

Wel l - and i l l -behaved funct ions As one might expect, multivariable functions, such as
g(x, y) = x2 + y2, that are built from standard elementary function ingredients are differ-
entiable and continuous wherever they are defined. Graphs of such functions (the one in
Figure 3, page 706, is a good example) are smooth, unbroken, and otherwise relatively
tame. But—as in single-variable calculus—not every function given by a simple formula
behaves quite so well.

That’s why we defined f (0, 0)
separately.

E X A M P L E 4 A function f is defined by

f (x, y) =
⎧⎨
⎩

xy

x2 + y2
if (x, y) 	= (0, 0);

0 if (x, y) = (0, 0).

Figure 6 shows part of the graph (and part of the xy-plane for reference):
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F IGURE 6
An ill-behaved function

What do the graph and formula suggest about the function’s behavior?

S o l u t i o n The surface appears to be torn or folded near the origin, that is, for inputs
near (x, y) = (0, 0), but (from what we can see) it is well-behaved elsewhere. The
algebraic formula suggests the same thing: The quotient expression is undefined at
(x, y) = (0, 0), � but only there. We might (correctly) guess, then, that f is
discontinuous at (0, 0), but continuous and differentiable everywhere else.

Without precise definitions at hand, these properties can only be understood
informally. We will return to the matter briefly at the end of this chapter.
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B A S I C E X E R C I S E S

In Exercises 1–6, find the domain and the range of the function.

1. g(x, y) = x2 + y2

2. h(x, y) = x2 + y2 + 3

3. j(x, y) = 1/(x2 + y2)

4. k(x, y) = e−(x2+y2)

5. m(x, y, z) =
√

1 − x2 − y2 − z2

6. f (x, y) = cos(xy2z3)

7. For any nonzero constant a, the graph of z = ax2 + ay2 is a
circular paraboloid. This exercise explores the reasons for
this terminology.
(a) Find the traces of the surface z = x2 + y2 in the plane

z = c for c = 0, c = 1, and c = 2.
(b) Explain why, for each real number c such that ac > 0,

the trace of the surface z = ax2 + ay2 in the plane z = c
is a circle.

(c) Describe the trace of the surface z = ax2 + ay2 in the
plane x = c. Find equations for the traces for c = 0, c = 1,
and c = 2.

(d) Describe the trace of the surface z = ax2 + ay2 in the
plane y = c. Find equations for the traces for c = 0, c = 1,
and c = 2.

8. Repeat the previous exercise, but for the hyperbolic
paraboloid z = x2 − y2. (In this case the cross sections z = c
are hyperbolas, not circles.)

9. Let f (x, y) = x2 + y2 and let g(x, y) = x2 + y2 + 1.

(a) In the rectangle [−3, 3] × [−3, 3], draw and label the
level curves of f that correspond to z = 0, z = 2, z = 4,
z = 6, and z = 8. What is the shape of each level
curve?

(b) In the rectangle [−3, 3] × [−3, 3], draw and label the
level curves of g that correspond to z = 1, z = 3, z = 5,
z = 7, and z = 9. What is the shape of each level curve?

(c) How are the results of parts (a) and (b) similar? How
are they different?

(d) Use technology to plot the graphs z = f (x, y) and
z = g(x, y), for (x, y) in [−3, 3] × [−3, 3]. Describe
briefly, in words, how the two graphs are related to each
other.

10. Let f (x, y) = x2 + y2 and let g(x, y) =
√

x2 + y2.
(a) In the rectangle [−4, 4] × [−4, 4], draw and label the

level curves of f that correspond to z = 0, z = 1, z = 4,
z = 9, and z = 16. What is the shape of each level
curve?

(b) In the rectangle [−4, 4] × [−4, 4], draw and label the
level curves of g that correspond to z = 0, z = 1, z = 2,
z = 3, and z = 4. What is the shape of each level curve?

(c) Use technology to plot the graphs z = f (x, y) and
z = g(x, y), for (x, y) in [−4, 4] × [−4, 4].

(d) How are the level curves of f and g similar? How are
they different?

11. Let f (x, y) = y − x2 and let g(x, y) = x − y2.
(a) In the rectangle [−3, 3] × [−3, 3], draw and label the

level curves of f that correspond to z = −3, z = −2, . . . ,
z = 2, z = 3. What is the shape of each level curve?

(b) In the rectangle [−3, 3] × [−3, 3], draw and label the
level curves of g that correspond to z = −3, z = −2, . . . ,
z = 2, z = 3. What is the shape of each level curve?

(c) How are the results of parts (a) and (b) similar? How
are they different?

(d) Use technology to plot the graphs z = f (x, y) and z =
g(x, y), for (x, y) in [−3, 3] × [−3, 3]. Describe briefly,
in words, how the two graphs are related to each
other.

12. Let f and g be the functions f (x, y) = 2 + x2 and g(x, y) =
2 + y2.
(a) In the rectangle [−3, 3] × [−3, 3], draw and label the

level curves of f that correspond to z = 0, z = 2, z = 4,
z = 6, and z = 8. What is the shape of each level curve?

(b) In the rectangle [−3, 3] × [−3, 3], draw and label the
level curves of g that correspond to z = 0, z = 2, z = 4,
z = 6, and z = 8. What is the shape of each level curve?

(c) How are the results of parts (a) and (b) similar? How
are they different?

(d) Use technology to plot the graphs z = f (x, y) and
z = g(x, y) for (x, y) in [−3, 3] × [−3, 3]. Describe
briefly, in words, how the two graphs are related to each
other.

(e) The graphs of f and g are both “cylinders” (in the sense
we defined in Section 12.1). How do the contour maps
of f and g reflect this fact?

13. Let f (x, y) = ln(4x2 + y2).
(a) What is the domain of f ?
(b) What is the range of f ?
(c) Describe the level curves of f .

14. Let g(x, y) = exy .
(a) What is the domain of g?
(b) What is the range of g?
(c) Describe the level curves of g.

15. Let f and g be the linear functions f (x, y) = 2x − 3y and
g(x, y) = −2x + 3y.
(a) In the rectangle [−3, 3] × [−3, 3], draw and label the

level curves of f that correspond to z = −5, z = −3,
z = −1, z = 1, z = 3, and z = 5. What is the shape of each
level curve?

(b) In the rectangle [−3, 3] × [−3, 3], draw and label the
level curves of g that correspond to z = −5, z = −3,
z = −1, z = 1, z = 3, and z = 5. What is the shape of each
level curve?
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(c) How are the results of parts (a) and (b) similar? How
are they different?

(d) What special properties do the level curves of a linear
function have?

(e) Use technology to plot the graphs z = f (x, y) and
z = g(x, y) for (x, y) in [−3, 3] × [−3, 3]. Describe
briefly, in words, how the two graphs are related to each
other.

16. The following table shows some values of a linear function
L(x, y). (No explicit symbolic formula for L is given.)

xy −3 −2 −1 0 1 2 3

3 −15 −12 −9 −6 −3 0 3

2 −13 −10 −7 −4 −1 2 5

1 −11 −8 −5 −2 1 4 7

0 −9 −6 −3 0 3 6 9

−1 −7 −4 −1 2 5 8 11

−2 −5 −2 1 4 7 10 13

−3 −3 0 3 6 9 12 15

(a) All level curves of L are straight lines. Using this fact,
draw (all in the rectangle [−3, 3] × [−3, 3]) and label the
level curves z = −12, z = −8, z = −4, z = 0, z = 4, z = 8,
z = 12.

(b) Find an equation in x and y for the level line z = 0.
(c) Because L is a linear function, its formula has the form

L(x, y) = a + bx + cy for some constants a, b, and c. Find
numerical values for a, b, and c. [HINT: The table says
that L(0, 0) = 0. Therefore, L(0, 0) = a + b · 0 + c · 0 = 0,
so a = 0. Use similar reasoning to find values for b
and c.]

(d) Use technology to plot L(x, y) over the rectangle
[−3, 3] × [−3, 3]. Is the shape of the graph consistent
with the level curves you plotted in part (a)?

17. Let f be the linear function f (x, y) = 2x + 3y + 4.
(a) Describe the graph of f .
(b) Find an equation of the line through the point (0, 0, 4)

that is perpendicular to the graph of f .
(c) Let c be a constant. Show that the level curve of f that

corresponds to z = c is y = −2x/3 + (c − 4)/3.
(d) Describe the contour map of f .

18. Imagine a map of the United States in the usual position.
The positive x-direction is east, and the positive y-direction
is north. Suppose that the units of x and y are miles and
that Los Angeles, California, has coordinates (0, 0). (Sev-
eral approximations are involved here of course: The Earth’s
surface is not really flat, and the real Los Angeles occupies
more than a single point.) Let T (x, y) be the temperature,
in degrees Celsius, at the location (x, y) at noon, Central
Standard Time, on January 1, 2003.
(a) What does it mean in weather language to say that

T (0, 0) = 15?
(b) What do the level curves of T mean in weather language?

As a rule, would you expect, level curves of T to run
north and south or east and west? Why?

(c) International Falls, Minnesota, is about 1400 miles east
and 1100 miles north of Los Angeles. The noon tem-
perature in International Falls on January 1, 2003, was
−15◦C. What does this imply about T (x, y)?

(d) Suppose that International Falls was the coldest spot in
the country at the time in question. How would you ex-
pect the level curves to look near International Falls?

19. Describe the level surfaces of f (x, y, z) = x2 + y2 + z2.

20. Describe the level surfaces of g(x, y, z) = x + 2y + 3z.

F U R T H E R E X E R C I S E S

21. For any point (x, y) in the xy-plane, let f (x, y) be the dis-
tance from (x, y) to the origin. Then f has the formula
f (x, y) =

√
x2 + y2.

(a) Find the domain and range of f .
(b) Plot f . Describe the graph in words.
(c) Draw the level curve of f that passes through (3, 4).
(d) All level curves of f have the same shape. What is it?

22. For any point (x, y) in the xy-plane, let f (x, y) be the dis-
tance from (x, y) to the line x = 1.
(a) Find a formula for f (x, y).
(b) Plot f . Describe the graph in words.
(c) Draw the level curve that passes through (3, 4).
(d) All level curves of f have the same shape. What is it?

23. Suppose that the level curves of a function g(x, y) are hori-
zontal lines. What does this imply about g?

24. Suppose that the level curves of the function f are parallel
straight lines. Must f be a plane? Justify your answer.

In Exercises 25–28, indicate whether the statement must be true,
might be true, or cannot be true. Justify your answers.

25. The level curve of the function f (x, y) corresponding to
z = 7 consists of the lines y = −2x and y = 5x .

26. The level curve of the linear function g(x, y) corresponding
to z = 7 is the line y = 1 − 2x , and the level curve correspond-
ing to z = 1 is the line y = 5x + 3.

27. The level curve of the linear function h(x, y) that corre-
sponds to z = 0 is the parabola y = 1 − x2.

28. The level curve of the function g(x, y) that corresponds to
z = −3 is the ellipse x2/25 + y2/9 = 1, and the level curve
that corresponds to z = 2 is the circle x2 + y2 = 16.
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In Exercises 29–32, describe the level sets f (X) = 0 and f (X) = 3,
where X = (x, y). (The level sets are subsets of R

2.)

29. f (X) = X • i

30. f (X) = X • X

31. f (X) = X • (i + j)

32. f (X) = X • (2, 3)

In Exercises 33–36, describe the level sets f (X) = 0 and f (X) = 3,
where X = (x, y, z). (The level sets are subsets of R

3.)

33. f (X) = X • i

34. f (X) = X • X

35. f (X) = X • (i + j + k)

36. f (X) = X • (1, 2, 3) + 4

13.213.213.2 P A R T I A L D E R I V A T I V E S

D e r i v a t i v e s i n o n e v a r i a b l e — i n t e r p r e t a t i o n s
Let f be a function of one variable. Recall some familiar properties of the derivative
function f ′: �We assume, to avoid

distractions, that f and f ′ are
continuous functions. � Slope For any fixed input x = x0, the derivative f ′(x0) tells the slope of the f -graph

at the point
(
x0, f (x0)

)
. The sign of f ′(x0), in particular, tells whether f is increasing

or decreasing � at x = x0.Rising or falling, in everyday
speech � Rate of change The derivative f ′ can also be interpreted as the rate function associ-

ated to f as follows: For any input x0, the derivative f ′(x0) tells the instantaneous rate
of change of f (x) with respect to x . If, say, f (x) gives the position of a moving object
at time x , then f ′(x) gives the corresponding velocity at time x . �In a specific example we’d

need to specify appropriate
units for everything.

� Limit The derivative f ′(x0) is defined as a limit of difference quotients:

f ′(x0) = lim
h→0

f (x0 + h) − f (x0)
h

.

For any h > 0, the difference quotient can be thought of either as the average rate
of change of f over the interval [x0, x0 + h] or as the slope of a secant line on the
f -graph over the same interval. � Taking the limit as h → 0 corresponds to findingSimilar interpretations hold if

h < 0, but h = 0 is taboo. the instantaneous rate of change of f or, equivalently, the slope of the tangent line to
the f -graph at x = x0.

� Linear approximation At a point
(
x0, f (x0)

)
on the curve y = f (x), the tangent line

has slope f ′(x0). This tangent line is the graph of the linear function L with equation

y = L(x) = f (x0) + f ′(x0)(x − x0).

The function L is called the linear approximation to f at x0. � The name makes senseSee the exercises for more on
linear approximation. because the graphs of f and L are close together near x0. In symbols,

L(x) ≈ f (x) when x ≈ x0.

D e r i v a t i v e s i n s e v e r a l v a r i a b l e s
Derivatives are just as important in multivariable calculus as in one-variable calculus, but
the idea is—not surprisingly—more complicated for functions of several variables.

Take slope, for instance. The graph of a one-variable function y = f (x) is a curve in
the xy-plane. The slope of the graph at (x0, y0)—a single number—completely describes
the graph’s “direction” at (x0, y0). � The graph of a two-variable function z = f (x, y), byHere y0 = f (x0).
contrast, is a surface, which has no single “slope” at a point. A surface’s steepness at a point
depends on the direction (uphill, downhill, along the “contour,” etc.) that one follows from
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the point. � To put it another way, the graph of a one-variable function can be approximated Every hiker knows this. How
steep a mountain “feels”
depends on the direction of
the trail.

near a given point by a one-dimensional tangent line. The graph of a two-variable function,
as we will see, can be approximated near a fixed point by a two-dimensional tangent plane.

Here is the moral: To suit multivariable calculus, our notion of derivative must go
beyond the simple idea of slope. We will see later (and often) that the idea of linear
approximation—not slope—turns out to be the key to extending the idea of derivative to
functions of more than one variable.

In this section we start to extend the derivative idea to functions of several variables.
Partial derivatives are the simplest multivariable analogues of ordinary derivatives. � “Partial” suggests (correctly)

that there’s more to the
derivative story.Part ia l der ivat ives : the idea The basic idea of a partial derivative is to differentiate

with respect to one variable while holding all the others constant. An easy example will
illustrate the idea and introduce some useful terminology and notation. � The fine print will come later.

Check this calculation and the
next carefully. Do you agree?

E X A M P L E 1 Let f (x, y) = x2 − 3xy + 6. Find fx (x, y) and fy(x, y), the partial
derivatives of f with respect to x and y, respectively. Find the numerical values fx (2, 1)
and fy(2, 1).

S o l u t i o n To find fx , we differentiate f (x, y) = x2 − 3xy + 6 with respect to x , treating
y as a constant: �

fx (x, y) = 2x − 3y.

To find fy , we treat x as a constant:

fy(x, y) = −3x .

Setting x = 2 and y = 1 in these formulas gives

fx (2, 1) = 2 · 2 − 3 · 1 = 1; fy(2, 1) = −3 · 2 = −6.

The calculations were easy, but what do the results mean? What do they say about how
f behaves near (x, y) = (2, 1)? Can we interpret the results graphically and numerically?
Understanding multivariable derivatives fully is a long-term proposition, but here are some
starters.

Hold ing var iab les constant To find the partial derivative fx of a function f with respect
to x , we treat all the other variables as constants. This produces a function of just one
variable, x , which we differentiate in the “usual” way. For example, suppose we fix y = 3
in f (x, y) = x2 − 3xy + 6. Then, f (x, y) = f (x, 3) = x2 − 9x + 6, and

d

dx
[ f (x, 3) ] = fx (x, 3) = 2x − 9.

This agrees, as it should, with the general formula fx (x, y) = 2x − 3y found above.

Direc t iona l rates of change Partial derivatives (like ordinary derivatives) can be inter-
preted as rates or slopes—but with an important proviso about directions. For a function
f (x, y) and a point (x0, y0) in its domain, the partial derivative fx (x0, y0) tells the rate of
change of f (x, y) with respect to x , � that is, how fast f (x, y) increases as the input (x, y) We fixed y, and so x is the

only variable that can
“move.”

moves away from (x0, y0) in the positive x-direction. The other partial derivative, fy(x0, y0),
tells how fast f increases near (x0, y0) as y increases. The next example illustrates what
this means numerically.

We saw this above.

E X A M P L E 2 The function f (x, y) = x2 − 3xy + 6 has partial derivatives
fx (x, y) = 2x − 3y and fy(x, y) = −3x . � What does this say about rates of change of f
at (x, y) = (2, 1)? At (x, y) = (1, 2)?

S o l u t i o n We will start at (2, 1). The formulas give fx (2, 1) = 1 and fy(2, 1) = −6.
These numbers represent rates of change of f with respect to x and y, respectively,
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at (2, 1). A table of f -values “centered” at (2, 1) shows what this means: �

Values of f (x, y) = x2 − 3xy + 6 near (2, 1)

x
y 1.97 1.98 1.99 2.00 2.01 2.02 2.03

1.03 3.7936 3.8022 3.8110 3.8200 3.8292 3.8386 3.8482

1.02 3.8527 3.8616 3.8707 3.8800 3.8895 3.8992 3.9091

1.01 3.9118 3.9210 3.9304 3.9400 3.9498 3.9598 3.9700

1.00 3.9709 3.9804 3.9901 4.0000 4.0101 4.0204 4.0309

0.99 4.0300 4.0398 4.0498 4.0600 4.0704 4.0810 4.0918

0.98 4.0891 4.0992 4.1095 4.1200 4.1307 4.1416 4.1527

0.97 4.1482 4.1586 4.1692 4.1800 4.1910 4.2022 4.2136

Reading up the boxed column (at each step y increases by 0.01) shows successive
corresponding values of f decreasing by about 0.06. Thus, −.06/.01 = −6 is the rate of
change of f with respect to y at (2, 1)—equivalently, fy(2, 1) = −6. Similarly, the fact
that fx (2, 1) = 1 suggests that values of f (x, 1) should increase at about the same rate
as x if x ≈ 2. Reading across the boxed row confirms this expectation. �

Similar reasoning applies at (1, 2). The values fx (1, 2) = −4 and fy(1, 2) = −3 �
mean that f decreases (at different rates) with respect to both x and y near (1, 2).
Numerical f -values bear this out:

Values of f (x, y) = x2 − 3xy + 6 near (1, 2)

x
y 0.98 0.99 1.00 1.01 1.02

2.02 1.0216 0.9807 0.9400 0.8995 0.8592

2.01 1.0510 1.0104 0.9700 0.9298 0.8898

2.00 1.0804 1.0401 1.0000 0.9601 0.9204

1.99 1.1098 1.0698 1.0300 0.9904 0.9510

1.98 1.1392 1.0995 1.0600 1.0207 0.9816

Reading either across or up shows f -values decreasing at rates of about −4 and −3,
respectively.

The boxed row and column
meet at (2, 1), our target
point.

Convince yourself of this.
Use the formulas to check
these values.

F o r m a l d e f i n i t i o n s
Partial derivatives are defined formally as limits, much like ordinary derivatives:

D E F I N I T I O N Let f (x, y) be a function of two variables. The partial derivative
with respect to x of f at (x0, y0), denoted fx (x0, y0), is defined by

fx (x0, y0) = lim
h→0

f (x0 + h, y0) − f (x0, y0)
h

if the limit exists. The partial derivative with respect to y at (x0, y0), denoted
fy(x0, y0), is defined by

fy(x0, y0) = lim
h→0

f (x0, y0 + h) − f (x0, y0)
h

if the limit exists.
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The definition says, in effect, that fx (x0, y0) is the ordinary derivative at x = x0 of an
ordinary function of one variable—namely, the function given by the rule x �→ f (x, y0).
Here are some further comments and observations:

� Do they exist? If either limit does not exist, then neither does the corresponding
partial derivative. It is possible, for instance, that fx (x0, y0) exists but fy(x0, y0) does
not. � For most functions we’ll see in this book, however, both partial derivatives do The exercises explore this

possibility a little further.exist.
� About domains In order for the limits in the definition above to exist, f (x, y) must

be defined at (x0, y0) and at nearby points (x, y). In practice, this condition seldom
causes trouble. In particular, there is no problem if (x0, y0) lies in the interior of the
domain of f , that is, if f is defined both at and near (x0, y0). (For the record, trouble
is likeliest if (x0, y0) lies on the edge of the domain of f .)

� Other notations As with ordinary derivatives, various notations are used to denote
partial derivatives. If, say, z = f (x, y) = x sin y, then all of the expressions

fx ,
∂ f

∂x
,

∂z

∂x
, and

∂

∂x
(x sin y)

mean the same thing, as do

fx (x0, y0),
∂ f

∂x
(x0, y0),

∂z

∂x

∣∣∣∣
(x0,y0)

, and
∂

∂x
(x sin y)

∣∣∣∣
(x0,y0)

.

Partial derivatives with respect to y use similar notations. Notice especially the
“curly-d” symbol ∂ ; it’s read aloud as “partial” or as “del.”

P a r t i a l d e r i v a t i v e s a n d c o n t o u r m a p s
We saw in Example 2 how to estimate partial derivatives from a table of function values.
Contour maps can be used for the same purpose. Thinking of fx (x0, y0) and fy(x0, y0) as
rates suggests how to estimate partial derivatives: Use the contour map to measure how
fast z = f (x, y) rises or falls near (x0, y0) as either x or y increases. � On a topographic map

oriented the “usual” way,
with north pointing “up,” the
partial derivatives fx and fy

describe the steepness of the
terrain in, respectively, the
eastward and northward
directions.

E X A M P L E 3 Figure 1 shows a contour map of the function f (x, y) = x2 − 3xy + 6,
centered at (2, 1). Use contours to estimate the partial derivatives fx (2, 1) and fy(2, 1).

0

0.5

1

1.5

2

y

z = 3
z = 4
z = 5

1 1.5 2 2.5 3
x

A few contours are labeled. The dots 
help us locate specific points.

F IGURE 1
Level curves of f (x, y) = x2 − 3xy + 6
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S o l u t i o n The level curves represent successive integer values of z = f (x, y). In
general, values of f (x, y) increase as (x, y) moves toward the lower right. �

First we will estimate fx (2, 1). A close look at the picture suggests that
f (2.1, 1) ≈ 4.1. Increasing x by 0.1 increases f by 0.1; this suggests that
fx (2, 1) ≈ 0.1/0.1 = 1. Similarly f (2, 1.1) ≈ 3.4, and so increasing y by 0.1 increases
f by −0.6; thus, fy(2, 1) ≈ −0.6/0.1 = −6.

Take a close look at the
contour map to convince
yourself of these claims.

P a r t i a l d e r i v a t i v e s , s l i c i n g , a n d t r a c e s
Fixing y = y0, as we do when finding a partial derivative fx (x0, y0), can be thought of geo-
metrically as slicing the surface z = f (x, y) with the plane y = y0. (The curve of intersection
between this plane and the surface is the trace of the plane in the surface.) � Then theWe discussed traces in

Section 12.1. partial derivative fx (x0, y0) is the slope of the trace at x = x0. We illustrate the idea with
an example.

E X A M P L E 4 Consider the function f (x, y) = 3 + cos(x) sin(2y); its graph is shown in
Figure 2.

4

2

−4

−4

−2

−2

0
0

2
4

2

4

x

z

y

The horizontal line on the surface
is the trace with the plane y = 0.

F IGURE 2
The surface z = 3 + cos(x) sin(2y)

Calculate the partial derivatives. What are their numerical values at the origin? What
do the answers mean about traces?

S o l u t i o n The symbolic calculations are easy:

∂ f

∂x
(x, y) = − sin(x) sin(2y) and

∂ f

∂y
(x, y) = 2 cos(x) cos(2y).

At the origin, therefore,

∂ f

∂x
(0, 0) = 0 and

∂ f

∂y
(0, 0) = 2.

Both answers can be interpreted as slopes. Have a close look: Slicing the surface with
the plane y = 0 produces the curve z = 3, which is “flat” at x = 0—as the partial
derivative fx (0, 0) = 0 suggests. Similarly, slicing the surface with the plane x = 0
produces the curve z = 3 + sin(2y), which has slope 2 at y = 0; correspondingly,
fy(0, 0) = 2.
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P a r t i a l d e r i v a t i v e s a n d s t a t i o n a r y p o i n t s
In several variables, as in one, points where derivatives vanish are of special interest.

In one var iab le For a one-variable function f (x), a domain point x0 at which f ′(x0) = 0
is called a stationary point. Stationary points are natural places to look for maximum
and minimum values of f , but it is possible that f may have neither a maximum nor
a minimum point at x0. For example, f (x) = x3 is stationary at x = 0, but f (x) takes
neither a maximum nor a minimum value at x = 0. On the other hand, if a function f does
assume a local maximum or local minimum value at x0, and f ′(x0) exists, then, necessarily,
f ′(x0) = 0.

In severa l var iab les The same terminology (and some of the same reasoning) applies
to functions of several variables. A domain point (x0, y0) is called a stationary point for a
function f (x, y) if both partial derivatives vanish there:

fx (x0, y0) = 0; fy(x0, y0) = 0.

(For a function of three variables, all three partial derivatives must vanish.)
As in the one-variable case, a stationary point in several variables need not correspond

either to a local maximum or to a local minimum of the function at hand. The phrases “local
maximum” and “local minimum” mean that f (x0, y0) is either larger or smaller than f (x, y)
for all nearby values of (x, y)—exactly as for functions of one variable. Indeed, the extra
“room” in several variables permits f (x, y) to assume many different types of behavior
near a stationary point. On the other hand:

T H E O R E M 1 ( E x t r e m e p o i n t s a n d p a r t i a l d e r i v a t i v e s ) Suppose that
f (x, y) has a local maximum or a local minimum at (x0, y0). If both partial
derivatives exist, then

fx (x0, y0) = 0 and fy(x0, y0) = 0.

The result probably sounds plausible, but why is it true? Consider the case of a local
maximum. Geometrically, the surface z = f (x, y) has a “peak” above the domain point
(x0, y0). If we slice the surface with any vertical plane, say the plane y = y0, then the
resulting curve—the trace of the surface z = f (x, y) in the plane y = y0—has the equation
z = f (x, y0), and this curve must peak at x = x0. From one-variable calculus we know,
therefore, that if the function x �→ f (x, y0) is differentiable, then its derivative must be
zero at x0. In other words,

dz

dx
(x0) = fx (x0, y0) = 0.

For similar reasons, fy(x0, y0) = 0.
The following example hints at the variety of possible behaviors for a multivariable

function near a stationary point.

E X A M P L E 5 Let f (x, y) = x2 + y2 and g(x, y) = xy. Find all the stationary points of f
and g. What happens at each one?

S o l u t i o n Finding the partial derivatives is easy:

fx (x, y) = 2x ; fy(x, y) = 2y; gx (x, y) = y; gy(x, y) = x .

Both f and g, therefore, are stationary only at the origin (0, 0). For f , the origin is a
minimum point because f (x, y) = x2 + y2 ≥ 0 for all (x, y). For g, however, the origin is
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But take a careful look.
Notice, in particular, that
darker regions are “lower.”

neither a maximum nor a minimum point because g(x, y) assumes both positive and
negative values near (0, 0). (For example, g(0.1, −0.1) < 0, but g(0.1, 0.1) > 0.) Contour
maps of f and g illustrate their very different behavior near the stationary point.
(In the following pictures the level curves are the edges of the shaded regions. Note the
“key” to the right of each contour map.) Figure 3 shows f :

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

  < 0.14
  < 0.33
  < 0.52
  < 0.71
  < 0.9
  < 1.09
  < 1.28
  < 1.47
  < 1.66
  < 1.85
  > 1.85

x

y

F IGURE 3
Level curves of f (x, y) = x2 + y2 are circles

Level curves of f are circles centered on the “basin” at (0, 0). Thus, the picture
suggests � that f has a local minimum at the stationary point (x, y) = (0, 0). The
suggestion is correct: f (0, 0) = 0 and f (x, y) ≥ 0 for all (x, y), and so f assumes a local
(and even global) minimum value at (0, 0).

Now look at g near its stationary point:

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

  < −0.86
  < −0.669
  < −0.478
  < −0.287
  < −0.096
  < 0.095
  < 0.286
  < 0.477
  < 0.668
  < 0.859
  > 0.859

x

y

F IGURE 4
Level curves of g(x, y) = x2 − y2 are hyperbolas

Level curves of g show what is called a saddle point at (0, 0). (If the surface were
literally a saddle, the horse would be walking either “northeast” or “southwest.”) �
The surface rises above the first and third quadrants and falls below the second and
fourth quadrants. Plotting the graph as a surface in xyz-space would reveal similar
features. �

Think about this carefully.
Can you “see” the saddle in
the contour map?

We didn’t do so to encourage
you to study the contour map.

Maxima and min ima—more to the story The full story of finding maximum and minimum
values of functions of several variables is more complicated than these simple examples
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convey. We will return to it in Section 13.6 after developing some more sophisticated
calculus tools.

B A S I C E X E R C I S E S

In Exercises 1–10, find the partial derivative with respect to each
variable.

1. f (x, y) = x2 − y2

2. f (x, y) = x2 y2

3. f (x, y) = x2

y2

4. f (x, y) = cos(xy)

5. f (x, y) = cos x cos y

6. f (x, y) = cos x

cos y

7. f (x, y, z) = xy2z3

8. f (x, y, z) = cos(xyz)

9. f (x, y, z) = x + y

1 + xyz

10. f (x, y, z, ) = 1√
x2 + y2 + z2

In Exercises 11–16, find the indicated partial derivative.

11.
∂

∂T

(
2πr

T

)

12.
∂ F

∂m1
if F = Gm1m2

r 2

13.
∂

∂y
sin(3x4 y + 2x3 y5)

14.
∂

∂x

(
xe

√
xy
)

15.
∂

∂y

(
1√

x2 + y2 + z2

)

16.
∂

∂x
ln(x2 + y2)

In Exercises 17–20, use the values of the function g(x, y) shown in
the table to estimate the partial derivative. (No explicit symbolic
formula for g is given.)

g(x, y) for Exercises 17–20

x
y −0.0100 0.0000 0.0100 0.0200 . . . 0.9900 1.0000 1.0100 1.0200

1.02 2.0603 2.0604 2.0603 2.0600 . . . 1.0803 1.0604 1.0403 1.0200

1.01 2.0300 2.0301 2.0300 2.0297 . . . 1.0500 1.0301 1.0100 0.9897

1.00 1.9999 2.0000 1.9999 1.9996 . . . 1.0199 1.0000 0.9799 0.9596

0.99 1.9700 1.9701 1.9700 1.9697 . . . 0.9900 0.9701 0.9500 0.9297

...
...

...
...

...
...

...
...

...
...

0.02 0.0203 0.0204 0.0203 0.0200 . . . −0.9597 −0.9796 −0.9997 −1.0200

0.01 0.0100 0.0101 0.0100 0.0097 . . . −0.9700 −0.9899 −1.0100 −1.0303

0.00 −0.0001 0.0000 −0.0001 −0.0004 . . . −0.9801 −1.0000 −1.0201 −1.0404

−0.01 −0.0100 −0.0099 −0.0100 −0.0103 . . . −0.9900 −1.0099 −1.0300 −1.0503

17. gx (1, 1) and gy(1, 1)

18. gx (0, 0) and gy(0, 0)

19. gx (1, 0) and gy(1, 0)

20. gx (0, 1) and gy(0, 1)

Suppose that the function f : R
2 → R has the values shown in this

table:

f (x, y) for Exercises 21–24
x

y 1.5 2.0 2.5 3.0

3.0 4 6 9 6

2.5 6 9 7 5

2.0 4 8 6 4

1.5 3 5 5 7

In Exercises 21–24, estimate the partial derivatives.

21. fx (2.5, 2.5) and fy(2.5, 2.5).
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22. fx (2.0, 2.0) and fy(2.0, 2.0).

23. fx (3.0, 1.5) and fy(3.0, 1.5).

24. fx (2.0, 1.5) and fy(2.0, 1.5).

25. Let f (x, y) = 2x − 3y.
(a) Draw a contour map of f in the rectangle [−3, 3] ×

[−3, 3]. Show the level curves that correspond to z = −5,
z = −4, z = −3, . . . , z = 4, and z = 5.

(b) Use your contour map to find fx (0, 0) and fy(0, 0).
(c) The formula for f implies that both fx and fy are con-

stant functions. How does the contour map of f reflect
this fact?

(d) The formula for f implies that, for any (x, y), fx (x, y) =
2 and fy(x, y) = −3. How does the contour map reflect
the fact that fx (x, y) is positive, but fy(x, y) is negative?

26. Let f (x, y) = 2y − x .
(a) Draw a contour map of f in the rectangle [−3, 3] ×

[−3, 3]. Show the level curves that correspond to z = −5,
z = −4, z = −3,. . . , z = 4, and z = 5.

(b) Use your contour map to find fx (0, 0) and fy(0, 0).
(c) The formula for f implies that fx (x, y) = −1 and

fy(x, y) = 2 for all (x, y). How does the contour map re-
flect these facts? In particular, how does the contour map
show that fx (x, y) is negative but fy(x, y) is positive?

27. Let f (x, y) = sin x .
(a) Draw a contour map of f in the square −π ≤ x ≤ π ,

−π ≤ y ≤ π . Show the level curves that correspond to
z = ±1, z = ±0.75, z = ±0.5, z = ±0.25, and z = 0.

(b) Use the level curve diagram to estimate fx (0, 0) and
fy(0, 0).

(c) Use the level curve diagram to estimate fx (π/2, 0) and
fy(π/2, 0).

(d) The formula shows that fy(x, y) = 0 for all (x, y). How
does the contour map reflect this fact?

(e) The formula shows that fx (x, y) is independent of y.
How does the contour map of f reflect this fact?

28. Let f (x, y) = cos y.
(a) Draw a contour map of f in the square −π ≤ x ≤ π ,

−π ≤ y ≤ π . Show the level curves that correspond to
z = ±1, z = ±0.75, z = ±0.5, z = ±0.25, and z = 0.

(b) Use the level curve diagram to estimate fx (0, 0) and
fy(0, 0).

(c) Use the level curve diagram to estimate fx (π/2, 0) and
fy(π/2, 0).

(d) The formula for f shows that fx (x, y) = 0 for all (x, y).
How does the contour map of f reflect this fact?

(e) The formula for f shows that fy(x, y) is independent of
x . How does the contour map of f reflect this fact?

29. Let f (x, y) = x2 − 3xy + 6.
(a) Use the level curve diagram shown in Figure 1 to deter-

mine whether fx (1.5, 1.75) is positive or negative. Justify
your answer.

(b) Use the level curve diagram shown in Figure 1 to esti-
mate fx (2.5, 0.25) and fy(2.5, 0.25).

30. Let g(x, y) = x2 − y2. Use the contour map shown in
Figure 4 to determine the sign (positive or nega-
tive) of fx (−0.75, −0.5), fy(−0.75, −0.5), fx (0.5, 0.75), and
fy(0.5, 0.75).

31. Let f (x, y) = x2 − 3xy + 6. (See Examples 1 and 2.)
(a) Explain why the trace of f in the plane y = 1 is the curve

z = x2 − 3x + 6.
(b) Use part (a) to find a formula for fx (x, 1).
(c) Use the formula you found in part (b) to evaluate

fx (2, 1), fx (0, 1), and fx (−1, 1).
(d) Find an equation for the trace of f in the plane x = 2.
(e) Use part (d) to find a formula for fy(2, y).
(f) Use the formula you found in part (e) to evaluate

fy(2, 1), fy(2, 0), and fy(2, −2).

32. Let f (x, y) = 3 + cos(x) sin(2y). (A graph of f is shown in
Figure 2.)
(a) Find an equation for the trace of f in the plane x = π .
(b) Plot the equation you found in part (a) over the interval

0 ≤ y ≤ π .
(c) Use part (b) to explain why fy(π, π/4) = 0.
(d) Find an equation for the trace of f in the plane y = −π/4.
(e) Plot the equation you found in part (d) over the interval

0 ≤ x ≤ π .
(f) Explain how the graph in part (e) could be used to esti-

mate fx (2, −π/4).

33. Let f (x, y) = 3 + cos(x) sin(2y). (See Example 4.)
(a) Show that f has a stationary point at (0, π/4).
(b) Is (0, π/4) a local maximum, a local minimum, or a sad-

dle point of f ? Justify your answer.

34. Let f (x, y) = x2 − 3xy + 6.
(a) f has only one stationary point. Find it. [HINT: See

Example 1.]
(b) Is the stationary point of f a local maximum, a local

minimum, or a saddle point? Justify your answer.

F U R T H E R E X E R C I S E S

35. Suppose that f is the linear function f (x, y) = ax + by + c,
where a, b, and c are constants.
(a) Let k be a constant. Show that the trace of f in the plane

y = k is a line with slope a.

(b) Let k be a constant. Show that the trace of f in the plane
x = k is a line with slope b.

(c) Use parts (a) and (b) to explain why fx (x, y) = a and
fy(x, y) = b.
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(d) Use part (c) to show that f (x, y) = f (0, 0) + fx (0, 0)x +
fy(0, 0)y.

36. Suppose that f is the linear function f (x, y) = ax + by + c,
where a, b, and c are constants. Show that f (x, y) = f (1, 2) +
fx (1, 2)(x − 1) + fy(1, 2)(y − 2).

37. Suppose that f (x, y) is a linear function. Furthermore, sup-
pose that f (0, 0) = 1, fx (0, 0) = −1, and fy(0, 0) = 2.
(a) Explain why fx (x, y) = −1.
(b) Evaluate f (2, 3).

38. Suppose that g(x, y) is a linear function. Furthermore, sup-
pose that g(1, 0) = −1, gx (1, 0) = 2, and gy(1, 0) = 0.
(a) Evaluate gy(3, 4).
(b) Evaluate g(2, 3).

39. Suppose that the trace of the surface z = f (x, y) in the plane
x = 3 is the curve z = 3 − y3. Suppose also that the trace of
the surface z = f (x, y) in the plane y = −2 is the curve
z = 2 + x2. Evaluate fx (3, −2).

40. Suppose that the trace of the surface z = g(x, y) in the plane
x = −1 is the curve z = 1 + 3y2. Suppose also that the trace
of the surface z = g(x, y) in the plane y = 2 is the curve
z = 2x3 + 4x + 5. Evaluate gy(−1, 2).

Suppose that the level curves of the surface z = f (x, y) are straight
lines parallel to the x-axis. In Exercises 41–44, determine whether
there is a function f with this additional property. If so, give an
example of such a function f . If not, explain why no such function
f exists.

41. fx (1, −1) = 2

42. fy(−1, 1) = 2

43. f (1, 2) = 1 and f (3, 2) = −1

44. f is a linear function

Suppose that the level curves of the surface z = g(x, y) are straight
lines parallel to the line y = 2x . In Exercises 45–48, determine
whether there is a function g with this additional property. If so,
give an example of such a function g. If not, explain why no such
function g exists.

45. gx (2, −1) = 3

46. gy(1, 2) = −3

47. g is a linear function

48. g is not a linear function

49. The equation PV = n RT describes the relationship between
the pressure P , volume V , and temperature T of n moles of
an ideal gas; R is a number called the ideal gas constant. (This
equation allows each variable to be expressed as a function
of the other two.) Show that

∂V

∂T
· ∂T

∂ P
· ∂ P

∂V
= −1.

50. The partial differential equation

∂u

∂t
+ ∂u

∂x
= ku

is used in population modeling. Here u = u(x, t) is the num-
ber of individuals of age x at time t , and k is the mortality rate.
Show that the function u(x, t) = eαx+βt is a solution to this
partial differential equation if the constants α and β satisfy
the equation α + β = k.

51. Suppose that f (x, y) = x4g(y), g(2) = 3, and g′(2) = −1.
Evaluate fx (−2, 2) and fy(−2, 2).

52. Suppose that f (1, −1) = 1, fx (1, −1) = 2, fy(1, −1) = −3,
and g(x, y) = 4 f (x, y) + 5. Evaluate gx (1, −1) and
gy(1, −1).

53. Find an equation for the line tangent to the curve of inter-
section of the surface z = f (x, y) =

√
16 − x2 − y2 with the

plane y = 1 at the point (2, 1,
√

11).

54. Find an equation for the line tangent to the curve of inter-
section of the surface z = f (x, y) =

√
16 − x2 − y2 with the

plane x = 2 at the point (2, 1,
√

11).

55. Find a function g(y) so that f (x, y) = ecx g(y), where c is a
constant, satisfies the equation fx + fy = 0.

56. Let f be a linear function. Explain why f has either no sta-
tionary points or infinitely many stationary points.

13.313.313.3 L I N E A R A P P R O X I M A T I O N I N S E V E R A L V A R I A B L E S

L i n e a r a p p r o x i m a t i o n i n o n e v a r i a b l e
For a differentiable function y = f (x) of one variable, the ordinary derivative can be
interpreted in terms of linear approximation. For any point (x0, y0) on the f -graph, there
is a certain line through this point—the tangent line—that best “fits” the graph near x = x0.
The derivative f ′(x0) gives the slope of this tangent line. Knowing this makes it easy to
find an equation for the tangent line in point-slope form:

y − y0 = f ′(x0)(x − x0).

We can also think of the tangent line as the graph of the linear function L defined as
follows: � Recall: f (x0) = y0.

y = L(x) = y0 + f ′(x0)(x − x0).
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The function L is called the linear approximation to f at x0. The name is appropriate for
three good reasons:

(i) L is linear; (ii) L(x0) = f (x0); (iii) L ′(x0) = f ′(x0).

In short, L “agrees” with f at x0 as closely as any linear function can—both L and f have
the same value and the same (first) derivative.

L i n e a r a p p r o x i m a t i o n i n s e v e r a l v a r i a b l e s
The idea of linear approximation is essentially the same for functions of two (or more)
variables: Given a function f (x, y) and a point (x0, y0) in the domain of f , we look for
a linear function L(x, y) that has the same value and partial derivatives as those of f at
(x0, y0). In other words, we want a linear function L such that

(i) L(x0, y0) = f (x0, y0); (ii) Lx (x0, y0) = fx (x0, y0); (iii) L y(x0, y0) = fy(x0, y0).

In the one-variable case the graph of a linear approximation function is called a tangent
line; for a function of two variables, the graph of the linear approximation function is called
a tangent plane.

The geometr i c v iew Figure 1 shows the tangent plane to the surface z = f (x, y) =
3 + cos(x) sin(2y) at the point (0, 0, 3); part of the curved surface is also shown:

0
01

1

2

2−1

−1

−2
0

1

2

3

4

5

6

x
y

The gray plane is tangent to the 
surface at the black dot.

F IGURE 1
A surface and a linear approximation

Observe how closely the flat plane and the curved surface fit together near the target point
(0, 0, 3). Elsewhere, the surface and the tangent plane “fit” less well. In the present case,
too, the tangent plane happens to cross the surface at the point of tangency.

The following example shows how to find a tangent plane’s formula. �Calculations for the plane in
Figure 1 are left to the
exercises. E X A M P L E 1 Find the linear approximation function L to f (x, y) = x2 + y2 at

(x0, y0) = (2, 1). How are the graphs of f and L related? How are their contour plots
related?

S o l u t i o n The partial derivatives of f are fx (x, y) = 2x and fy(x, y) = 2y. Thus, at our
base point (x0, y0) = (2, 1):

f (2, 1) = 5; fx (2, 1) = 4; fy(2, 1) = 2.

Let’s find a linear function L that “matches” these values.
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But check for
yourself—especially for the
derivatives.

The straight lines are
contours of L .

It turns out to be easiest to write L in the convenient form

L(x, y) = a(x − x0) + b(y − y0) + c = a(x − 2) + b(y − 1) + c

and then to choose appropriate values for a, b, and c. Because

L(x, y) = a(x − 2) + b(y − 1) + c,

it is easy to see � that

L(2, 1) = c; Lx (2, 1) = a; L y(2, 1) = b.

To “match” the value and partial derivatives of f we must have c = 5, a = 4, and b = 2,
and so

L(x, y) = a(x − 2) + b(y − 1) + c = 4(x − 2) + 2(y − 1) + 5.

Figure 2 shows both f and L :
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The curved surface and the plane 
are almost identical at this scale.

F IGURE 2
Graphs of f and L together

This picture, too, illustrates the phrases “tangent plane” and “linear approximation”:
The plane z = L(x, y) touches the surface z = f (x, y) at (2, 1, 5); at this point,
moreover, the flat plane “fits” the curved surface as well as possible. A closer look
(Figure 3) at both functions near (2, 1), this time using contour maps, shows how good
the fit really is: �

1.6 1.8 2
x

2.2 2.4

0.6

0.8

1y

1.2

1.4

F IGURE 3
Level curves of f and L together

The two contour maps are almost identical near (2, 1).
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The numer i ca l v iew The idea of linear approximation can be seen numerically as well as
symbolically and geometrically.

We calculated these
derivatives in Example 4,
page 718.

E X A M P L E 2 Find the linear approximation L to f (x, y) = 3 + cos(x) sin(2y)
at (x0, y0) = (0, 0). Compare numerical values of L and f near (x0, y0).

S o l u t i o n Easy calculations give the needed value and partial derivatives: �

f (0, 0) = 3, fx (0, 0) = 0, and fy(0, 0) = 2;

it follows that L(x, y) = 3 + 2y. The following tables show sample values of f and L
near (0, 0):

Values of f (x, y) = 3 + cos(x) sin(2y)
x

y −0.2 −0.1 0.0 0.1 0.2

0.2 3.382 3.388 3.389 3.388 3.382

0.1 3.195 3.198 3.199 3.198 3.195

0.0 3.000 3.000 3.000 3.000 3.000

−0.1 2.805 2.802 2.801 2.802 2.805

−0.2 2.618 2.613 2.611 2.613 2.618

Values of L(x, y) = 3 + 2y
x

y −0.2 −0.1 0.0 0.1 0.2

0.2 3.400 3.400 3.400 3.400 3.400

0.1 3.200 3.200 3.200 3.200 3.200

0.0 3.000 3.000 3.000 3.000 3.000

−0.1 2.800 2.800 2.800 2.800 2.800

−0.2 2.600 2.600 2.600 2.600 2.600

The numerical data show how closely L approximates f near the origin.

L inear approx imat ion : the genera l formula The procedure illustrated in Example 2
works the same way for any function of several variables as long as the necessary partial
derivatives exist. Here are definitions for two and three variables: �The same idea works for any

number of variables.

D E F I N I T I O N ( L i n e a r a p p r o x i m a t i o n ) Let f (x, y) and g(x, y, z) be functions,
and suppose that all the partial derivatives mentioned below exist. The linear
approximation to f at (x0, y0) is the function

L(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0).

The linear approximation to g at (x0, y0, z0) is the function

L(x, y, z) = g(x0, y0, z0) + gx (x0, y0, z0)(x − x0)

+ gy(x0, y0, z0)(y − y0) + gz(x0, y0, z0)(z − z0).

E X A M P L E 3 Find the linear approximation to g(x, y, z) = x + yz2 at (1, 2, 3). Does the
answer make numerical and graphical sense?

S o l u t i o n Easy calculations give

g(1, 2, 3) = 19; gx (1, 2, 3) = 1; gy(1, 2, 3) = 9; gz(1, 2, 3) = 12.

The linear approximation function, therefore, has the form

L(x, y, z) = gx (1, 2, 3)(x − 1) + gy(1, 2, 3)(y − 2) + gz(1, 2, 3)(z − 3) + g(1, 2, 3)

= 1(x − 1) + 9(y − 2) + 12(z − 3) + 19.
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To see the situation numerically, we will tabulate some values of each function:

Values of L and g near (1, 2, 3)

(x, y, z) (1, 2, 3) (1.1, 2, 3) (1, 2.1, 3) (1, 2, 3.1) (1.1, 2.1, 3.1) (3, 4, 5)

g(x, y, z) 19 19.1 19.9 20.22 21.281 103

L(x, y, z) 19 19.1 19.9 20.2 21.2 63

As the numbers illustrate, L(x, y, z) and g(x, y, z) are close together if, but only if,
(x, y, z) is near (1, 2, 3). �

To plot ordinary graphs of g and L would require four dimensions. � Instead we
will plot, for comparison, the level surfaces L(x, y, z) = 19 and g(x, y, z) = 19, both of
which pass through the base point (1, 2, 3). (A level surface is like a level curve, i.e., a
set of inputs along which a function has constant output value.) Figure 4 suggests, again,
how similarly g(x, y, z) and L(x, y, z) behave when (x, y, z) ≈ (1, 2, 3).
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The two level surfaces resemble 
each other near the target point.

F IGURE 4
Level surfaces of g and L

The last column illustrates
what happens “far” from
(1, 2, 3).

One for each input variable
and one for the output.

P a r t i a l d e r i v a t i v e s , t h e c r o s s p r o d u c t , a n d t h e t a n g e n t p l a n e
Here is another way to think of the tangent plane to a surface z = f (x, y) at a point
(x0, y0, z0). Consider again the curves formed by intersecting the surface with planes
either of the form y = y0 or of the form x = x0. Look again at the graph of f (x, y) =
3 + cos(x) sin(2y) in Figure 2, page 718. It shows many such curves; together, these curves
give the “wireframe” appearance of the surface z = f (x, y).

Let’s parametrize the curve of intersection between a surface z = f (x, y) (with a ≤ x ≤
b and c ≤ y ≤ d) and a plane y = y0. All points on this curve are of the form

(
x, y0, f (x, y0)

)
.

As a vector-valued function of t , therefore, the curve can be parametrized by

x = t ; y = y0; z = f (t, y0); a ≤ t ≤ b.

At t = x0, the curve has position (x0, y0, z0)—that is, the curve passes through the point of
interest. The velocity vector at this point is therefore

v(x0) = (
1, 0, fx (x0, y0)

)
.

(The last coordinate is found by differentiating with respect to t , but t plays exactly the
same the role in f (t, y0) as x does in f (x, y0).) � We know that a velocity vector is tangent The name of the variable—t ,

x , s, and so forth—is
immaterial.

to its curve at the point in question. Here, the curve lies “in” the surface z = f (x, y); thus,
the velocity vector

(
1, 0, fx (x0, y0)

)
is tangent to the surface at (x0, y0, z0).
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Now we replay the same game, but this time we use the curve of intersection between
the surface z = f (x, y) and the plane x = x0. Reasoning just as before, we find another
vector,

(
0, 1, fy(x0, y0)

)
, that is also tangent to the surface at (x0, y0, z0). The results are

worth putting together:

F A C T Let z = f (x, y) define a surface, with z0 = f (x0, y0). Then the two
vectors

(
1, 0, fx (x0, y0)

)
and

(
0, 1, fy(x0, y0)

)
are tangent to the surface at (x0, y0, z0).

Having found two noncollinear vectors, each of them tangent to our surface at the “target”
point, we can now write equations—in any form we like—for the tangent plane. In vector
parametric form, we get

X(s, t) = (x0, y0, z0) + s
(
1, 0, fx (x0, y0)

)+ t
(
0, 1, fy(x0, y0)

)
;

the scalar parametric equations are

x = x0 + s; y = y0 + t ; z = z0 + s fx (x0, y0) + t fy(x0, y0).

We can also, if we prefer, write the plane in ordinary scalar form. To find a normal vector,
we can take the cross product � of the two tangent vectors just found:In either order—the answers

are opposites, but both work
equally well. n = (

1, 0, fx (x0, y0)
)× (

0, 1, fy(x0, y0)
) = (− fx (x0, y0), − fy(x0, y0), 1

)
.

Thus, the tangent plane has vector equation

(
X − (x0, y0, z0)

)
•
(− fx (x0, y0), − fy(x0, y0), 1

) = 0,

or, in scalar form, �We did a little simplification.

(x − x0) fx (x0, y0) + (y − y0) fy(x0, y0) = z − z0.

The last form should look familiar; we used essentially the same formula when we defined
the linear approximation L(x, y). �See the formal definition on

page 726.

E X A M P L E 4 Use the preceding Fact to describe the tangent plane to the surface
f (x, y) = 2y − x2 at the point (3, 4, −1).

S o l u t i o n It is easy to see that fx (3, 4) = −6 and fy(3, 4) = 2. Therefore, by Fact, the
vectors (1, 0, −6) and (0, 1, 2) are tangent to the surface at (3, 4, −1). Their cross
product, which is normal to the tangent plane, is n = (6, −2, 1). It follows that the
plane has scalar equation 6x − 2y + z = 9. In vector parametric form, the plane is
given by

X(s, t) = (3, 4, −1) + s(1, 0, −6) + t(0, 1, 2).

Figure 5 gives a rough picture of the tangent plane “patch” corresponding to the
parameter values 0 ≤ s ≤ 2 and 0 ≤ t ≤ 2:
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The curved surface has equation 
f(x, y) = 2y − x2; the plane patch 
is tangent at the point (3, 4, −1).

F IGURE 5
A surface and a tangent plane patch

B A S I C E X E R C I S E S

1. Let f (x, y) = x2 − 3xy + 6.
(a) Use the contour map of f shown in Figure 1 on

page 717 to estimate the partial derivatives fx (1.5, 1.5)
and fy(1.5, 1.5).

(b) Use the formula for f (x, y) to find fx (1.5, 1.5) and
fy(1.5, 1.5) exactly.

(c) Use results of part (b) to find the linear approximation
L(x, y) to f (x, y) at (1.5, 1.5).

2. Let g(x, y) = x2 + y2.
(a) Use the contour map of g shown in Figure 4 on page 707

to estimate the partial derivatives gx (1, 2) and gy(1, 2).
(b) Check your answers to part (a) by symbolic differentia-

tion.
(c) Use your answers from part (a) to find the linear approx-

imation L(x, y) to g(x, y) at (1, 2).
(d) On one set of axes, plot the level curves L(x, y) = k

and g(x, y) = k for k = 3, 4, 5, 6, 7. (Use the window
[0, 3] × [0, 3].) What is special about the point (1, 2)?

3. Let f (x, y) = xy. This exercise explores ideas like those of
Example 1.
(a) Find the linear approximation function L to f at

(x0, y0) = (2, 1).
(b) (Do this part by hand.) On one set of xy-axes, draw

the level curves L(x, y) = k for k = 1, 2, 3, 4, 5. On an-
other set of axes, draw the level curves f (x, y) = k for
k = 1, 2, 3, 4, 5. (In each case, draw the curves into the
square [0, 3] × [0, 3].)

(c) How do the contour maps in part (b) reflect the fact that
L is the linear approximation to f at the point (2, 1)?
Explain briefly in words.

(d) Use technology to plot contour maps of f and L in the
window 1.8 ≤ x ≤ 2.2, 0.8 ≤ y ≤ 1.2. (This small window
is centered at (2, 1).) Explain what you see.

4. Repeat Exercise 3 using the function f (x, y) = x2 − y2.

5. Let f (x, y) = sin x + 2y + xy.
(a) Find the partial derivatives fx (x, y) and fy(x, y).
(b) Find a linear function L(x, y) = a + bx + cy such that

Lx (0, 0) = fx (0, 0), L y(0, 0) = fy(0, 0), and L(0, 0) =
f (0, 0).

(c) Complete the following table (report answers to four
decimals).

(x, y) (0.0) (0.01, 0.01) (0.1, 0.1) (1, 1)

f (x, y)

L(x, y)

Do the answers suggest that L approximates f closely
near (0, 0)? Justify your answer.

(d) Use technology to draw contour plots of both f and L
on the rectangle −1 ≤ x ≤ 1, −1 ≤ y ≤ 1. Label several
contours on each. How do the pictures reflect the fact
that L approximates f closely near (0, 0)?

6. Let g(x, y) = xy − 3x + 4y + 5.
(a) Find the partial derivatives gx (x, y) and gy(x, y).
(b) Find a linear function L(x, y) = a + bx + cy such that

Lx (0, 0) = gx (0, 0), L y(0, 0) = gy(0, 0), and L(0, 0) =
g(0, 0).

(c) Complete the following table (report answers to four
decimals).

(x, y) (−0.01, −0.01) (−0.01, 0.01) (0, 0) (0, 01,−0.01) (0.1, 0.1)

|g(x, y)−
L(x, y)|
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Do the entries suggest that L approximates g closely
near (0, 0)? Justify your answer.

(d) Use technology to draw contour plots of both g and L
on the rectangle −1 ≤ x ≤ 1, −1 ≤ y ≤ 1. Label several
contours on each. How do the pictures reflect the fact
that L approximates g closely near (0, 0)?

In Exercises 7–12, find the linear function L that linearly approx-
imates f at the given point. (Check your answers graphically by
plotting f and L near the given point.)

7. f (x, y) = x2 + y2; (2, 1).

8. f (x, y) = x2 + y2; (0, 0).

9. f (x, y) = sin x + sin y; (0, 0).

10. f (x, y) = sin x sin y; (0, 0).

11. f (x, y) = 3x2 − 4y5; (2, 1)

12. f (x, y) = xy cos(x + y); (π, π)

13. Let f (x, y) = 3 + cos(x) sin(2y).
(a) Find the linear approximation function L(x, y) to f at

(0, 0).
(b) Write a vector equation for the tangent plane at the point

(0, 0, 3). [HINT: First find a normal vector.]

14. Let g(x, y) = 1 + ex + sin y.
(a) Find the linear approximation function L(x, y) to g at

(0, 0).
(b) Write a vector equation for the tangent plane at the point

(0, 0, 2).

In Exercises 15–18, find an equation for the plane tangent to the
surface z = f (x, y) at the given point, and then plot the surface and
the plane together. (Finding the “right” window may take some
experimenting.)

15. z = x2 + y2 at the point (2, 1, 5)

16. z = x2 − y2 at the point (2, 1, 3)

17. z = cos(xy) at the point (0, 0, 1)

18. z = 1 + sin(xy) at the point (0, 0, 1)

In Exercises 19 and 20, find an equation for a line that is perpen-
dicular to the surface at the given point. Then, use technology to
plot both the surface and the line.

19. z = x2 + y2, at (2, 1, 5)

20. z = x − y2, at (2, 1, 1)

21. Suppose that L(x, y) = 3y − 2x + 4 is the linear approxima-
tion to the function f at (0, 0). Evaluate f (0, 0), fx (0, 0),
and fy(0, 0).

22. Suppose that L(x, y, z) = 2x − 3y + 4z − 5 is the linear
approximation to the function g at (0, 0, 0). Evaluate
g(0, 0, 0), gx (0, 0, 0), gy(0, 0, 0), and gz(0, 0, 0).

23. Let f (x, y) = 2 + sin y.
(a) Plot f ; use the domain −5 ≤ x ≤ 5, −5 ≤ y ≤ 5. How

does the shape of the graph reflect the fact that f is
independent of x?

(b) Find fx (x, y) and fy(x, y). How do the answers reflect
the fact that f is independent of x?

(c) Find the linear approximation function L for f at the
point (0, 0). How does its form reflect the fact that f is
independent of x?

24. Let g(x, y) = 3 − x2.
(a) Plot g; use the domain −3 ≤ x ≤ 3, −3 ≤ y ≤ 3. How

does the shape of the graph reflect the fact that g is
independent of y?

(b) Find gx (x, y) and gy(x, y). How do the answers reflect
the fact that g is independent of y?

(c) Find the linear approximation function L for g at the
point (1, 1). How does its form reflect the fact that g is
independent of y?

F U R T H E R E X E R C I S E S

25. Are the two vectors mentioned in the Fact on page 728 ever
collinear? Justify your answer.

26. Suppose that f is a function such that, f (3, 4) = 25,
fx (3, 4) = 6, fy(3, 4) = 8, and f (4, 5) = 41.
(a) Find a linear function L(x, y) that approximates f as

well as possible near (3, 4).
(b) Use L to estimate f (2.9, 3.9), f (3.1, 4.1), and

f (4, 5).
(c) Could f be a linear function? Justify your answer.

27. For a certain function g we know that g(3, 4) = 5, gx (3, 4) =
3/5, gy(3, 4) = 4/5, and g(4, 5) = √

41.
(a) Find a linear function L(x, y) that approximates g as

well as possible near (3, 4).

(b) Use L to estimate g(2.9, 4.1) and g(4, 5).
(c) Could g be a linear function? Justify your answer.

28. Suppose that L(x, y) = 4y − 3x + 2 is the linear approxima-
tion to the function f at (1, 2). Evaluate f (1, 2), fx (1, 2), and
fy(1, 2).

29. Suppose that L(x, y) = 4x + 5y − 3z − 2 is the linear approx-
imation to the function g at (−1, 1, 0). Evaluate g(−1, 1, 0),
gx (−1, 1, 0), gy(−1, 1, 0), and gz(−1, 1, 0).

30. Let f (x, y) be a differentiable function of two variables,
let (x0, y0) be any point in its domain, and let L(x, y) be
the linear approximation to f at (x0, y0). Show that if f is
independent of one of the variables—say, x—then so
is L .
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31. When two electrical resistors R1 and R2 are connected in
parallel, the equivalent resistance R is

R =
(

1
R1

+ 1
R2

)−1

.

Suppose that R1 = 300 � within 6% and it is desired that
R = 75 � within 3%. Use a linear approximation of the

function R(R1, R2) to estimate the interval of acceptable val-
ues for R2.

32. Find a point on the surface x2 + y2 + 3z2 = 8 where the tan-
gent plane is parallel to the plane 2x + y + 3z = 0.

13.413.413.4 T H E G R A D I E N T A N D D I R E C T I O N A L D E R I V A T I V E S

A function f (x, y) has two partial derivatives at a point (x0, y0) of its domain, one for
each variable. � Given their common origin, it is natural to “store” both derivatives as Assuming (as we do) that

both partial derivatives existcomponents of a single vector

∇ f (x0, y0) = (
fx (x0, y0), fy(x0, y0)

)
called the gradient of f at (x0, y0).

The preceding sections were about partial derivatives—the separate components of
gradient vectors. We interpreted them in several ways: as directional rates of change, as
slopes of certain curves, and as ingredients in finding linear approximation functions and
tangent planes.

But what does the gradient mean as a vector? What do its length and direction tell
us? How is the gradient related to other geometric objects we have already seen, such as
level curves, tangent planes, and the surface z = f (x, y)? We study such questions in this
section.

A v e c t o r o f p a r t i a l d e r i v a t i v e s
Here is the formal definition:

D E F I N I T I O N ( G r a d i e n t o f a f u n c t i o n a t a p o i n t ) Let f (x, y) be a function
of two variables and (x0, y0) a point of its domain; assume that both partial
derivatives exist at (x0, y0). The gradient of f at (x0, y0) is the plane vector

∇ f (x0, y0) = (
fx (x0, y0), fy(x0, y0)

)
.

For a function g(x, y, z) of three variables, the gradient is the space vector

∇g(x0, y0, z0) = (
gx (x0, y0, z0), gy(x0, y0, z0), gz(x0, y0, z0)

)
.

Notice:

� Counting dimensions Keeping track of dimensions can be tricky in multivariable
calculus. For example, the graph of a function f : R

2 → R is a 2-dimensional object
(a surface) hovering in three-dimensional space. To keep things in their proper spaces,
it is important to remember that for any function f and any input X0: � We’re thinking of X0 as a

point in either R
2 or R

3.
The gradient ∇ f (X0) is a vector with the same dimension as the domain of f .

Indeed, gradient vectors naturally “live” in the domain of f . We will often draw them
there, with the tail of ∇ f (X0) pinned at the point X0.

� The gradient as a function The ordinary derivative f ′(x) of a function of one variable
is a new function of one variable. For a function f (x, y), the gradient ∇ f (x, y) can
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also be thought of as a new function—a vector-valued function—of x and y: For each
domain point (x, y), the gradient recipe produces an associated vector. � Notice oneThe same principle applies

for functions of three
variables.

new feature of the multivariable setting: Although f is scalar-valued, the gradient
function ∇ f is a vector-valued function sometimes known as a vector field.

Calculating gradients is very easy. Developing intuition for what they mean is a little
more challenging; we will approach the matter through examples and pictures.

The details won’t matter to us.

Where y = 0

E X A M P L E 1 Let f (x, y) = x2 − y2. Calculate some gradient vectors in the vicinity of
the origin. What do their lengths and directions say?

S o l u t i o n For any input (x, y), ∇ f (x, y) = (2x, −2y). For instance,

∇ f (0, 0) = (0, 0); ∇ f (2, 2) = (4, −4); ∇ f (−2, 4) = (−4, −8).

We could keep this up forever, but it is much more enlightening to plot the results,
pinning the tail of each vector arrow at the corresponding domain point. Figure 1 is a
sample; level curves of f are added for reference:

−4
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−2 0 2 4

0

2

4

x

y

F IGURE 1
Contours and gradient vectors for f (x, y) = x2 − y2

The picture deserves a close look:

� Just a sample The gradient function assigns a vector to every point in the domain.
For obvious reasons, the picture can show only a tiny sample. But even the 25 arrows
shown here give some sense of how the gradient function varies over the domain.

� Lengths not to scale The gradient arrows point in the right directions, but lengths
are not drawn to the same scale as shown on the axes. This is necessary to avoid
having arrows overlap each other in the picture. Exactly how the lengths are scaled
depends on the software. � In any event, arrows that should be longer are longer.

� Gradient vectors point “uphill” Notice carefully the vectors along the coordinate
axes. On the x-axis, � f (x, y) = f (x, 0) = x2, and so f (x, y) increases—first slowly
and then faster and faster, as (x, y) moves either east or west. For similar reasons,
f (x, y) decreases as (x, y) moves either north or south along the y-axis.

All of this information (and much more) appears in the picture. Along the
x-axis, all gradient vectors point away from the origin and get longer as their base
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points get farther from the origin. On the y-axis, exactly the opposite happens. In
short, gradient vectors point “uphill,” and their lengths reflect how “steeply” the
function increases.

� A stationary point At a stationary point for f , the gradient is the zero vector; the
dot at the origin represents this situation. The picture also shows the sense in which
the origin is a saddle point � of f : Above the origin, the surface z = f (x, y)
resembles a saddle with the horse heading east or west.

� Gradient vectors and contour lines We’ve saved the most striking observation for
last:

At each point (x0, y0) of the domain, the gradient vector is perpendicular to the
level curve through (x0, y0).

We will soon discuss exactly why this occurs, although a fully rigorous proof will have
to wait a few sections. But all the pictures in this section offer strong circumstantial
evidence that it occurs. (Intuitively, the phenomenon seems reasonable: It says,
in hiking language, that a level path runs perpendicular to the steepest uphill
direction.)

Not a maximum point or a
minimum point

T h e g r a d i e n t o f a l i n e a r f u n c t i o n
A linear function, of the form L(x, y) = ax + by + c, has constant partial derivatives. Its
gradient, therefore, is a constant vector: ∇L(x, y) = (a, b) for all (x, y).

This result looks especially simple and pleasing when everything is written in vector
notation using the dot product. To this end, let’s write A = (a, b) and X = (x, y). Then the
observation above can be written as follows:

If L (X) = A • X + c, then ∇L (X) = A.

The same fact—and even the same notation—holds for a linear function of three variables.
Notice, too, the similarity to the analogous one-variable fact: L(x) = ax + b =⇒ L ′(x) = a.

Plotting gradient vectors and level curves together shows what it means, geometrically,
for a function to be linear. Figure 2 shows a sample of gradient vectors for the linear function
f (x, y) = 3x + 2y:
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F IGURE 2
Contours and gradient vectors for f (x, y) = 3x + 2y
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Again, the gradient vectors (3, 2) look perpendicular to the level curves (lines, in this
case). Indeed they are: For this function, every level line has the form 3x + 2y = k for
some constant k. Each such line has slope −3/2, and so (2, −3) is a tangent vector and the
line is perpendicular to (3, 2), as claimed.

L inear func t ions in three var iab les : grad ients and leve l sur faces Let L(x, y, z) =
ax + by + cz + d be a linear function of three variables. The gradient is ∇L(x, y, z) =
(a, b, c)—a constant 3-vector. Let (x0, y0, z0) be any point of the domain, and suppose
that L(x0, y0, z0) = w0. Consider the level set of L passing through any point (x0, y0, z0),
that is, the set of points (x, y, z) such that L(x, y, z) = ax + by + cz + d = w0. Since d and
w0 are constants, this set is a plane � with equation ax + by + cz = w0 − d. As we have
seen, � has normal vector (a, b, c). This shows that for linear functions of three variables
(as for two):

The gradient vector at any point is perpendicular to the level set through that point.

G r a d i e n t v e c t o r s a n d l i n e a r a p p r o x i m a t i o n s
Let f (x, y) be any function and (x0, y0) a point of its domain. We have defined the linear
approximation to f at (x0, y0) to be the linear function L(x, y) that has the same value and
the same partial derivatives as f at (x0, y0). That is,

L(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0).

We can write this in vector form, using the gradient vector and the notations X0 = (x0, y0)
and X = (x, y):

L(x, y) = f (x0, y0) + ∇ f (x0, y0) • (x − x0, y − y0) = f (X0) + ∇ f (X0) • (X − X0) .

(For functions of three variables, the vector formula looks identical.)
As we’ve seen (and will return to more formally in the next section), every differen-

tiable function of several variables—linear or not—can be closely approximated near a
domain point X0 by its linear approximation function there. That’s why the property of
gradient vectors being perpendicular to level sets holds not only for linear functions but for
all differentiable functions of several variables. Figure 3 illustrates this principle in action
again—this time for the nonlinear function f (x, y) = x2 + y2:
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F IGURE 3
Contours and gradient vectors for f (x, y) = x2 + y2
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As in earlier figures, all the gradient vectors point “uphill” and are perpendicular to the
level curves.

F ind ing tangent p lanes The perpendicularity property of gradient vectors makes it easy
to find the tangent plane to a surface in R

3.

Try to picture the situation.

E X A M P L E 2 Find an equation for the tangent plane � to the sphere x2 + y2 + z2 = 6
at the point (2, 1, 1). �

S o l u t i o n We can think of the sphere as the level surface f (x, y, z) = 6, where
f (x, y, z) = x2 + y2 + z2. The gradient is ∇ f (x, y, z) = (2x, 2y, 2z); in particular,
∇ f (2, 1, 1) = (4, 2, 2). This is a suitable normal vector for �; an xyz-equation, therefore,
is 4(x − 2) + 2(y − 1) + 2(z − 1) = 0, or 4x + 2y + 2z = 12.

D i r e c t i o n a l d e r i v a t i v e s
Partial derivatives tell the rates of change of a function as inputs vary in the coordinate
directions. But there is nothing sacred about the coordinate directions, and it is reasonable
to ask about rates of change of f as inputs vary in any direction. Directional derivatives
get at just this question. The following definition works in any dimension:

D E F I N I T I O N ( D i r e c t i o n a l d e r i v a t i v e ) Let f be a function, X0 a point of
its domain, and u a unit vector. The derivative of f at X0 in the u-direction,
denoted by Du f (X0), is defined by

Du f (X0) = lim
h→0

f (X0 + hu) − f (X0)
h

if the limit exists.

Notice that, with u = i, the preceding limit is the same one that defines fx (X0). In
fact,

Di f (X0) = fx (X0), Dj f (X0) = fy(X0), and Dk f (X0) = fz(X0).

Ca l cu lat ing d i rec t iona l der ivat ives with the grad ient As with other derivatives, the
limit definition, although crucial to understanding the directional derivative, is almost use-
less for calculating derivatives. Fortunately, the gradient comes to our rescue. For technical
reasons, � we assume that f has continuous partial derivatives at X0. (This is so for virtually More details follow in the

next section.all the functions we will encounter.)

F A C T Let f , X0, and u be as above. Then

Du f (X0) = ∇ f (X0) • u.

To see why the Fact is true, consider first what happens if f is a linear function of two
variables, that is, if f (x, y) = ax + by + c = ∇ f • (x, y) + c. In this case, � Watch carefully as things

drop away by subtraction.
f (X0 + hu) − f (X0)

h
= ∇ f • (X0 + hu) − ∇ f • X0

h

= ∇ f • hu
h

= h ∇ f • u
h

= ∇ f • u.
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This shows that the Fact holds for linear functions. Nonlinear functions are closely approx-
imated by their linear approximations (the technical assumption stated just before the Fact
guarantees this); it follows that the Fact holds for nonlinear functions as well.

In terpret ing the grad ient vector Let u be any unit vector. A property of the dot
product � givesRecall: For any vectors v

and w, we have
v • w = |v||w| cos θ . Du f (X0) = ∇ f (X0) • u = |∇ f (X0)||u| cos θ = |∇ f (X0)| cos θ,

where θ is the angle between ∇ f (X0) and u. In particular,

Du f (X0) ≤ |∇ f (X0)|;
equality holds if and only if u points in the same direction as ∇ f . � Thus, two importantIn this case, θ = 0.
properties of the gradient follow from the Fact above:

� Steepest ascent The gradient ∇ f points in the direction of fastest increase of f .
� As fast as possible The magnitude |∇ f (X0)| is the largest possible rate of change

of f .

E X A M P L E 3 Find the directional derivatives of f (x, y) = x2 + y2 in various directions
at (2, 1). In which direction does f increase fastest? Decrease fastest?

S o l u t i o n The gradient is ∇ f (2, 1) = (4, 2). In this direction, therefore, f increases at
the rate of |(4, 2)| = √

20 units of output per unit of input. In the opposite direction
(i.e., the direction of (−4, −2)), cos θ = −1, and thus the directional derivative is −√

20.
In other directions, such as u = (1/

√
2, 1/

√
2), the directional derivative is found from

the gradient:

Du f (2, 1) = (4, 2) •

(
1√
2
,

1√
2

)
= 6√

2
.

F i n d i n g f u n c t i o n s f r o m g r a d i e n t s
It’s easy, as we have seen, to calculate the gradient ∇ f from a given function f : We just
find all the partial derivatives and collect them in a single vector. The reverse problem is
something like antidifferentiation: finding a function f with prescribed partial derivatives,
one for each variable. In simple cases, an answer can either be guessed and then checked
for accuracy, or found through relatively easy calculations.

On the other hand, antidifferentiation problems can be difficult even in single-variable
calculus, and the same is true for two or more variables. Moreover, not every pair of
functions of two variables is a gradient at all. We illustrate some of the possibilities in the
following example.

E X A M P L E 4 Find functions f (x, y), g(x, y), and h(x, y), if possible, whose gradients
are

(y, x), (y, x + 2y), and (0, x),

respectively. Is more than one answer possible?

S o l u t i o n With a little luck and experience we might guess f (x, y) = xy, and it is easy
to check directly that our guess is correct.

We might also find g(x, y) by guessing, but a more systematic approach is possible.
Because we want gx (x, y) = y, we can try to find g by antidifferentiation in x , treating y
as a constant. The result is

g(x, y) =
∫

ydx = xy + C(y),
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where the “constant” C(y) may depend on y but not on x . For such a function g to solve
our problem we need gy(x, y) = x + 2y. In other words, we must have

gy(x, y) = (
xy + C(y)

)
y
= x + C ′(y) = x + 2y,

which implies, in turn, that C(y) = y2 will do. Thus, g(x, y) = xy + y2 is a suitable
solution.

The remaining problem, to find h(x, y) with ∇h = (0, x), turns out to be impossible.
The first condition, that hx = 0, implies that h is independent of x and so must have the
form h(x, y) = h(y). The second condition, that hy = x , implies that h has the form
h(x, y) = xy + C(x). These conditions on h are incompatible, and so no such h can
exist.

B A S I C E X E R C I S E S

In Exercises 1–4, draw (by hand) the gradient at each point with
integer coordinates in the rectangle [0, 2] × [0, 2]. Then draw the
level curve that passes through each of these points.

1. f (x, y) = (x + y)/2

2. f (x, y) = (x2 − y)/2

3. f (x, y) = (y − x2)/2

4. f (x, y) = x/2

In Exercises 5–8, evaluate the gradient vector ∇ f at the given
point.

5. f (x, y) =
√

x2 + y2 at (3, 4)

6. f (x, y) = cos2(πxy) at (1, −1)

7. f (x, y, z) = ln(xyz) at (1, 2, 3)

8. f (x, y, z) = xeyz at (2, 1, 0)

In Exercises 9–12, find the gradient at the given point. Then find
the level curve through the given point and show that the gradient
vector is perpendicular to the level curve at that point.
[HINT: You will need to find a tangent vector to the level curve
at the given point. One way to do so is to parametrize the curve,
and then use the parametrization to find a velocity vector to the
curve at the given point. Another way is to use ordinary deriva-
tives to find the slope of the curve at the given point and then
to use the slope to find a suitable tangent vector. Once a tan-
gent vector is found, check that it is perpendicular to the gradient
vector.]

9. f (x, y) = x ; (2, 3)

10. f (x, y) = x2 − y; (1, 1)

11. f (x, y) = x2 − y; (2, 1)

12. f (x, y) = x2 + y2; (2, 1)

In Exercises 13–18, use the method of Example 2 to find
the tangent plane to the surface at the given point. Then, use

technology to plot both the surface and the plane in an appropriate
window.

13. z = x2 + y2 at (2, 1, 5)

14. z = x2 − 2y at (3, 4, 1)

15. x2 + y2 + z2 = 1 at (0, 0, 1)

16. x2 + y2 + z2 = 1 at (1/
√

3, 1/
√

3, 1/
√

3)

17. z = cos(xy) + xey at (1, 0, 2)

18. x2 y + exz + yz = 3 at (0, 1, 2)

In Exercises 19–22, find all the stationary points of f .

19. f (x, y) = x3e−(x2+y2)

20. f (x, y) = x3 − 3xy + y3

21. f (x, y) = x3 + xy2 − 12x − y2

22. f (x, y) = xy(x2 + y2 − 1)

In Exercises 23–26, find the derivative of f in the direction v at
the given point x0.

23. f (x, y) =
√

x2 + y2; v = (i + j)/
√

2; x0 = (3, 4)

24. f (x, y) = sin(πxy); v = (i − 2j)/
√

5; x0 = (2, 1)

25. f (x, y, z) = −x2 + y2 − z2; v = i − j + k; x0 = (1, −1, 0)

26. f (x, y, z) = ln(xy + xz + yz); v = i + 2j + 3k; x0 = (3, 2, 1)

In Exercises 27–30, give an example of a function whose gradient
is the given function.

27. (2x + y, x)

28.
(
ex−y, −ex−y

) 29. (2x, 4y, 6z)

30. (1, ez, yez)

F U R T H E R E X E R C I S E S

31. Let f (x, y) = x2 + y2.
(a) Find the directional derivatives of f at (2, 0) in each

of the eight directions θ = 0, θ = π/4, θ = π/2, . . . ,
θ = 7π/4. Express answers as decimal numbers.

(b) Plot the data found in (a) as a function of θ . What general
shape does the graph have?

(c) Find a direction (is there more than one?) in which, at
(2, 0), f increases at the rate of 3 output units per input
unit.
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32. The figure below shows the gradient of a function f .

4.21

3.28

1.4

0.16

−0.47

−1.41

−2.35

−3.29

−4.22

2.34

2

1

0

−1

−2
−2 −1 0 1 2

y

x

f(x, y) = x + y + sin(y): Contours, Gradient Vectors

(a) Use the diagram to estimate the partial derivatives
fx (0, 0) and fy(0, 0).

(b) In fact, f is the function f (x, y) = x + y + sin y. Use the
formula for f to check your estimates in part (a).

33. Let f (x, y) = ax + by + c be a linear function and (x0, y0) be
a point of the domain.
(a) Write an equation for the level curve through (x0, y0).
(b) Show that the level curve is perpendicular to the

gradient.

34. Let f (x, y) = x2 + y2 and let C be the level curve of f that
passes through the point (x0, y0). (Figure 3 shows some con-
tours and gradient vectors for f .)
(a) Show that the vector (y0, −x0) is tangent to C at (x0, y0).

[HINT: Use implicit differentiation.]
(b) Use part (a) to show that ∇ f (x0, y0) is perpendicular to

C at (x0, y0).

35. Let f (x, y) = x2 − y2 and let C be the level curve of f that
passes through the point (x0, y0). (Figure 1 shows some con-
tours and gradient vectors for f .)
(a) Show that the vector (y0, x0) is tangent to C at (x0, y0).

[HINT: Use implicit differentiation.]
(b) Use part (a) to show that ∇ f (x0, y0) is perpendicular to

C at (x0, y0).

36. Let g(x, y) = x2 − 3xy + 6 and let C be the level curve of g
that passes through the point (x0, y0). (Figure 1 on page 717
shows some level curves of this function.)
(a) Show that if g(x0, y0) 	= 6, then (x0, y0) is a point

on the curve described by the equation y =(
x2 + 6 −

g(x0, y0)
)
/(3x).

(b) Suppose that g(x0, y0) 	= 6. Find a vector that is tangent
to C at (x0, y0). [HINT: Use implicit differentiation.]

(c) Suppose that g(x0, y0) = 6 and x0 	= 0. Show that (x0, y0)
is a point on the line y = x/3.

(d) Suppose that g(x0, y0) = 6 and x0 = 0. Show that (x0, y0)
is a point on the line x = 0.

(e) Use parts (b)–(d) to show that ∇g(x0, y0) is perpendic-
ular to C at (x0, y0).

37. Find the minimum value of the directional derivative of
f (x, y) = 2x + cos(xy) at the point (π/4, 1). What direction
corresponds to this value?

38. Find the minimum value of the directional derivative of
f (x, y) = x/y at the point (4, −1). What direction corre-
sponds to this value?

39. Suppose that at the point (4, 5, 6) the function f (x, y, z) in-
creases most rapidly in the direction (2,−1, −3) and that
the rate of increase of f in this direction is 7. What is the
rate of change of f at the point (4, 5, 6) in the direction
(−1, 1, −2)?

40. Suppose that at the point (−4, 2, 4) the function f (x, y, z)
decreases most rapidly in the direction (3, 6, 2) and that the
rate of change of f in this direction is −5. What is the
rate of change of f at the point (−4, 2, 4) in the direction
(4, 0, −3)?

41. At the point (1, 3), a function f (x, y) has directional deriva-
tive 2 in the direction from (1, 3) to (2, 3) and −2 in the
direction from (1, 3) to (1, 4).
(a) Determine the gradient of f at (1, 3).
(b) Compute the directional derivative of f in the direction

from (1, 3) to (3, 6).

42. At the point (x0, y0), a function f (x, y) has directional
derivative 1 in the directions i + 2j and i − 2j.
(a) Determine the gradient of f at (x0, y0).
(b) Compute the directional derivative of f in the direc-

tion i.

43. Suppose that ∇ f (x, y) = (y2 + x, 2xy) for all (x, y) ∈ R
2 and

that f (1, 0) = 5. Find f (2, 1).

44. Suppose that ∇ f (x, y) = (
2xy cos(x2 y), x2 cos(x2 y)

)
for all

(x, y) ∈ R
2 and that f (0, 1) = 2. Find f (1, π/2).

45. Suppose that f (x, y) = xy2. In what direction(s) from the
point (−1, 1) is the rate of change 2?

46. Suppose that f (x, y) = x2 y. In what direction(s) from the
point (1, 2) is the rate of change 3?

47. Let L(x, y) be the linear approximation to f (x, y) at the
point (x0, y0). Show that Du L(x0, y0) = Du f (x0, y0) for ev-
ery direction vector u.

48. Show that ∇( f g) = f ∇g + g∇ f .

49. Show that ∇( f/g) = (1/g2)
(
g∇ f − f ∇g

)
.
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13.513.513.5 H I G H E R - O R D E R D E R I V A T I V E S A N D Q U A D R A T I C
A P P R O X I M A T I O N

For a well-behaved function f of one variable, higher-order derivatives f ′′, f ′′′, . . . ,
f (17), . . . are readily calculated. Higher derivatives have various uses and interpretations.
The second derivative, f ′′, for instance, has an important geometric meaning: It tells how
fast (and in what direction) the slope function f ′ varies and therefore describes the con-
cavity of the f -graph. One use of this information is in distinguishing among various kinds
of stationary points of f . Suppose, for instance, that f ′(x0) = 0 and that f ′′(x0) < 0. Then
the f -graph is concave down at x0, and so f must have achieved a local maximum at x0.
This sort of reasoning is collected in the second derivative test of single-variable calcu-
lus. (We will follow this line of thought in the next section.) Another one-variable use of
higher derivatives is in writing Taylor and Maclaurin polynomials to approximate a given
nonpolynomial function f .

In this section and the next we will briefly review these ideas in the one-variable setting
and then see how they extend to functions of several variables.

S e c o n d a n d h i g h e r d e r i v a t i v e s
Functions of several variables have repeated (partial) derivatives, just like their one-
variable relatives. The following calculations will not be surprising, but notice the various
notations and terminology.

E X A M P L E 1 Let f (x, y) = x2 + xy2. Find all possible second partial derivatives.

S o l u t i o n The first partial derivatives are

fx = ∂ f

∂x
= 2x + y2; fy = ∂ f

∂y
= 2xy.

Differentiating again gives four results:

fxx = ∂

∂x

(
∂ f

∂x

)
= ∂2 f

∂x2
= 2; fxy = ∂

∂y

(
∂ f

∂x

)
= ∂2 f

∂y∂x
= 2y;

and

fyx = ∂

∂x

(
∂ f

∂y

)
= ∂2 f

∂x∂y
= 2y; fyy = ∂

∂y

(
∂ f

∂y

)
= ∂2 f

∂y2
= 2x .

(Notice that the symbols fxy and
∂2 f

∂y∂x
mean the same thing—even though the order of

symbols may seem reversed.)

A matr ix of second der ivat ives All the second partial derivatives of a function f (x, y)
can be collected in a 2 × 2 matrix called the second derivative (or Hessian) matrix of f at
(x, y):

f ′′(x, y) =
(

fxx fxy

fyx fyy

)
=

(
2 2y

2y 2x

)
.

The Hessian matrix of f at X0 is also sometimes denoted by H f (X0); it is named for the
German mathematician Ludwig Otto Hesse (1811–1874). Observe some properties of the
second derivative matrix:

� Dimension For a function f (x1, x2, . . . , xn) of n variables, the Hessian is an n × n
matrix. The jth entry in the ith row is fxi x j , the result of differentiating first with
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respect to xi and then x j . If, say, f : R
3 → R is defined by f (x, y, z) = xz2 + yz, then

the Hessian of f is the 3 × 3 matrix �Do you agree? Check details.

f ′′(x, y, z) =

⎛
⎜⎜⎝

fxx fxy fxz

fyx fyy fyz

fzx fzy fzz

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

0 0 2z

0 0 1

2z 1 2x

⎞
⎟⎟⎠ .

� Rows are gradients Successive rows of the Hessian are gradients of the first partial
derivatives of f . The middle row above, for instance, is the gradient ∇ fy(x, y, z).

Order of d i f ferent ia t ion (usua l ly ) doesn’ t matter In both equations above, the second
derivative matrix is symmetric with respect to the main diagonal. In other words,

fxy = fyx ; fxz = fzx ; fyz = fzy ;

the order of differentiation of “mixed partials” does not seem to matter (at least in the
cases seen so far). It is an interesting fact that this phenomenon holds for all well-behaved
functions of several variables. (It’s a useful fact, too—it saves a lot of work in evaluating a
Hessian.) We will state the result for a function f (x, y) (though the same result holds for
functions of any number of variables):

T H E O R E M 2 ( E q u a l i t y o f c r o s s p a r t i a l s ) Let f (x, y) be a function; assume
that the second partial derivatives fxy and fyx are defined and continuous on
the domain of f . Then for all (x, y),

fxy(x, y) = fyx (x, y).

There are several ways to prove this theorem. One of the simplest involves a “double
integral.” � Since we have not met this idea yet, we will defer the proof to Appendix K.It might be surprising that an

integral is involved.

T a y l o r p o l y n o m i a l s a n d q u a d r a t i c a p p r o x i m a t i o n
i n o n e v a r i a b l e
Let f (x) be a function of one variable. Recall from single-variable calculus the idea of
Taylor polynomials for f (x) at a point x0. The polynomials

p1(x) = f (x0) + f ′(x0)(x − x0);

p2(x) = f (x0) + f ′(x0)(x − x0) + f ′′(x0)
2

(x − x0)2

are called, respectively, the first and second (or first-order and second-order) Taylor poly-
nomials for f , based at x0. We have seen p1 recently—it is simply the linear approximation
to f at x0. In the same spirit, p2 is the quadratic approximation to f at x0. In general, the
nth Taylor polynomial has the form

pn(x) = f (x0) + f ′(x0)(x − x0) + f ′′(x0)
2

(x − x0)2

+ f ′′′(x0)
3!

(x − x0)3 + · · · + f (n)(x0)
n!

(x − x0)n,

(1)

where f (n) denotes the nth derivative and n! is the factorial of n. The number f (n)(x0)/n!
is called the nth Taylor coefficient.
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E X A M P L E 2 Let f (x) = ex . Find several Taylor polynomials for f based at x0 = 0. Do
the same for g(x) = sin x . How are the functions related to their Taylor polynomials?

S o l u t i o n Using f (x) = ex makes the work especially simple. Because f (x) = f ′(x),
we have f (n)(0) = 1 for all n. Thus, for all n, f has Taylor polynomials of the form

pn(x) = 1 + 1x + x2

2!
+ x3

3!
+ · · · + xn

n!
.

A similar calculation shows that, for g(x) = sin x , the first few Taylor polynomials
based at x0 = 0 have the form �

P1(x) = x ; P3(x) = x − x3

6
; and P5(x) = x − x3

6
+ x5

120
.

Figure 1 shows the sine function and several of its Taylor polynomials:

−4 −2 20 4
−3

−2

−1

1

0

2

3

P1
P5

P7P3

P3P7

P1

P5

sin x

F IGURE 1
Several Taylor polynomial approximations to
f (x) = sin x

The main question, of course, is how closely the Taylor polynomials approximate the
sine function at and near x0 = 0.

Convince yourself!

Match ing der ivat ives The key property of Taylor polynomials is that they match
derivatives—from order zero through order n—with their “parent” functions at the base
point. � If n = 3, for instance, The value of a function is its

“zeroth derivative.”
p3(x0) = f (x0); p′

3(x0) = f ′(x0); p′′
3 (x0) = f ′′(x0); p′′′

3 (x0) = f ′′′(x0).

This is easy to check; just differentiate the right side of Equation 1. � Because the function Do this now; you’ll see where
the factorial comes from!and the Taylor polynomial agree to this extent at x = x0, they behave similarly near x = x0

as well.

T a y l o r p o l y n o m i a l s i n s e v e r a l v a r i a b l e s
The idea of Taylor polynomials makes excellent sense for functions of several variables,
too. Indeed, we have already seen that, for a function f (x, y), the linear approximation at
X0 = (x0, y0), which we have defined by

L(X) = f (X0) + ∇ f (X0) • (X − X0)

= f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0),

has the same value and the same (first) partial derivatives as f at (x0, y0). Thus, it is
reasonable to call L(x, y) the first-order Taylor polynomial for f at (x0, y0).



742 C H A P T E R 13 Derivatives

The natural next step is to second partial derivatives: The quadratic approximation to
f at (x0, y0) is the function Q defined by

Q(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0)

+ fxx (x0, y0)
2

(x − x0)2 + fxy(x0, y0)(x − x0)(y − y0) + fyy(x0, y0)
2

(y − y0)2.

The formula is slightly complicated, but there are patterns to see:

� Partial derivatives match The definition of Q(x, y) guarantees that Q and f have the
same value, the same first partial derivatives, and the same second partial derivatives
at (x0, y0). To see, for instance, that fxy(x0, y0) = Qxy(x0, y0), we differentiate twice,
once with respect to each variable. � We getNotice that the order doesn’t

matter!
Qx (x, y) = fx (x0, y0) + fxx (x0, y0)(x − x0) + fxy(x0, y0)(y − y0);

therefore Qxy(x, y) = fxy(x0, y0), as claimed.
� In vector form The second-order coefficients in the definition of Q come from the

Hessian matrix of second partial derivatives f . It isn’t surprising, therefore, that the
vector form of the definition of Q(x, y) involves the Hessian matrix f ′′(X0):

Q(X) = f (X0) + ∇ f (X0) • (X − X0) + 1
2

[
f ′′(X0)(X − X0)t] • (X − X0).

(Here the notation (X − X0)t denotes the transpose of the vector (X − X0). To “trans-
pose” a vector means simply to write it in column form.)

Both dots in the preceding equation indicate ordinary dot products. There is also
a matrix multiplication f ′′(X0)(X − X0)t in the last summand; using the transpose
ensures that the matrix multiplication makes good sense.

The expression is slightly complicated, to be sure. The main point, however, is the
typographical similarity with the one-variable form of the second Taylor polynomial.

� Additional variables A similar definition holds for functions f and Q of three or
more variables. We will stick mainly to two variables.

� Appeal to higher powers There is no need to stop with second-order Taylor polyno-
mials. As in the one-variable case, the idea makes perfectly good sense for higher-order
derivatives. The cubic approximation C(x, y) to f at (x0, y0), for instance, includes all
the terms in Q(x, y) plus additional terms of the following forms: �The denominators turn out to

be slightly different because
some partial derivatives
involve one variable and
others involve two.

fxxx (x0, y0)
3!

(x − x0)3,
fxxy(x0, y0)

2!
(x − x0)2(y − y0),

fxyy(x0, y0)
2!

(x − x0)(y − y0)2, etc.

At some point the bookkeeping becomes excessive for humans (although Maple,
Mathematica, and their relatives have no trouble); we will content ourselves with
second-order approximations.

E X A M P L E 3 Find the quadratic approximation Q(x, y) to f (x, y) = xey at (0, 0). How
is it related to the Hessian matrix? How closely does Q appear to approximate f near
(0, 0)?

S o l u t i o n Calculating partial derivatives of f gives

f (0, 0) = 0; ∇ f (0, 0) = (1, 0); f ′′(0, 0) =
(

0 1

1 0

)
.
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Thus,

Q(x, y) = 0 + x + 0y + 1
2

(0x2 + xy + yx + 0y2) = x + xy.

The coefficients of the quadratic terms in Q, therefore, come directly from the Hessian
matrix.

Like the linear approximation L , Q approximates f closely near (0, 0). Figure 2
shows graphs of f , L , and Q for comparison. In each case, the darker surface is f :
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F IGURE 2
Linear and quadratic approximations to f (x, y) = xey

A close look shows that both of the functions L and Q approximate f near the domain
point (0, 0). But Q, being slightly curved, does a better job of approximation than L ,
which is flat. This is no surprise given that Q has “extra” matching derivatives.

B A S I C E X E R C I S E S

In Exercises 1–4, find the second partial derivative of f with
respect to each variable (e.g., fxx ).

1. f (x, y) = x3 y4

2. f (t, w) = sin(tw2)

3. f (u, v) = e−(u2+v2)

4. f (r, s, t) = r 3(s + t)2

In Exercises 5–8, show that fxy = fyx .

5. f (x, y) = x4 y3

6. f (x, y) = cos(xy)

7. f (x, y) = e−(x2+y2)

8. f (x, y) = arctan(y/x)

In Exercises 9–20, find the Hessian matrix f ′′.

9. f (x, y) = sin(xy)

10. f (x, y) = xy

11. f (x, y) = sin x + cos(2y)

12. f (x, y) = x2 + y2

13. f (x, y) = x2 − y2

14. f (x, y) = x2 y2 + xy3

15. f (x, y) = x cos(x + y)

16. f (x, y) = y2exy

17. f (x, y) = Ax2 + By2 + Cxy + Dx + Ey + F

18. f (x, y) = Ax3 + Bx2 y + Cxy2 + Dy3

19. f (x, y, z) = Ax + By + Cz + D

20. f (x, y, z) = e(x+y2+z3)

In Exercises 21–30, find the quadratic approximation function
Q(x, y) at the given point. Then, plot | f − Q| near the given point
to see the connection between f and Q.

21. f (x, y) = xy; (0, 0)

22. f (x, y) = xey ; (0, 2)

23. f (x, y) = sin(xy); (0, 0)

24. f (x, y) = cos(xy); (
√

π,
√

π)

25. f (x, y) = sin x + cos(2y); (−π/2, π/4)
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26. f (x, y) = x2 + y2; (0, 0)

27. f (x, y) = x2 − y2; (0, 0)

28. f (x, y) =
√

x2 + y2; (3, 4)

29. f (x, y, z) =
√

x2 + y2 + z2; (2, 2, 1)

30. f (x, y, z) = sin(x + y + z); (π/3, π/3, π/3)

F U R T H E R E X E R C I S E S

31. The partial differential equation ut = auxx , where a > 0 is a
constant, is called the one-dimensional heat equation. Show
that u(x, t) = e−at cos x is a solution of this equation.

32. Show that u(x, t) = e−at cos x + 2e−4at sin(2x), where a > 0 is
a constant, is a solution of the one-dimensional heat equa-
tion ut = auxx .

33. The partial differential equation ut = a(uxx + uyy), where
a > 0 is a constant, is called the two-dimensional heat equa-
tion. Show that u(x, y, t) = e−(m2+n2)at cos(mx) sin(ny) is a so-
lution of this equation.

34. Show that u(x, y, t) = 1
4πat

e−(x2+y2)/4at , where a > 0 is a con-

stant, is a solution of the two-dimensional heat equation
ut = a(uxx + uyy).

35. The partial differential equation uxx + uyy = 0 is called
Laplace’s equation. Show that u(x, y) = ln(

√
x2 + y2) is a

solution of this equation.

36. Show that u(x, y) = arctan(y/x) is a solution of Laplace’s
equation uxx + uyy = 0.

37. Show that u(x, y) = ex2−y2
sin(2xy) is a solution of Laplace’s

equation uxx + uyy = 0.

38. Show that u(x, y) = e−x cos y is a solution of Laplace’s equa-
tion uxx + uyy = 0.

39. The partial differential equation utt = c2uxx , where c > 0 is a
constant, is called the one-dimensional wave equation. Show
that u(x, t) = sin(3x) cos(3ct) is a solution of this equation.

40. We said in this section that Q(x, y) can be written in vector
form as

Q(X) = f (X0) + ∇ f (X0) • (X − X0)

+ 1
2

[
f ′′(X0)(X − X0)t] • (X − X0),

where the dots indicate dot products and the “transpose”
(X − X0)t in the last summand denotes a column vector.
Work out the details to convince yourself of this.

41. Let f (x, y, z) be a function of three variables, and let X0 =
(0, 0, 0). Write out the formula for the quadratic approxima-
tion Q(x, y, z) at X0. How many terms are there?

13.613.613.6 M A X I M A , M I N I M A , A N D Q U A D R A T I C A P P R O X I M A T I O N

Optimization—finding maximum and minimum values of a function—is as important for
multivariable functions as for one-variable functions. Functions of several variables are
more complicated, of course, but derivatives remain the crucial tools.

A o n e - v a r i a b l e r e v i e w
For a one-variable differentiable function y = f (x) on an interval I , finding maximum
and minimum values is relatively straightforward. Maxima and minima are found only
at stationary points—where f ′(x) = 0—or at the endpoints (if any) of the interval I . �
Usually, only a few such “candidate” points exist, and we can check directly which produces,

If f is not differentiable, then
maxima and minima may
occur where f ′(x) fails to
exist. say, the largest value of f .

A simple idea lies behind all talk of derivatives and extrema: � At a local maximum or
minimum point x0, the graph of a differentiable function f must be “flat,” and so f ′(x0) = 0.
However, a stationary point x0 might be (i) a local maximum point; (ii) a local minimum

“Extremum” (singular)
means “either maximum or
minimum”; “extrema” is the
plural.

point; or (iii) neither. (The function f (x) = x3 at x = 0 illustrates the “neither” case.)
For simple, one-variable functions, deciding which of (i)—(iii) actually holds is easy.

One strategy is to check the sign of f ′′(x0). If, say, f ′′(x0) < 0, then f is concave down at
x0, and f has a local maximum there. � Alternatively, we might just plot f and see directly

We’ll review the “second
derivative test” in more detail
later.

how it behaves near x0.

Loca l ta lk When is a maximum or minimum “local”? When is it “global”? Figure 1 shows
the difference for a function defined on the domain [−10, 10]:
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F IGURE 1
Graph of f : local vs. global extrema

All six bulleted points (three maximum points and three minimum points) correspond to
local extrema of the function f . At each bulleted point

(
x0, f (x0)

)
, f (x0) is either highest or

lowest among nearby points
(
x, f (x)

)
. (For present purposes, exactly how nearby doesn’t

matter.) Only the first and last points, however, are global extrema because they (and only
they) represent the largest and smallest values of f (x) among all possibilities shown in
the picture. (On a larger domain interval, say −15 ≤ x ≤ 15, these extrema might not be
global.)

Local maxima and minima are conceptually simpler than the global variety, readily
recognizable on graphs, and often convenient to locate symbolically using derivatives.
With all these advantages, local extrema are usually the main tools in solving optimization
problems.

F u n c t i o n s o f s e v e r a l v a r i a b l e s
In optimizing functions of several variables, it is natural (just as for functions of one
variable) to look especially at stationary points of the domain, where all partial derivatives
are zero. Indeed, as we observed in Section 13.2, � local maximum and minimum values See page 719 for the idea of a

proof.can occur only at stationary points:

F A C T ( E x t r e m e p o i n t s a n d p a r t i a l d e r i v a t i v e s ) Suppose that f (x, y) has
a local maximum or a local minimum at (x0, y0). If both partial derivatives exist,
then

fx (x0, y0) = 0 and fy(x0, y0) = 0.

But the Fact alone doesn’t tell the whole story—different types of behavior are possible
for a function at and near a stationary point.

Dif ferent types of stat ionary po ints Although the basic strategy for optimizing a
function—find the stationary points and analyze them—is exactly the same for functions
of one and of several variables, the situation is usually more complicated for functions of
several variables. For one thing, finding stationary points may be harder; for another, func-
tions of several variables can behave in more complicated ways near a stationary point.
This makes multivariable optimization harder but also more interesting.

As we did for functions of one variable, we will identify three main types of stationary
point for a function f (x, y). (The definitions for a function g(x, y, z) are almost identical.)

� Local minimum point A stationary point (x0, y0) is a local minimum point for f
if f (x, y) ≥ f (x0, y0) for all (x, y) near (x0, y0). (A little more formally: f (x, y) ≥
f (x0, y0) for all (x, y) in some rectangle surrounding (x0, y0).) In this case we say that
f assumes a local minimum value at (x0, y0). For example, (0, 0) is a local minimum
point for f (x, y) = x2 + y2. �

Picture the graph—it’s a
paraboloid opening upward.
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� Local maximum point A stationary point (x0, y0) is a local maximum point for f
if f (x, y) ≤ f (x0, y0) for all (x, y) near (x0, y0). In this case we say that f assumes
a local maximum value at (x0, y0). For example, (0, 0) is a local maximum point for
f (x, y) = 1 − x2 − y2. �The graph is another

paraboloid and opens
downward.

� Saddle point A stationary point (x0, y0) is a saddle point for f if f assumes neither
a local maximum nor a local minimum at (x0, y0).

The contour plot in Figure 2 shows that all three possibilities for stationary points can
coexist in close proximity. The function in question is f (x, y) = cos(x) sin(y): �Look in the picture for a

stationary point of each type
listed above.
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  < 0.095
  < 0.285
  < 0.476
  < 0.666
  < 0.856
  > 0.856

x

y The point (π/2, 0) is a saddle point. 
Is (0, 0) a saddle point too?

F IGURE 2
Contour plot of f (x, y) = cos(x) sin(y)

S e c o n d d e r i v a t i v e s a n d q u a d r a t i c a p p r o x i m a t i o n
For functions of one variable, we sometimes use the second derivative to distinguish among
stationary points of different types. The situation is similar—but a little more complicated—
for functions of two variables. (Things become more complicated still for functions of three
or more variables, but the important ideas remain the same. We will focus mainly on the
two-variable case.)

Think about it “geographically.” The surface z = f (x, y) resembles a mountainous
landscape; at a stationary point, the terrain is “level” in both the east–west and the north–
south directions. As hikers know, this can happen in various ways. The point in question
might be a mountain peak, the base of a bowl-shaped valley, a mountain pass between two
peaks, or a point on a “terrace.”

If technology is available it is sometimes possible to distinguish among different types
of stationary points just by looking at a graph or a contour map. The contour plot in
Figure 2, for instance, shows quite clearly the nature of the various stationary points.

But graphs are not always available, and in any case it is satisfying to relate stationary
points to a function’s symbolic formula. Second derivatives—in this case the Hessian matrix
of second partial derivatives—turn out to be helpful, and quadratic approximation is the
key tool.

Quadrat i c approx imat ion in one var iab le Consider first the case of a one-variable func-
tion f (x). At a stationary point x0 we have f ′(x0), and so the quadratic approximation
function has the form

Q(x) = f (x0) + f ′′(x0)
2

(x − x0)2.
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Several useful conclusions follow:
� If f ′′(x0) > 0, then the Q-graph is a parabola opening upward, and so Q (and there-

fore f ) has a local minimum at x = x0.
� If f ′′(x0) < 0, then the Q-graph is a parabola opening downward, and so Q (and

therefore f ) has a local maximum at x = x0.
� If f ′′(x0) = 0, then Q is a constant function, and so the quadratic approximation says

nothing about the type of stationary point at x0. (If the cubic term of the Taylor
approximation is nonzero, then it may help determine the nature of the stationary
point. But that is another story.)

The following key principle is implicit in the conclusions just listed and in most of what
follows; it holds for functions of several variables, too:

F A C T Let f and Q be as above. If Q is not constant, then f and Q have the
same type of stationary point at x0.

This Fact means that quadratic functions are, for many other functions, simpler proto-
types for checking behavior near a stationary point. It is especially important, there-
fore, to understand clearly how quadratic functions themselves behave near stationary
points.

S t a t i o n a r y p o i n t s a n d q u a d r a t i c a p p r o x i m a t i o n
Let f be a function of two variables; to avoid technical complications we assume that all
the partial derivatives in question exist and are continuous. (This ensures that, for any
input point (x0, y0), f has a quadratic approximation; without that, nothing that follows
makes sense.) To simplify notation and save a little space, we will use (x0, y0) = (0, 0). �
Then the quadratic approximation has the form

This is only a
convenience—we won’t use
any special properties of the
origin.

Q(x, y) = f (0, 0) + fx (0, 0)x + fy(0, 0)y + fxx (0, 0)
2

x2 + fxy(0, 0)xy + fyy(0, 0)
2

y2.

If (0, 0) is a stationary point, then the first-order terms disappear. Here is what remains:

Q(x, y) = f (0, 0) + fxx (0, 0)
2

x2 + fxy(0, 0)xy + fyy(0, 0)
2

y2.

Our question, then, is, How do the values of fxx , fxy , and fyy determine the type of
stationary point?

The first term above is a constant, and so what matters here are the last three terms,
which have the form Ax2 + Bxy + Cy2. Let’s decide how such a function behaves near
(0, 0); then we will return and relate the answers to second derivatives. (For later reference,
A = fxx (0, 0)/2, B = fxy(0, 0), and C = fyy(0, 0)/2.)

Ana lyz ing A x2 + B xy + C y2 Let f (x, y) = Ax2 + Bxy + Cy2; then (0, 0) is a stationary
point of f regardless of the values of A, B, and C . To see how the type of stationary point
depends on these values, we will study some simple but important examples. � In each Plot as many surfaces as

possible as aids to intuition.case, the Hessian matrix at (0, 0) will be calculated for later reference.

E X A M P L E 1 Let f (x, y) = x2 + y2. How does f behave near the stationary point
(0, 0)? Describe the surface z = f (x, y). What difference would it make if, instead,
f (x, y) = −(x2 + y2)?
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S o l u t i o n The Hessian matrix is simple:

f ′′(0, 0) =
(

2 0

0 2

)
.

Clearly, f has a local minimum at (0, 0) because, for all (x, y),

f (x, y) = x2 + y2 ≥ 0 = f (0, 0).

The surface z = x2 + y2 is a circular paraboloid with vertex at (0, 0). The level curves of
f are circles centered at (0, 0).

Trading f (x, y) = x2 + y2 for f (x, y) = −x2 − y2 turns everything upside down. The
local minimum becomes a local maximum at (0, 0), the surface becomes a
downward-opening paraboloid, and the Hessian matrix acquires negative signs.

E X A M P L E 2 Let g(x, y) = 3x2 + 2y2. How does g behave near the stationary point
(0, 0)? Describe the surface z = g(x, y).

S o l u t i o n The difference from the preceding example is only in the positive constants 2
and 3. So again, (0, 0) is a local minimum point: For all (x, y),

g(x, y) = 3x2 + 2y2 ≥ 0 = g(0, 0).

This time, however, the different coefficients of x2 and y2 mean that the level curves
(which correspond to equations g(x, y) = 3x2 + 2y2 = c) are ellipses. Figure 3 shows a
contour plot of g:
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  > 4.64

x

y

1

F IGURE 3
Contour plot of g(x, y) = 3x2 + 2y2

The surface z = g(x, y) is called an elliptic paraboloid. (See the exercises at the end of
this section for more on this terminology.) The Hessian matrix is �

g′′(0, 0) =
(

6 0

0 4

)
.

Note the factors of two.

E X A M P L E 3 Let h(x, y) = 3x2 − 2y2. How does h behave near the stationary point
(0, 0)? Describe the surface z = h(x, y).

S o l u t i o n Because the coefficients of x2 and y2 have different signs, the level curves
(which correspond to equations of the form h(x, y) = 3x2 − 2y2 = c) are now
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hyperbolas, and the surface is called a hyperbolic paraboloid. Figure 4 shows a
contour map:
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F IGURE 4
Contour plot of h(x, y) = 3x2 − 2y2

The contour map shows that, in this case, (0, 0) is a saddle point, that is, a point that
represents both maximum and minimum values of h, depending on direction. If we fix
x = 0, then h(0, y) = −2y2; thus, this slice of the surface is a parabola opening
downward, with a maximum at the origin. � But if we fix y = 0, then h(x, 0) = 3x2—a
parabola opening upward, with a minimum at the origin. The Hessian matrix is now �

h′′(0, 0) =
(

6 0

0 −4

)
.

An ant walking south to north
along the surface experiences
the origin as a peak.
Note the minus sign.

E X A M P L E 4 Let j(x, y) = xy. How does j behave near the stationary point (0, 0)?
Describe the surface z = j(x, y).

S o l u t i o n The function j behaves similarly to h of the preceding example. Again, level
curves of j are hyperbolas, this time of the form xy = c, as Figure 5 reveals:
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F IGURE 5
Contour plot of j(x, y) = xy
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Slicing the surface with the plane y = x gives j(x, y) = x2, while if y = −x then
j(x, y) = −x2. These “opposite” results mean that, again, (0, 0) is a saddle point and
that the surface is another hyperbolic paraboloid. This time the Hessian matrix is

j ′′(0, 0) =
(

0 1

1 0

)
.

A final example illustrates an important technique we will use more generally in a
moment.

E X A M P L E 5 Let k(x, y) = x2 + xy + y2. Discuss the stationary point at the origin.

S o l u t i o n Let’s complete the square in x :

k(x, y) = x2 + xy + y2 = (x + y/2)2 − y2/4 + y2

= (x + y/2)2 + 3
4

y2.

The last version shows that (0, 0) is a minimum point since, for all (x, y),

k(x, y) = (x + y/2)2 + 3
4

y2 ≥ 0 = k(0, 0).

The contour map (Figure 6) also shows a local minimum at the origin:
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F IGURE 6
Contour plot of k(x, y) = x2 + xy + y2

This time the Hessian matrix has more nonzero entries:

k ′′(0, 0) =
(

2 1

1 2

)
.

The genera l case We will handle the general case f (x, y) = Ax2 + Bxy + Cy2 as in the
preceding example, by completing the square. Assume for convenience that A 	= 0. � HereWe could carry out the same

calculation assuming that
B 	= 0 or C 	= 0.

is the symbolic calculation:

f (x, y) = Ax2 + Bxy + Cy2 = A

(
x2 + B

A
xy + C

A
y2
)

= A

((
x + B

2A
y

)2

+
(

C

A
− B2

4A2

)
y2

)
.
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This shows that the type of stationary point depends on the sign of the coefficient of y2.
Notice that

C

A
− B2

4A2
≥ 0 ⇐⇒ 4AC − B2 ≥ 0.

We conclude:

� If 4AC − B2 > 0, then f has either a local maximum or local minimum at (0, 0), de-
pending on whether A < 0 or A > 0.

� If 4AC − B2 < 0, then f has a saddle point at (0, 0).

(In the remaining case, where 4AC − B2 = 0, various things can happen, and we normally
look for more information.)

In terms of der ivat ives If we rewrite these conclusions using partial derivatives (recalling
that 2A = fxx (0, 0), B = fxy(0, 0) = fyx (0, 0), and 2C = fyy(0, 0)), we see that

4AC − B2 = fxx fyy − f 2
xy ;

in other words, 4AC − B2 is the determinant of the Hessian matrix

f ′′(0, 0) =
(

fxx (0, 0) fxy(0, 0)

fyx (0, 0) fyy(0, 0)

)
.

Let’s rewrite what we’ve found as a general theorem. We assume, as above, that f has
continuous second partial derivatives.

T H E O R E M 3 ( S t a t i o n a r y p o i n t s a n d t h e H e s s i a n m a t r i x ) Let (x0, y0) be
a stationary point of a function f , let f ′′(x0, y0) be the Hessian matrix of f ,
and let

D = fxx (x0, y0) fyy(x0, y0) − (
fxy(x0, y0)

)2

be the determinant of f ′′(x0, y0). Then
� If D > 0 and fxx (x0, y0) > 0, then f has a local minimum at (x0, y0).
� If D > 0 and fxx (x0, y0) < 0, then f has a local maximum at (x0, y0).
� If D < 0, then f has a saddle point at (x0, y0).
� If D = 0, then more information is needed.

The theorem makes many maximum–minimum calculations routine.

E X A M P L E 6 The function f (x, y) = xy − y − 2x + 2 has one stationary point. Find it.
What type of stationary point is it?

S o l u t i o n To find the stationary point, we solve

∇ f (x, y) = (y − 2, x − 1) = (0, 0);

clearly, this occurs (only) at the point (1, 2). At this point the Hessian matrix has the
form

H f (1, 2) =
(

0 1

1 0

)
.

Therefore, D = −1, and it follows from Theorem 3 that (1, 2) is a saddle point. �

If possible, plot the surface
z = f (x, y) for yourself to see
the saddle.
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In higher dimensions
Similar ideas can be applied to give a second derivative test, based on the Hessian matrix,
for functions of three or more variables. But the derivation and statement are considerably
more complicated; we omit them. In practice, moreover, it is sometimes clear from other
considerations or simple experimentation how a function behaves near a stationary point.
Example 7 illustrates such an ad hoc argument.

E X A M P L E 7 Let f (x, y, z) be a function of three variables, and suppose that f has a
stationary point at the origin, that is, ∇ f (0, 0, 0) = (0, 0, 0). Suppose also that
fxx (0, 0, 0) > 0 and fyy(0, 0, 0) < 0. Show that f has neither a local maximum nor a
local minimum at the origin.

S o l u t i o n Consider the function g(t) = f (t, 0, 0). Then g′(0) = fx (0, 0, 0) = 0, and
g′′(0) = fxx (0, 0, 0) > 0. Thus, g(t) has a local minimum at t = 0. For similar reasons, the
function h(t) = f (0, t, 0) has a local maximum at t = 0. This difference means that f
itself can not have either a local maximum or a minimum at (0, 0, 0).

E x t r e m e s o n t h e b o u n d a r y : o p t i m i z a t i o n o n c l o s e d r e g i o n s
Recall what happens in elementary calculus for a differentiable function f (x) defined
on a closed interval [a, b]: f may assume its maximum and minimum values either at a
stationary point, where f ′(x) = 0, or at either of the endpoints x = a and x = b.

The situation is similar for a function of two variables defined on a region, such as
a rectangle or a circle, that has a definite “edge,” or boundary: f (x, y) may assume its
maximum and minimum either at a stationary point or somewhere on the boundary of the
region. We illustrate the situation, and one way to approach it, with a simple example.

E X A M P L E 8 Where on the rectangle R = [−1, 1] × [−1, 1] does j(x, y) = xy assume
its minimum and maximum values?

S o l u t i o n We saw in Example 4 that j(x, y) has only one stationary point—a saddle
point—in the interior of R. Therefore, the maximum and minimum values of j must
occur somewhere on the boundary of R. A look at the contour plot of j (notice the
symmetry in Figure 5) shows that it’s enough to look along any boundary edge of R,
such as the right edge. On this edge we have x = 1, and so j behaves like a function of
just one variable: j(x, y) = j(1, y) = y. Clearly, j(1, y) = y is largest at y = 1 and
smallest at y = −1. We conclude, therefore, that j(1, 1) = 1 and j(1, −1) = −1 are,
respectively, maximum and minimum values of j on R.

B A S I C E X E R C I S E S

1. Let j(x, y) = xy. (Its contour map is shown in Figure 5.) To
an ant walking along the surface z = j(x, y) from lower left
to upper right, the origin seems to be a low spot; another ant
walking from upper left to lower right would experience the
origin as a high spot.
(a) An ant walks along the surface from (0, −1) to (0, 1).

How does the ant’s altitude change along the way?
(b) Another ant walks along the surface from (0.5, −1) to

(0.5, 1). How does the ant’s altitude change along the
way? Where is the ant highest? How high is the ant
there?

2. See the contour map of f (x, y) = cos(x) sin(y) in Figure 2.
(a) The surface z = f (x, y) resembles an egg carton. Where

do the eggs go?
(b) From the picture alone, estimate the coordinates of a lo-

cal minimum point, a local maximum point, and a saddle
point.

(c) Use the formula f (x, y) = cos(x) sin(y) to find (ex-
actly) all the stationary points of f in the rectangle
R = [−3, 3] × [−3, 3].

(d) Find the maximum and minimum values of f in the rect-
angle R = [−3, 3] × [−3, 3].
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3. Consider the function f (x, y) = x(x − 2) sin(y). Here is a
contour map:

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
Contour plot of x*(x − 2)*sin(y)

< −5.93
< −4.61
< −3.3
< −1.98
< −0.66
< 0.65
< 1.97
< 3.29
< 4.6
< 5.92
> 5.92
z

x

y

(a) The function f has two stationary points along the line
x = 1. Use the picture to estimate their coordinates.
What type is each one?

(b) There are four stationary points inside the rectangle
R = [−3, 3] × [−3, 3]. Use the formula for f to find all
four.

(c) The contour plot shows that f assumes its maximum and
minimum values on R = [−3, 3] × [−3, 3] somewhere
along the left boundary, that is, where x = −3. Find these
maximum and minimum values. [HINT: If x = −3, then

f (x, y) = f (−3, y) = 15 sin(y). This is a function of one
variable defined for −3 ≤ y ≤ 3.]

4. Consider the linear function L(x, y) = 1 + 2x + 3y. Does L
have any stationary points? If so, what type are they? If not,
why not?

5. Let f (x, y) = x2 y + xy2 + x + y.
(a) Show that (1, −1) is a stationary point of the function f .
(b) Is the point (1,−1) a local maximum, a local minimum,

or a saddle point of f ? Justify your answer.

6. Check that Theorem 3 gives the correct information for each
of the functions f , g, h, j , and k in Examples 1–5.

7. Find all stationary points of the function f (x, y) =
−x3 + 4xy − 2y2 + 1.

8. Does the function f (x, y) = 2y − sin x have any stationary
points? If so, find one. If not, explain why not.

In Exercises 9–16, use the formula to find all stationary points. Use
Theorem 3 to classify each as a local maximum, a local minimum,
or a saddle point. Then use technology (e.g., a contour or surface
plot) to verify your answer.

9. f (x, y) = −x2 − y2

10. f (x, y) = x2 − y2

11. f (x, y) = 3x2 + 2y2

12. f (x, y) = xy − y − 2x + 2

13. f (x, y) = x2 + y2 − x2 y/2

14. f (x, y) = 3x2 − 6xy + 2y3

15. f (x, y) = x3 + y3 + 3x2 − 3y2 − 8

16. f (x, y) = x2 − xy − y2

F U R T H E R E X E R C I S E S

17. Consider the linear function L(x, y) = a + bx + cy, where a,
b, and c are any constants.
(a) The graph of L is a plane. Which planes have station-

ary points? For these planes, where are the stationary
points?

(b) Under what conditions on a, b, and c will L have station-
ary points? In this case, where are the stationary points?
Reconcile your answers with those in part (a).

18. Let f (x, y) = x2. The graph of f is a cylinder unrestricted in
the y-direction.
(a) Use technology to plot the surface z = f (x, y). Where

in the xy-plane are the stationary points? What type are
they? [HINT: There’s a whole line of stationary points.]

(b) Use partial derivatives of f to find all the stationary
points. Reconcile your answer with part (a).

In Exercises 19–21, give an example of a function with the speci-
fied properties. (Many examples are possible.)

[HINTS: (1) See Exercise 18 for ideas. (2) Check your answers by
plotting.]

19. A function g(x, y) for which every point on the x-axis is a
local minimum point

20. A function h(x, y) for which every point on the line x = 1 is
a local maximum point

21. A nonconstant function k(x, y) that has a local minimum at
(3, 4)

22. Let f (x, y) = x2 + y2 + kxy.
(a) Show that the origin is a stationary point of f regardless

of the value of k.
(b) Show that if k < −2 or k > 2, the origin is a saddle point.
(c) Suppose that −2 < k < 2. Is the origin a local maximum,

a local minimum, or a saddle point of f ? Justify your
answer.
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(d) Suppose that k = 2. Is the origin a local maximum, a local
minimum, or a saddle point of f ? Justify your answer.

23. Suppose that f (x, y) has a stationary point at (x0, y0) and
that fxx (x0, y0) and fyy(x0, y0) have opposite signs. Show that
(x0, y0) must be a saddle point.

24. Find and classify all stationary points of f (x, y) = x4 + y4.
Does Theorem 3 help?

25. Let f (x, y) = x2 + axy + by2, where a and b are real con-
stants (positive, negative, or zero).
(a) Explain why (0, 0) is a stationary point of f regardless

of the values of a and b.
(b) Under what conditions on a and b will (0, 0) be a local

maximum? A local minimum? A saddle point? Explain
your answers carefully and give an example of each pos-
sibility.

(c) Suppose (in this part only) that b = a2/4. What sort of
stationary point occurs at (0, 0)? Why?

26. Let f (x, y) = x2; f is a cylindrical function.
(a) Describe the shape of the f -graph near the stationary

point (0, 0).

(b) Show from the formula that f has a local minimum at
(0, 0).
[NOTE: The local minimum is not “strict” in the sense
that f (x, y) ≥ f (0, 0) holds, but f (x, y) > f (0, 0) may
not.]

(c) What does the second derivative test say about f at
(0, 0)?

27. Show that if fxx + fyy = 0, then f (x, y) cannot have a maxi-
mum or minimum.

If a continuous function of one variable has at least two local
maxima, then it must also have at least one local minimum. The
situation is different for functions of two variables. Exercises 28
and 29 illustrate this fact.

28. Show that f (x, y) = (x2 − 1)2 + y2 has three stationary
points—two local minima and a saddle point.

29. Let g(x, y) = (x2 − 1)2 + (x2 y − x − 1)2.
(a) Show that g has stationary points at (1, 2) and (−1, 0)

and that both are local minima.
(b) Show that g has stationary points only at (1, 2) and

(−1, 0).

13.713.713.7 T H E C H A I N R U L E

Note This section assumes some basic familiarity with matrices and matrix multiplication.
For a brief introduction or review, see Appendix J.

In t roduct ion The chain rule, the product rule, and the quotient rule are all “combinato-
rial” results. They tell how to find derivatives of “new” functions that are formed by combin-
ing “old” functions in various ways. (They also ensure that, under appropriate conditions,
these new derivatives exist.) The new derivatives are, of course, appropriate combinations
of the old derivatives and functions. �But not necessarily the

“obvious” combinations!

C o m p o s i t i o n : o n e v a r i a b l e v s . s e v e r a l
The chain rule—in any dimension—concerns derivatives of functions formed by composi-
tion. Composition is relatively simple in single-variable calculus: Composing two ordinary
scalar-valued functions, say f and g, of one variable produces another scalar-valued func-
tion of one variable, f ◦ g, defined by f ◦ g(x) = f

(
g(x)

)
. � If f (x) = sin x and g(x) = x2,

An equivalent notation is
( f ◦ g)(x).

then f ◦ g(x) = sin(x2). �Remember: Composition isn’t
commutative. Composition means exactly the same thing for functions of several variables—the

output from one function is used as input to another. In multivariable calculus, however,
inputs and outputs may be either scalars or vectors, and so it is important to keep careful
track of each function’s domain space and image space. The arrow notations in the next
example can help in this regard. (The arrows point from the domain space to the image
space.)

Note the use of boldface for
the vector-valued function.

E X A M P L E 1 Consider functions f : R → R, g : R
2 → R, and h : R → R

2, defined by

f (t) = t3; g(x, y) = x2 + y2; h(t) = (
cos t, sin t

)
.

Which compositions make sense? Which do not? Why? �
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S o l u t i o n The notations f : R → R and g : R
2 → R show (even before one looks at

function definitions) that g ◦ f can’t make sense. Outputs from f are scalars; they have
the wrong “type” to be inputs to g, which accepts 2-vectors. The composition f ◦ g does
make sense; outputs from g are scalars, as are inputs to f . Symbolically, we have
f ◦ g : R

2 → R → R (or, simply, f ◦ g : R
2 → R) defined by

f ◦ g(x, y) = f (x2 + y2) = (
x2 + y2)3

.

Similarly, g : R
2 → R and h : R → R

2 can be composed to give the vector-valued
function h ◦ g : R

2 → R
2 defined by

h ◦ g(x, y) = h(x2 + y2) = (
cos(x2 + y2), sin(x2 + y2)

)
.

Alternatively, g and h can be composed in the opposite order to give an ordinary
calculus-style function g ◦ h : R → R defined by

g ◦ h(t) = g(cos t, sin t) = cos2 t + sin2 t = 1.

The composite function h ◦ f : R → R
2 is defined by

h ◦ f (t) = h(t3) = (
cos(t3), sin(t3)

)
;

it is a vector-valued function of one variable.

T h e o n e - v a r i a b l e c h a i n r u l e : m u l t i p l y d e r i v a t i v e s
Recall the one-variable chain rule:

F A C T ( C h a i n r u l e i n o n e v a r i a b l e ) Let f and g be differentiable functions,
with a in the domain of g. Then(

f ◦ g
)′(a) = f ′(g(a)

) · g′(a).

There are other notations for saying the same thing. � If we write y = f (u) and u = g(x), We’ll see several as we go
along.then the chain rule can be written as

dy

dx
(a) = dy

du

(
g(a)

) · du

dx
(a).

In any symbolic form, the key idea is this:

The derivative of the composition f ◦ g is a product of the derivatives f ′ and g′.

Where are the fac tors eva luated? What the chain rule says—multiply individual
derivatives—sounds (and is) simple enough. Notice, however, that the two derivatives
in the product f ′(g(a)

) · g′(a) are evaluated at different places. In the right factor, g′ is
evaluated at x = a; in the left factor, f ′ is evaluated at g(a). � A function diagram— Not at a.

a
g�−→ g(a)

f�−→ f
(
g(a)

)
shows why these choices make sense: The two derivatives are evaluated at the correspond-
ing domain points.

Der ivat ives and l inear func t ions : why the cha in ru le works Why does the chain rule
work? How would one ever guess such a formula?

The answer is surprisingly simple—and the answer is the same for any number of
variables. The key idea has two parts: �

What follows is not (quite) a
rigorous proof; the missing
ingredient is a fully formal
notion of approximation.
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� The chain rule “works” for linear functions. It is easy to show, right from scratch,
that the chain rule holds for linear functions f (x) = A + Bx and g(x) = C + Dx , where
A, B, C , and D are all constants. � For linear functions, the derivatives are just theUsing capital letters saves

other letters for later use. coefficients of x : In this case, f ′(x) = B and g′(x) = D. The composite f ◦ g(x) is
another linear function:

f ◦ g(x) = f (C + Dx) = A + B(C + Dx) = A + BC + B Dx .

Thus, ( f ◦ g)′(x) = B D, the product of f ′ and g′.
� Differentiable functions are locally linear. Most functions are not linear. However,

every differentiable function g is locally linear in the sense that near any point of
its domain g can be closely approximated by a linear approximation function, Lg .
Similarly, f can be closely approximated near any point of its domain by another
suitably chosen linear function, L f . Because f ≈ L f and g ≈ Lg , it follows that
f ◦ g ≈ L f ◦ Lg . In particular, ( f ◦ g)′(a) = (L f ◦ Lg)′(a). Because the chain rule
“works” for L f ◦ Lg , it must work for f ◦ g, too.

Further details and some fine print appear in the following example.

E X A M P L E 2 Let g and f be differentiable functions and a a domain point of g. Use
linear approximations to derive the chain rule for ( f ◦ g)′(a).

S o l u t i o n For (temporary) convenience, write b = g(a). Then we have

a
g�−→ b

f�−→ f (b).

The linear approximation to g at x = a is

Lg(x) = g(a) + g′(a)(x − a) = b + g′(a)(x − a);

notice that Lg(a) = g(a) and L ′
g(a) = g′(a). Similarly, the linear approximation to f at

x = b is

L f (x) = f (b) + f ′(b)(x − b)

with L f (b) = f (b) and L ′
f (b) = f ′(b). Composing Lg with L f gives

a
Lg�−→ b

L f�−→ f (b),

which resembles the earlier diagram. Working out the formula gives �

L f ◦ Lg(x) = L f
(
b + g′(a)(x − a)

) = f (b) + f ′(b)g′(a)(x − a).

Therefore, L f ◦ Lg is a linear function of x with derivative f ′(b) · g′(a). This gives the
chain rule:

( f ◦ g)′(a) = (L f ◦ Lg)′(a) = f ′(g(a)
) · g′(a).

(The first equality in the line above is true, but a fully rigorous proof is a little beyond
our scope.)

Check the second identity.

T h e m u l t i v a r i a b l e c h a i n r u l e : m u l t i p l y d e r i v a t i v e m a t r i c e s
The chain rule says the same thing in all dimensions: The derivative of a composition
f ◦ g is found by multiplying—in an appropriate sense—the derivatives of f and g. The
qualification is necessary because, for multivariable functions, derivatives are usually not
single numbers but vectors or matrices. In these cases, as we will see, “multiplication”
means matrix multiplication or the dot product. � This difference aside, the multivariable

The dot product can be
thought of as a special case of
matrix multiplication. chain rule is the same as in the one-variable case.
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Der ivat ives as matr i ces Functions of more than one variable and vector-valued func-
tions generate a whole collection of derivatives and partial derivatives. It is convenient
to store all this information in an array called the derivative matrix (or Jacobian matrix).
Suppose, for instance, that k : R

2 → R
2 is defined by

k(x, y) = (
u(x, y), v(x, y)

) = (x2 + y, 2x − y3).

Then the derivative matrix is

k′(x, y) =

⎛
⎜⎜⎝

∂u

∂x

∂u

∂y

∂v

∂x

∂v

∂y

⎞
⎟⎟⎠ =

⎛
⎝2x 1

2 −3y2

⎞
⎠ .

The idea of a derivative matrix makes sense regardless of the dimensions of the domain
and image spaces. � We will need dimensions no higher than three, but here is the general Including dimension one
definition:

D E F I N I T I O N ( D e r i v a t i v e m a t r i x ) Let f : R
n → R

m be a vector-valued
function of n variables, with component functions f1(x1, x2, . . . , xn),
f2(x1, x2, . . . , xn), . . . , fm(x1, x2, . . . , xn). Let X0 be a point of the domain of
f. The derivative matrix of f at X0 is the m × n matrix

f′(X0) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂ f1

∂x1
(X0)

∂ f1

∂x2
(X0) . . .

∂ f1

∂xn
(X0)

∂ f2

∂x1
(X0)

∂ f2

∂x2
(X0) . . .

∂ f2

∂xn
(X0)

...
...

...
...

∂ fm

∂x1
(X0)

∂ fm

∂x2
(X0) . . .

∂ fm

∂xn
(X0)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Notice that each row of the matrix f′ is the gradient vector of a component function.
Indeed, the derivative matrix is sometimes written as

f ′(X0) =

⎛
⎜⎜⎜⎜⎜⎜⎝

∇ f1(X0)

∇ f2(X0)

...

∇ fm(X0)

⎞
⎟⎟⎟⎟⎟⎟⎠

.

The abstract definition may look formidable, but in specific cases the calculations are
easy.

The first three are from
Example 1.

E X A M P L E 3 Consider the functions �

f (t) = t3; g(x, y) = x2 + y2; h(t) = (
cos t, sin t

)
;

L(x, y) = (1 + 2x + 3y, 4 + 5x + 6y).

Find their derivative matrices.
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S o l u t i o n All the derivative calculations are easy. � Here are the results:

f ′(t) = (
3t2 ) ; g′(x, y) = ( 2x 2y ) ;

h′(t) =
(− sin t

cos t

)
; L′(x, y) =

(
2 3

5 6

)
.

Notice especially the size and shape of each matrix. In particular, f ′(t) is a 1 × 1
“matrix,” that is, a scalar; g′(x, y) is simply the gradient ∇g written as a row vector.

But check them for yourself!

Jacobi and the Jacobian. The Jacobian matrix and determinant are named for
the German mathematician Karl Jacobi (1804–1851). Jacobi was not the first
to organize derivative information in a matrix, but in his 1841 paper De de-
terminantibus functionalibus Jacobi applied matrix theory to prove results about
relations among sets of functions. Jacobi was a popular teacher at the Univer-
sity of Königsberg and is credited with having pioneered the seminar method of
teaching. (For a wealth of historical information of this nature, see the History
of Mathematics Archive [http://www-groups.dcs.st-and.ac.uk/˜history/ ],
a Web-based resource at the University of St. Andrews, in Scotland.)

L inear func t ions : a note on termino logy Linear functions, such as L in the preceding
example, are those in which the variables appear in powers no greater than one. The name
is reasonable because graphs and level curves of linear functions are lines, planes, or other
“flat” objects. In particular, we allow linear functions to have nonzero constant terms (as
L does, above).

For the record, the word “linear” is used a little differently in linear algebra courses.
There, a “linear function” or “linear transformation” is usually required to have only zero
constant terms. The difference is worth noting, but it should not cause us trouble in context.

L inear func t ions , matr i ces , and der ivat ives . There is a close connection between linear
functions (in our sense of the word) and matrices. For instance,

L(x, y) = (1 + 2x + 3y, 4 + 5x + 6y)

says exactly the same thing as the matrix equation �Convince yourself.

L(x, y) =
(

1
4

)
+

(
2 3
5 6

)
·
(

x
y

)
,

where the dot stands for matrix multiplication.
More generally, every linear function L has the form

L(X) = C + M · X,

where M is a matrix (called the coefficient matrix), X is a vector input, C is a constant
vector, and the dot represents matrix multiplication. � Writing linear functions in matrixIn one variable, a linear

function has the form
L(x) = c + mx .

form has two main advantages for us:

� Composition and matrix multiplication Consider two linear functions given by matrix
equations

L1(X) = C1 + M1 · X and L2(X) = C2 + M2 · X.

http://www-groups.dcs.st-and.ac.uk/~history/
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Then the composition L1 ◦ L2 has matrix form

L1 ◦ L2(X) = L1(C2 + M2 · X)

= C1 + M1 · (C2 + M2 · X)

= C1 + M1C2 + (M1 · M2) · X.

(The last equation follows from algebraic properties of matrix multiplication.) The first
two summands above are constant vectors, and so the composition has the general form
L1 ◦ L2(X) = (M1 · M2) · X + C. In particular:

The coefficient matrix of L1 ◦ L2 is the matrix product M1 · M2.

� Derivatives of linear functions The preceding example � illustrates a simple but See the derivative of L.
important property of linear functions and their matrices:

F A C T Let L be the linear function

L(X) = C0 + M · X.

Then the derivative matrix is L′ = M .

This fact, combined with the italicized sentence above, tells how to find the derivative
matrix of a composition of linear functions:

The derivative matrix of the composition L1 ◦ L2 is the matrix product M1 · M2.

L inear approx imat ions to funct ions For a real-valued function f the linear approxima-
tion to f at X0 is the function

L(X) = f (X0) + ∇ f (X0) • (X − X0);

the dot represents the dot product. If f = ( f1, f2) (or ( f1, f2, f3)) is a vector-valued function,
then the linear approximation to f at X0 is the matrix analogue of the preceding equation:

L(X) = f(X0) + f′(X0) · (X − X0),

where f′(X0) is now the derivative matrix � and the dot represents matrix multiplication. The rows are gradients.
Notice that L is (like f) a vector-valued function, such that

L(X0) = f(X0) and L′(X0) = f′(X0).

A gener i c example We have now assembled all the necessary ingredients to state the
multivariable chain rule carefully. But first we present a “generic” example � (one that The authors thank Reg

Laursen for suggesting this
calculation.

uses function names, not specific formulas) that suggests why it is that matrices and matrix
multiplication prove to be natural bookkeeping devices for storing and organizing all the
necessary information. � Linear approximation is the key idea. There’s much information,

and so organized storage is
important!E X A M P L E 4 Let z = f (x, y), where x = g(s, t) and y = h(s, t). (To avoid distractions,

we’ll suppose that the functions f , g, and h are all “well behaved” in the sense that all
the necessary derivatives exist.) We can think of z as a composite function of s and t :

z = f (x, y) = f
(
g(s, t), h(s, t)

)
.

Use linear approximation to estimate the partial derivatives ∂z/∂s and ∂z/∂t at the
point (s0, t0). How is matrix multiplication involved?

S o l u t i o n First, some handy notation. We will write

x0 = g(s0, t0), y0 = h(s0, t0), and z0 = f (x0, y0).



760 C H A P T E R 13 Derivatives

We use some vector notation
here to reduce clutter.

When convenient, we will also use the vector forms

X0 = (x0, y0), S0 = (s0, t0), and G = (g, h).

(In the last case, G is the function G : R
2 → R

2; the coordinate functions g and h are
scalar-valued functions of two variables.)

Consider the following linear approximation formulas for z, x , and y:

x ≈ x0 + gs(s0, t0) (s − s0) + gt (s0, t0) (t − t0);

y ≈ y0 + hs(s0, t0) (s − s0) + ht (s0, t0) (t − t0);

z ≈ z0 + fx (x0, y0) (x − x0) + fy(x0, y0) (y − y0).

The first two approximations give �

x − x0 ≈ gs(S0)(s − s0) + gt (S0)(t − t0) and y − y0 ≈ hs(S0)(s − s0) + ht (S0)(t − t0).

Substituting these into our approximation for z gives

z ≈ z0 + fx (X0)
[
gs(S0)(s − s0) + gt (S0)(t − t0)

]+ fy(X0)
[
hs(S0)(s − s0) + ht (S0)(t − t0)

]
.

Rearranging terms slightly gives

z ≈ z0 + [
fx (X0)gs(S0) + fy(X0)hs(S0)

]
(s − s0) + [

fx (X0)gt (S0) + fy(X0)ht (S0)
]
(t − t0).

The line above carries the key insight: we have found a linear approximation to z in
terms of the new variables s and t . This suggests that the coefficients of (s − s0) and
(t − t0) must be the sought-after partial derivatives of z with respect to s and t :

∂z

∂s
(S0) = fx (X0)gs(S0) + fy(X0)hs(S0);

∂z

∂t
(S0) = fx (X0)gt (S0) + fy(X0)ht (S0).

Rewriting these facts in matrix form � gives

[
zs zt

] = [
fx fy

] ·
[

gs gt

hs ht

]
.

In derivative matrix notation, it is equivalent to write simply(
f (G)

)′ = f ′ · G′,

where all symbols represent matrices and the operation on the right is matrix
multiplication. We have arrived.

We omitted input variable
names for compactness.

The mul t ivar iab le cha in ru le We can now state the chain rule in its general form.

T H E O R E M 4 ( T h e m u l t i v a r i a b l e c h a i n r u l e ) Let f and g be differentiable
functions with X0 in the domain of g. Then we have the matrix equation

(f ◦ g)′(X0) = f ′(g(X0)
) · g′(X0);

the dot represents matrix multiplication.

A p r o o f s k e t c h The idea behind a proof of Theorem 4 is much the same as for the one-
variable chain rule. We approximate f and g with appropriate linear functions Lf and Lg for
which the theorem “clearly” holds. � Then we conclude that the theorem holds in general.That’s the conclusion drawn

just before the theorem. For g we have the following linear approximation at X0:

Lg(X) = g(X0) + g′(X0) · (X − X0).
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Similarly, for f we have the following linear approximation at g(X0):

Lf(X) = f
(
g(X0)

)+ f′(g(X0)
) · (X − X0).

The nature of the approximations f ≈ Lf and g ≈ Lg implies that f ◦ g ≈ Lf ◦ Lg and also
that (f ◦ g)′(X0) = (Lf ◦ Lg)′(X0). Finally, the last derivative, as we showed above, is the
product of the corresponding derivative matrices. Thus,

(f ◦ g)′(X0) = (Lf ◦ Lg)′(X0) = f′(g(X0)
) · g′(X0).

E X A M P L E 5 Consider the functions

f(u, v) = (uv, u − v) and g(x, y) = (x + y, x2 + y2).

What is (f ◦ g)′(x, y)? What is (f ◦ g)′(3, 4)?

S o l u t i o n The derivative matrices are

f′(u, v) =
(

v u

1 −1

)
and g′(x, y) =

(
1 1

2x 2y

)
.

Now the chain rule says:

(f ◦ g)′(x, y) =
(

v u

1 −1

)
·
(

1 1

2x 2y

)
=

(
v + 2ux v + 2uy

1 − 2x 1 − 2y

)
.

Substituting u = x + y and v = x2 + y2 gives

(f ◦ g)′(x, y) =
(

(x2 + y2) + 2(x + y)x (x2 + y2) + 2(x + y)y

1 − 2x 1 − 2y

)
.

To find (f ◦ g)′(3, 4), we could substitute in the preceding matrix. Alternatively, we can
observe that g(3, 4) = (7, 25), and so

f ′(7, 25) =
(

25 7

1 −1

)
and g′(3, 4) =

(
1 1

6 8

)
.

Applying the chain rule again gives the sought-for result:

(f ◦ g)′(3, 4) =
(

25 7

1 −1

)
·
(

1 1

6 8

)
=

(
67 81

−5 −7

)
.

E X A M P L E 6 Composite expressions sometimes appear without explicit function
names. For example, suppose that u is a function of x and y, while x and y are functions
of s and t . Find the partial derivatives ∂u/∂s and ∂u/∂t .

S o l u t i o n The chain rule still holds, but it looks a little different. First, write

u = u(x, y) and X(s, t) = (
x(s, t), y(s, t)

)
.

Then,

u′(x, y) =
(

∂u

∂x

∂u

∂y

)
and X′(s, t) =

⎛
⎜⎜⎝

∂x

∂s

∂x

∂t
∂y

∂s

∂y

∂t

⎞
⎟⎟⎠ .



762 C H A P T E R 13 Derivatives

The chain rule says to find the matrix product

u′(s, t) =
(

∂u

∂x

∂u

∂y

)
·

⎛
⎜⎜⎝

∂x

∂s

∂x

∂t
∂y

∂s

∂y

∂t

⎞
⎟⎟⎠ =

(
∂u

∂s

∂u

∂t

)
,

where
∂u

∂s
= ∂u

∂x

∂x

∂s
+ ∂u

∂y

∂y

∂s
;

∂u

∂t
= ∂u

∂x

∂x

∂t
+ ∂u

∂y

∂y

∂t
.

(Notice the “symbolic cancellation” of ∂x and ∂y in the preceding equations.)

Remember ing the cha in ru le : a graph i ca l a id Remembering what the multivariate chain
rule says can be challenging. Interpreting the chain rule in the notation of matrices, as we
have done here, is one helpful organizing device. Figure 1 offers a graphic representation
that may sometimes be helpful:

z

x y

t t

dx
dt

∂z
∂x

∂z
∂y

dy
dt

z

x y

s t s t

∂x
∂s

∂x
∂t

∂z
∂x

∂z
∂y

∂y
∂t

∂y
∂s

F IGURE 1
Memory aids for the chain rule

The diagram represents two possible chain-rule-related settings:

� On the left The left-hand diagram depicts a function z(x, y), which accepts two input
variables x and y. Each of x and y is in turn a function of t . The result is a composite
function z

(
x(t), y(t)

)
of only one variable, t . The derivative is the sum of two products,

one for each “path” that ends at t :

dz

dt
= ∂z

∂x
· dx

dt
+ ∂z

∂y
· dy

dt
.

� On the right The right-hand picture shows another function z(x, y), but here each of
x and y accepts two inputs, s and t . The result is a composite function z

(
x(s, t), y(s, t)

)
of the two variables s and t . The two partial derivatives zs and zt are, again, sums of
two products, one for each “path” that ends at either s or t :

∂z

∂s
= ∂z

∂x
· ∂x

∂s
+ ∂z

∂y
· ∂y

∂s
;

∂z

∂t
= ∂z

∂x
· ∂x

∂t
+ ∂z

∂y
· ∂y

∂t
.

A similar diagram can be drawn to represent derivatives of any composite function.
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B A S I C E X E R C I S E S

In Exercises 1–4, write the derivative matrix for the function at the
given point.

1. f(x, y) = (x + 2y + 3, 4x + 5y + 6); X0 = (0, 0)

2. g(x, y, z) = (y + z, x + z, x + y); X0 = (1, 2, 3)

3. h(t) = (cos t, sin t, t); t0 = 0

4. k(s, t) = (1, 2, 3) + s(4, 5, 6) + t(7, 8, 9); (s0, t0) = (1, 1)

Let f, g, h, and k be as in Exercises 1–4. In Exercises 5–10, decide
whether the given composition makes sense. If it does, find a for-
mula for the composite function and use the chain rule to find the
derivative matrix at the given point.

5. k ◦ f; (x0, y0) = (0, 0)

6. f ◦ g; (x0, y0, z0) = (1, 2, 3)

7. g ◦ k; (s0, t0) = (1, 1)

8. f ◦ k; (s0, t0) = (1, 1)

9. g ◦ h; t0 = 0

10. k ◦ h; t0 = 0

11. Let f (t) = t2 − 9t + 20, g(x, y) = x2 + y2, and X0 = (2, 1).
(a) Find Lg , the linear approximation to g at X0.
(b) Find L f , the linear approximation to f at g(X0).
(c) Find formulas for f ◦ g and L f ◦ Lg .
(d) Show that ( f ◦ g)′(X0) = (L f ◦ Lg)′(X0).
(e) Plot ( f ◦ g) and (L f ◦ Lg) in the vicinity of X = X0. Do

the graphs “look right”? Justify your answer.

12. Repeat Exercise 11 with f (t) = et , g(x, y) = x + y cos(πxy),
and X0 = (1, 2).

In Exercises 13–16, let f , g, h, and L be the functions f (t) = t3,
g(x, y) = x2 + y2, h(t) = (

cos t, sin t
)
, and L(x, y) = (1 + 2x +

3y, 4 + 5x + 6y). (Their derivative matrices are calculated in Ex-
ample 3.)

13. Use the chain rule to find the derivative matrix ( f ◦ g)′

(x0, y0).

14. Use the chain rule to find the derivative matrix (h ◦ g)′

(x0, y0).

15. Use the chain rule to find the derivative matrix (g ◦ L)′

(x0, y0).
[HINT: To avoid clashing variable names, first rewrite
g(u, v) = u2 + v2.]

16. (a) Use the chain rule to find the derivative matrix (g ◦ h)′(t).
(b) Find a formula for g ◦ h(t) in terms of t . Differentiate

(without the chain rule!) to find (g ◦ h)′(t). Compare
your answer to part (a).

17. Let f (t) = t3 and h(t) = (cos t, sin t, t).
(a) Use the chain rule to find the derivative matrix

(h ◦ f )′(t).
(b) Find a formula for (h ◦ f )(t). Differentiate this formula

to find (h ◦ f )′(t). Compare your answer to part (a).

18. Let g(t) = ln(1 + t2) and h(t) = (t, t2, t3).
(a) Use the chain rule to find the derivative matrix

(h ◦ g)′(t).
(b) Find a formula for (h ◦ g)(t). Differentiate this formula

to find (h ◦ g)′(t). Compare your answer to part (a).

19. Let f(u, v) = (
uv, u + v)

)
, g(x, y) = (

x2 − y2, x2 + y2
)
, and

h(s, t) = (f ◦ g)(s, t). Use the chain rule to find h′(2, 1).

20. Let f(x, y) = (x2 y, x3 + y2, y − x). Evaluate f ′(2, −3).

21. Suppose that u is a function of x , y, and z and that x , y, and
z are functions of r and s. Find the partial derivatives ∂u/∂r
and ∂u/∂s.

22. Suppose that u is a function of x and y and that x and y are
functions of r , s, and t . Find the partial derivatives ∂u/∂r ,
∂u/∂s, and ∂u/∂t .

F U R T H E R E X E R C I S E S

23. Give an example of a function k such that k′ is a
(a) 1 × 2 matrix.
(b) 2 × 1 matrix.

24. Give an example of a function k such that k′ is a
(a) 3 × 2 matrix.
(b) 2 × 3 matrix.

25. The voltage (V ), current (I ), and resistance (R) in an elec-
trical circuit are related by Ohm’s law: I = V/R = I (V, R).
Suppose that the voltage produced by an aging battery de-
creases at a rate of 0.1 volts/hour and that the resistance in
the circuit increases at the rate of 2 �/hour because of heat-
ing. At what rate is the current through the circuit changing
when R = 500 � and V = 11 volts?

26. Suppose that f : R
3 → R is a differentiable function, and let

u(x, y, z) = f (x − y, y − z, z − x). Show that

∂u

∂x
+ ∂u

∂y
+ ∂u

∂z
= 0.

27. The partial differential equation utt = c2uxx , where c > 0 is a
constant, is called the one-dimensional wave equation. Show
that u(x, t) = sin(x + ct) is a solution of this equation.

28. Suppose that f are g are twice-differentiable functions of a
single variable and c > 0 is a constant. Show that u(x, t) =
f (x − ct) + g(x + ct) is a solution of the one-dimensional
wave equation utt = c2uxx .

In Exercises 29–32, the position of a particle at time t is given.
Find the rate of change of the distance of the particle from the
origin at time t = 1.

29. r(t) = 3 cos t i + 3 sin t j
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30. r(t) = t i + (1 + t2) j

31. r(t) = 2 cos t i + 3 sin t j + 4t k

32. r(t) = t i + t2 j + t3 k

33. Let z = f (x, y) be a function of the Cartesian coordinates x
and y. Show that if the variable substitutions x = r cos θ and
y = r sin θ are used to express f in polar coordinates, then

(a)
∂z

∂r
= fx cos θ + fy sin θ

(b)
1
r

∂z

∂θ
= − fx sin θ + fy cos θ

34. Let z = f (x, y) be a function of the Cartesian coordinates x
and y. Show that if the variable substitutions x = r cos θ and
y = r sin θ are used to express f in polar coordinates, then(

∂ f

∂x

)2

+
(

∂ f

∂y

)2

=
(

∂z

∂r

)2

+ 1
r 2

(
∂z

∂θ

)2

.

35. Let z = f (x, y) be a function of the Cartesian coordinates x
and y. Show that if the variable substitutions x = r cos θ and

y = r sin θ are used to express f in polar coordinates, then

∂2 f

∂x2
+ ∂2 f

∂y2
= ∂2z

∂r 2
+ 1

r

∂z

∂r
+ 1

r 2

∂2z

∂θ 2
.

36. Let z = f (x, y) be a function of the Cartesian coordinates
x and y. Show that if the variable substitutions x = et cos θ

and y = et sin θ are used to express z as a function of t and
θ , then

∂2z

∂t2
+ ∂2z

∂θ2
= (x2 + y2)

(
∂2 f

∂x2
+ ∂2 f

∂y2

)
.

37. Suppose that the temperature at the point (x, y) is main-
tained at T (x, y) = x2 + 4y2 ◦C. What are the maximum
and minimum temperatures on the circle x(t) = cos t , y(t) =
sin t , 0 ≤ t ≤ 2π?

38. Suppose that the temperature at the point (x, y) is main-
tained at T (x, y) = x2 − xy + y2 ◦C. What are the maximum
and minimum temperatures on the ellipse x(t) = 2 cos t ,
y(t) = 3 sin t , 0 ≤ t ≤ 2π?

39. Suppose that ∇ f (x, y, z) = (y, x, 2) and that g(u, v) =
f (u − v, u + 2v, u2 − 2u). Find all stationary points of g.

13.813.813.8 L O C A L L I N E A R I T Y : S O M E T H E O R Y O F T H E D E R I V A T I V E

Our discussion of multivariable derivatives has been, so far, mainly “practical.” We have
seen how to calculate partial derivatives and gradients, what they mean geometrically and
numerically, and how to use them for such purposes as finding linear and quadratic ap-
proximations to more complicated functions, locating and classifying maxima and minima,
calculating derivatives in various directions, and so on.

This section is a brief excursion into the theory of multivariate functions and their
derivatives. We will consider somewhat more carefully than before what it means for a func-
tion to “be differentiable” in the multivariable sense or to “have a linear approximation”—
phrases we’ve used freely but informally up to now. We won’t dot every i or cross every
t , but we will point out some important theoretical questions (and a pitfall or two) and
suggest approaches to handling them.

For simplicity, only functions of two variables are discussed here. But this is only a
convenience—the same questions arise (and answers apply) in any dimension.

L i n e a r a p p r o x i m a t i o n a n d d i f f e r e n t i a b l e f u n c t i o n s
Let f (x, y) be a function and (x0, y0) a point of its domain. We have defined the linear
approximation to f at (x0, y0) to be the linear function

L(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0)

= f (X0) + ∇ f (X0) • (X − X0).

(The third expression is the vector form of the second. Note that X = (x, y) and X0 =
(x0, y0).)

Thus, to write L down, all we need from f is the value f (x0, y0) and both partial
derivatives fx (x0, y0) and fy(x0, y0). If these numbers exist, then, thanks to its definition,
L has the same value and the same partial derivatives as f at (x0, y0). For these reasons it
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is natural to expect—and usually true in practice, as we’ve seen in examples—that L(x, y)
approximates f (x, y) closely, not only at (x0, y0) but nearby as well.

A graph i ca l example Things can go wrong . . .

The formula for f guarantees
this.

E X A M P L E 1 We saw informally in Example 4, page 711, that the function

f (x, y) =
⎧⎨
⎩

xy

x2 + y2
if (x, y) 	= (0, 0);

0 if (x, y) = (0, 0)

behaves badly near (x, y) = (0, 0). Figure 1 suggests something of the problem near the
origin.

To describe the situation more formally, find the linear approximation L to f at
(0, 0). Does L approximate f closely near (0, 0)?

S o l u t i o n In a word, no—the function f has no close linear approximation near
(x, y) = (0, 0).

To see why, notice first that f (x, y) = 0 if either x = 0 or y = 0. � This property
implies that both fx (0, 0) = 0 and fy(0, 0) = 0, and so the linear approximation function
at (0, 0) is simply the zero function:

L(x, y) = f (0, 0) + fx (0, 0)(x − 0) + fy(0, 0)(y − 0) = 0.

So far so good, but here is the problem: f (x, y) is not near zero for all inputs (x, y)
near the origin. This property can be seen in Figure 1, and the formula gives further
evidence.

For instance, if (x, y) lies on the line y = x , and (x, y) 	= (0, 0), then

f (x, y) = xy

x2 + y2
= x2

x2 + x2
= 1

2
.

If (x, y) is on the line y = −x , then

f (x, y) = xy

x2 + y2
= −x2

x2 + x2
= −1

2
.

In short, f (x, y) behaves strangely near the origin, assuming constant but different
values on different lines through the origin. Figure 1 illustrates this curious
phenomenon: it shows the graphs of f and the linear approximation function L and
how poorly the latter approximates the former.
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F IGURE 1
The graph of f and the plane z = 0
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The conclusion is graphically clear: f is not closely approximated by L near
(x, y) = (0, 0) and is therefore not differentiable there.

Def in ing d i f ferent iab i l i ty prec i se ly The preceding example illustrates the fact that, for
functions of several variables, the existence of partial derivatives at (x0, y0) does not guar-
antee that f is continuous—let alone differentiable—at (x0, y0). That is why the definition
we’ll give below, which involves a limit, requires something more than mere existence of
partial derivatives.

Recall that for a function f (x) of one variable, the derivative f ′(x0) is usually defined
as the limit

lim
x→x0

f (x) − f (x0)
x − x0

= f ′(x0),

if the limit exists. For a function f (x, y) of two variables, which accepts vectors as inputs,
we might first guess at something like this limit,

lim
X→X0

f (X) − f (X0)
X − X0

,

obtained by replacing the old scalar inputs x and x0 with vectors X and X0. Alas, this
strategy fails; we have no way of dividing a scalar (the numerator inside the limit) by a
vector (the denominator inside the limit).

We can skirt this problem in quite a clever way. Notice first that for a function of one
variable, the difference quotient definition of derivative is equivalent to another statement
about limits:

lim
x→x0

f (x) − f (x0)
x − x0

= f ′(x0) ⇐⇒ lim
x→x0

f (x) − f (x0) − f ′(x0)(x − x0)
x − x0

= 0.

The last condition, in turn, is equivalent to requiring that, for some number f ′(x0),

lim
x→x0

f (x) − [
f (x0) + f ′(x0)(x − x0)

]
|x − x0| = 0.

(The absolute value in the denominator is harmless here, but it will be essential in the
multivariable definition to come.)

Notice the numerator in the preceding limit: It is the difference f (x) − L(x), where
L(x) is a linear function. That the limit above is zero means that, as x tends to x0, the
difference f (x) − L(x) tends to zero faster than the denominator |x − x0|—in other words,
the linear approximation L(x) “fits” f (x) even better than x “fits” x0.

This last condition is key, and the multivariate definition makes it formal:

D E F I N I T I O N ( T h e t o t a l d e r i v a t i v e ) Let f (x, y) be a function and X0 =
(x0, y0) a point of its domain. Let

L(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0)

= f (X0) + ∇ f (X0) • (X − X0)

be the linear approximation to f at (x0, y0). If

lim
X→X0

f (X) − L(X)
|X − X0| = 0,

then f is differentiable at X0, and the vector ∇ f (X0) is the total derivative of
f at X0.
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Observe:

� Local linearity Here, as in the one-variable situation, the limit in the definition guar-
antees that the linear approximation L(X) “fits” f (X) even more closely near X0 than
X approximates X0. This condition is described by the phrase: f is locally linear at X0.

� Limit subtleties For the limit condition in the definition to hold, the quantity inside
the limit must tend to zero regardless of the direction through which X tends to X0.
This is what’s wrong with the function in Example 1: The quantity inside the limit
tends to different “destinations” along different lines through the origin.

A fully rigorous treatment of the theory of limits in several variables would have to
take careful account of the infinitely many directions along which one vector quantity
can tend to another. As in the one-variable case, a rigorous definition of limits involves
a little Greek: Quantities δ and ε are defined to measure small changes in inputs
and outputs and carefully balanced against each other. (Further discussion of the ε-δ
approach appears in Appendix K.)

C o n t i n u i t y i n s e v e r a l v a r i a b l e s
Like differentiability, continuity of a multivariate function is defined through a (multivari-
ate) limit. The definition closely resembles its one-variable counterpart:

D E F I N I T I O N ( C o n t i n u i t y ) Let f (x, y) be a function and X0 = (x0, y0) a point
of its domain. If

lim
X→X0

f (X) = f (X0) ,

then f is continuous at X0.

Observe:

� A strong limit again Here, as in the preceding definition, the limit involved must hold
in a strong sense: f (x, y) must tend to f (x0, y0) regardless of the direction through
which (x, y) tends to (x0, y0). Although surprises can occur, they seldom do for ordinary
calculus functions except at “obviously suspicious” points, such as where denominators
vanish.

� Differentiable functions must be continuous As in the one-variable case, there is hope
for a function f to be differentiable at a point (x0, y0) only when f is continuous at
(x0, y0). This is because, without continuity, the more complicated limit in the definition
of differentiability cannot exist.

E X A M P L E 2 Discuss continuity and differentiability at (0, 0) of the function f (x, y) in
Example 1, page 765.

S o l u t i o n The function is discontinuous at (0, 0) because the limit lim
(x,y)→(0,0)

f (x, y)

does not exist. To see why, let (x, y) tend to (0, 0) along the x-axis. Then we have
(x, y) = (x, 0), with x → 0. But f (x, 0) = 0 for all x , and so f (x, y) → 0 as (x, y) tends
to zero in this direction.

For comparison, now let (x, y) tend to (0, 0) along the line y = x . Then we have
(x, y) = (x, x) with x → 0. But now f (x, x) = 1/2 for all x , and so f (x, y) → 1/2 as
(x, y) tends to zero in this direction. Thus, we have two incompatible limits at (0, 0), and
so the limit in question doesn’t exist. We conclude that, f is discontinuous and
therefore also not differentiable at (0, 0).
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W h i c h f u n c t i o n s h a v e t o t a l d e r i v a t i v e s ?
Fortunately, functions like the one in Examples 1 and 2, which have partial derivatives but
no total derivative, appear only rarely (and then, mainly as counterexamples) in courses
like this one. The following handy Fact (which we state without proof) guarantees this for
most of the functions one is likely to meet in calculus courses:

F A C T ( A c o n d i t i o n f o r l o c a l l i n e a r i t y ) If the partial derivatives fx and fy

are continuous at (x0, y0), then f is differentiable at (x0, y0), and has total
derivative ∇ f (x0, y0).

This simple and easy-to-check criterion guarantees that many functions are indeed
differentiable and that the gradient is in fact the total derivative.

E X A M P L E 3 Let f (x, y) be the function f defined in Example 1, page 765. What does
the Fact say about differentiability?

S o l u t i o n We have already seen that f is not differentiable at (x, y) = (0, 0). For other
values of (x, y), however, we have

fx (x, y) = y3 − x2 y

(x2 + y2)2
; fy(x, y) = x3 − xy2

(x2 + y2)2
.

Since both partial derivatives are continuous except at (x, y) = (0, 0) (where the
denominators vanish), the Fact guarantees that f is differentiable everywhere other
than at the origin.

B A S I C E X E R C I S E S

1. Let f be the “pathological” function defined in Example 1.
(a) Explain why f (x, y) is constant along every line y = mx

through the origin (except at the origin). What is the
value of f along the line y = mx?

(b) Draw (by hand) the contour lines f (x, y) = ±1/2,
f (x, y) = ±2/5, and f (x, y) = ±3/10. Compare them
with what a computer shows. Why do you think the com-
puter has trouble?

(c) Let u = (1/
√

2, 1/
√

2). Does the directional derivative
Du f (0, 0) exist? Why or why not?

(d) In what directions u, if any, does the directional deriva-
tive Du f (0, 0) exist?

(e) Plot the surface z = xy

x2 + y2
near the origin. Does the

surface’s shape seem right? Why do you think a com-
puter has trouble plotting this surface?

2. Let

g(x, y) =

⎧⎪⎨
⎪⎩

x2

x2 + y2
if (x, y) 	= (0, 0);

0 if (x, y) = (0, 0);

(a) Does one or both of the partial derivatives gx (0, 0) and
gy(0, 0) exist? Why or why not?

(b) Explain why g(x, y) is constant along every line y = mx
through the origin (except at the origin). What is the
value of g along the line y = mx?

(c) Draw (by hand) the contour lines g(x, y) = 1/2,
g(x, y) = 1/5, and g(x, y) = 1/10. Compare them with
what a computer shows. Why do you think the computer
has trouble?

(d) Let u = (1/
√

2, 1/
√

2). Does the directional derivative
Dug(0, 0) exist? Why or why not?

(e) In what directions u, if any, does the directional deriva-
tive Dug(0, 0) exist?

(f) Plot the surface z = x2

x2 + y2
near the origin. Does the

surface’s shape seem right? Why do you think the com-
puter has trouble drawing this surface?

In Exercises 3–6, find the linear approximation L to f at the spec-
ified point (x0, y0). Then plot the quantity

g(x, y) = f (x, y) − L(x, y)√
(x − x0)2 + (y − y0)2

near this point. (This is the quantity in the limit definition of the
total derivative. For a function that is differentiable at the specified
point, g(x, y) should tend to zero near that point.)
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3. f (x, y) = sin(x + y); (x0, y0) = (0, 0)

4. f (x, y) = sin(xy); (x0, y0) = (0, 0)

5. f (x, y) = x2 + y; (x0, y0) = (1, 2)

6. f (x, y) = e−(x2+y2); (x0, y0) = (1, −1)

7. Let f be the function defined in Example 1. Use the Fact on
page 768 to show that f is differentiable at (1, 2) and then
find its total derivative there.

8. Let g be the function defined in Exercise 2. Use the Fact on
page 768 to show that g is differentiable at (1, −1) and then
find its total derivative there.

9. Let h(x, y) =
√

x2 + y2. Is h differentiable at the origin?
Justify your answer.

10. Let f (x, y) =

⎧⎪⎨
⎪⎩

x2 + y2

xy2 − 2
if xy2 	= 2

0 if xy2 = 2.

Is f differentiable at (2, 1)? Justify your answer.

11. Let L(x, y) be a linear function. Using the Fact on page 768,
explain why L is differentiable at every point (x0, y0)
in R

2.

F U R T H E R E X E R C I S E S

12. Let f (x, y) = |y| cos x . This exercise explores the fact that
the partial derivatives of a function may or may not exist at
a given point.
(a) Plot z = f (x, y) over the rectangle [−5, 5] × [−5, 5]. The

graph suggests that there may be trouble with partial
derivatives where y = 0, that is, along the x-axis. How
does the graph suggest this? Which partial derivative
( fx or fy) seems to be in trouble?

(b) Use the definition to show that fy(0, 0) does not exist.
In other words, explain why the limit

lim
h→0

f (0, h) − f (0, 0)
h

does not exist.
(c) Show that fx (0, 0) does exist; find its value. How does

the result appear on the graph?
(d) Use the limit definition to show that fy(π/2, 0) does ex-

ist; find its value.
(e) How does the graph reflect the result of part (d)?
(f) Find a function g(x, y) for which gy(0, 0) exists but

gx (0, 0) does not. Use technology to plot its graph.

13. Let f (x, y) = |x |y.
(a) By experimenting with graphs (use technology!), try to

guess where fx (x, y) and fy(x, y) do exist and where
they do not. (No proofs are needed.)

(b) Use the limit definition to find fx (0, 0).
(c) Using the limit definition, explain why fx (0, 1) does not

exist.

14. Let h(x, y) =

⎧⎪⎪⎨
⎪⎪⎩

x2 y + xy2

x2 + y2
if (x, y) 	= (0, 0)

0 if (x, y) = (0, 0).

(a) Show that h is continuous at (0, 0).
[HINT: Use polar coordinates.]

(b) Is h differentiable at (0, 0)? Justify your answer.

15. Suppose that fx (x, y) = xy2 and fy(x, y) = x2 y. Does f have
a total derivative at (0, 0)? If so, find it. If not, explain how
you know this.

16. Let f be the function defined in Example 1.
(a) By converting to polar coordinates, show that

f (r, θ) =
{ 1

2 sin(2θ) if (r, θ) 	= (0, 0)

0 if (r, θ) = (0, 0).

(b) Use the formula in part (a) to show that f is not contin-
uous at the origin.

17. Let g be the function defined in Exercise 2. Use polar coor-
dinates to show that g is not continuous at the origin.

131313
S U M M A R Y

In this chapter we extended the general notion of derivatives, which are familiar for func-
tions of one variable, to the multivariate setting. Some basic ideas from one-variable calcu-
lus carry over—but usually with new twists and deeper meanings. Multivariable derivatives
can be interpreted as rates of change, for instance, but in slightly subtler ways than for func-
tions of one variable.
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Funct ions of severa l var iab les The basic object of one-variable calculus is a function
y = f (x); its simplest multivariable analogue is a real-valued function z = f (x, y) of two
input variables. We began by studying such functions and their graphs, emphasizing sim-
ilarities to, and differences from, the one-variable setting. Graphs of such functions are
usually surfaces in R

3 and therefore pose special problems for visualization. Alternative
representations, including numerical tables and contour maps, may convey more clearly
than ordinary graphs how such functions behave—and misbehave.

Part ia l der ivat ives Partial derivatives are the simplest multivariable analogues of the
ordinary derivative of single-variable calculus. For a function f (x, y), for instance, the
partial derivative with respect to x , denoted by fx (x, y), is found by differentiating f (x, y)
with respect to the variable x , treating y as a constant. Partial derivatives (like other
derivatives) give information about rates and about slopes. For a given input (x0, y0), the
partial derivative fx (x0, y0) describes the rate of increase of f with respect to x when
y = y0 is held fixed. Alternatively, fx (x0, y0) describes the “steepness in the x-direction”
of the graph of z = f (x, y) at the point (x0, y0, z0). If f (x, y) has a local minimum or a
local maximum at a point (x0, y0), then both partial derivatives must be zero: fx (x0, y0) =
fy(x0, y0) = 0.

L inear approx imat ion in severa l var iab les A one-variable differentiable function f (x)
is closely approximated near a point x0 by a linear function L(x) = ax + b. The coefficient
of x is the derivative f ′(x0), and the graph of L is the tangent line at x = x0. In the same
spirit, a function f (x, y) with well-behaved partial derivatives has a two-variable linear
approximation function, of the form L(x, y) = ax + by + c. Here the coefficients a and b
are partial derivatives (a = fx (x0, y0) and b = fy(x0, y0)), and the graph of L is the tangent
plane at the point (x0, y0).

The grad ient and d i rec t iona l der ivat ives The gradient of a function f at an input point
(x0, y0), denoted ∇ f (x0, y0), is the vector ( fx (x0, y0), fy(x0, y0)) of partial derivatives, one
for each variable. Although easily calculated, the gradient conveys a lot of information. For
example, the vector ∇ f (x0, y0) always points “uphill”—that is, in the direction of fastest
increase of the function f at the point (x0, y0). For a given unit vector u, the directional
derivative Du f (x0, y0) measures the rate at which f (x, y) increases as (x, y) moves in
the u-direction. Although defined as a limit, the directional derivative is easily calculated
using the gradient and the dot product: At any point (x0, y0), we have Du f (x0, y0) =
∇ f (x0, y0) • u, and so Du f (x0, y0) is the scalar component of ∇ f (x0, y0) in the direction of u.

Higher-order der ivat ives and quadrat i c approx imat ion Functions of several variables
permit repeated partial derivatives. The notation fxy(x, y), for instance, indicates the result
of differentiating first with respect to x and then with respect to y. A striking property of
such derivatives is that, for well-behaved functions, the order of differentiation does not
matter: fxy(x, y) = fyx (x, y). Using higher-order derivatives, we can extend the idea of
linear approximation to the quadratic level. For a given function f (x, y), the quadratic
approximation function Q(x, y) at (x0, y0) is chosen so that the Q and f have identical
values, partial derivatives, and second-order derivatives at (x0, y0). More generally, we
can find Taylor polynomials in several variables that approximate a given function to any
desired degree in much the same way as in the one-variable case.

Maxima and min ima As in the one-variable case, optimizing functions of several vari-
ables is done using derivatives: For a differentiable function, a local maximum or minimum
can occur only at a stationary point, where all of the partial derivatives vanish simultane-
ously. Even in one variable a stationary point may correspond to a maximum, a minimum,
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or neither, and “classifying” stationary points among these possibilities is an important
problem. For functions of several variables, the situation is similar—but more complicated
because of the extra “room” in higher dimensions. We analyzed the situation carefully for
functions of two variables. For such functions, a stationary point may be a maximum point,
a minimum point, or a saddle point. To choose among these options we looked carefully
at second derivatives and at the quadratic approximation discussed earlier.

The cha in ru le The chain rule—regardless of dimension—concerns derivatives of new
functions formed by composing old functions. The multivariable setting allows various
types of compositions and therefore leads to slightly different versions of the chain rule.
All versions are linked, however, by the common idea of linear approximation: If any two
functions f and g have linear approximations L f and Lg respectively, then f ◦ g has linear
approximation L f ◦ Lg .

Loca l l i near i ty : a look at theory Most of the functions normally met in a multivariable
calculus course are differentiable in the sense that they permit suitable linear approxima-
tions. In this brief section we studied more carefully what such approximation means—and
what can go wrong in its absence.

R E V I E W E X E R C I S E S

1. Carefully, but briefly, describe the idea of a level curve of a
function f (x, y).

2. Briefly but carefully say what it means for (x0, y0) to be a
stationary point for f (x, y).

3. (a) What does it mean for (x0, y0) to be a saddle point of
f (x, y)?

(b) Give an example of a function f (x, y) that has a saddle
point at (0, 0).

(c) Give an example of a function g(x, y) that has a saddle
point at (2, 1).

(d) What does the Hessian matrix f ′′(x0, y0) say about sad-
dle points?

4. Describe the direction in which the directional derivative of
a function is a maximum.

5. Describe the direction in which the directional derivative of
a function is a minimum.

6. Describe the direction in which the directional derivative of
a function is zero.

7. Let f (x, y) = x2 + 2xy − 6x − 2y + 8.
(a) f has one stationary point (x0, y0). Find it.
(b) Classify the stationary point you found in part (a) (i.e.,

tell what type it is and why).
(c) Write the linear and quadratic approximation functions

L(x, y) and Q(x, y) to f at the stationary point (x0, y0)
you found in part (a).

8. Let f (x, y) = 3x2 − 12x + y2 − 6y + 25.
(a) f has one stationary point (x0, y0). Find it.

(b) Classify the stationary point you found in part (a) (i.e.,
tell what type it is and why).

(c) Write the linear and quadratic approximation functions
L(x, y) and Q(x, y) to f at the stationary point (x0, y0)
you found in part (a).

9. Let f (x, y) = xy − y − 2x + 2.
(a) f has one stationary point (x0, y0). Find it.
(b) Classify the stationary point you found in part (a)

(i.e., tell what type it is and why).
(c) Write the linear and quadratic approximation functions

L(x, y) and Q(x, y) to f at the stationary point (x0, y0)
you found in part (a).

10. Let f (x, y) = xy − y + 2x − 2.
(a) f has one stationary point (x0, y0). Find it.
(b) Classify the stationary point you found in part (a)

(i.e., tell what type it is and why).
(c) Write the linear and quadratic approximation functions

L(x, y) and Q(x, y) to f at the stationary point (x0, y0)
you found in part (a).

11. Let f (x, y) = x2 + 2y2, and let u = (1/
√

2, 1/
√

2). Find
Du(2, 3), the directional derivative of f at (2, 3) in the di-
rection of u.

12. Let f (x, y) = xy2, and let u = (−1/
√

2, 1/
√

2). Find
Du f (2, 3), the directional derivative of f at (2, 3) in the di-
rection of u.

13. Let f (x, y) = x + y2, and let u = (−1/
√

2, 1/
√

2). Find
Du f (3, 2), the directional derivative of f at (3, 2) in the di-
rection of u.
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14. Find the linear approximation L(x, y) to the function
f (x, y) = x2 + y2 at (3, 4).

15. Give an example of a function f (x, y) that has a local max-
imum at the point (0, 0). Explain briefly how you know that
there is a local maximum there.

16. Find the quadratic approximation Q(x, y) at (0, 0) to the
function f (x, y) = cos x + xy + y + 1.

17. Find the quadratic approximation Q(x, y) at (0, 0) to the
function f (x, y) = ex + xy + y3 + 1.

18. The function f (x, y) = x2 + xy − 3y has a stationary point at
(3, −6).
(a) What type of stationary point is (3, −6)?
(b) Does f have any other stationary points? Justify your

answer.

19. Let f (x, y) = x2 + y and u = (1/
√

2, −1/
√

2).
(a) Find ∇ f (2, 3).
(b) Find Du f (2, 3).

20. Find the quadratic approximation Q(x, y) at (0, 0) to the
function f (x, y) = 1 + 2x + sin(xy).

In Exercises 21–27, draw the level “curves” f (x, y) = z = k for
k = −1, 0, 1, 2, 3. (In some—but not all—cases, the level sets are
curves.)

21. f (x, y) = x2 + y2

22. f (x, y) = x2 + y2 + 5

23. f (x, y) =
√

x2 + y2

24. f (x, y) = x2

25. f (x, y) = √
x

26. f (x, y) = x + y

27. f (x, y) = (x + y)2

In Exercises 28–32, write a formula for the functions defined in
words, state the function’s natural domain, and then draw the level
sets z = k for k = −1, 0, 1, 2, 3.

28. f (x, y) is the distance from (x, y) to the point (1, 2).

29. f (x, y) is the slope of the line joining (x, y) to (0, 0).

30. f (x, y) is the distance from (x, y) to the line x = 1

31. f (x, y) is the distance from (x, y) to the circle x2 + y2 = 1

32. f (x, y) is the distance from (x, y) to the line x + y = 1.

33. The curvature for a plane curve r(t) = (
x(t), y(t)

)
is

κ = |x ′ y′′ − y′x ′′|(
(x ′)2 + (y′)2

)3/2

(a) Write a simpler formula for curvature for the case where
the curve is of the form y = f (x). [HINT: Let r(t) =(
t, f (t)

)
.]

(b) Compute the curvature at the vertex of the parabola
y = x2.

(c) Show that the curvature anywhere on the circle x2 + y2 =
r 2 is 1/r . [HINT: Parametrize the circle.]

34. Compute fx and fy for f (x, y) = x sin(xy).

35. Let g(x, y) = x2 + 2y2. Draw the level curves g(x, y) = 1,
g(x, y) = 2, and g(x, y) = 4.

36. Suppose f (x, y) is a differentiable function, and x = sin t ,
y = t2. What does the chain rule say about d f/dt?

37. Let f (x, y) = x2 + xy.
(a) Find the directional derivative of f in the direction of

the gradient vector ∇ f (1, 2).
(b) Write an equation for the line tangent to the level curve

through (1, 2).
(c) Write an equation for the plane tangent to the surface

z = x2 + xy at the point (1, 2, 3).

38. Let f (x, y) = x2 + y.
(a) Draw level curves f (x, y) = c for c = −1, 0, 1, 2, 3.
(b) Write an equation for the line tangent to the level curve

f (x, y) = 2 at the point (1, 1).
(c) In which direction u does f (x, y) increase fastest at

(1, 1)? For this direction u, find the directional derivative
f ′
u(1, 1).

(d) Write an equation for the plane tangent to the surface
z = f (x, y) at (1, 1, 2).

39. Let f (x, y) = y sin(x + y).
(a) Compute ∇ f .
(b) Find the directional derivative of f at (0, π) in the di-

rection of the vector (3i + 4j)/5.

40. Let f (x, y) = x2 + y, x(s, t) = s + t , and y(s, t) = st . Use the
chain rule to find ∂ f /∂t .

41. Is there a function f (x, y) for which ∇ f = (
cos x + cos(x +

y), cos(x + y)
)
? If so, find the most general such function. If

not, explain why not.

42. Let f (x, y) = yx2 − y. Find all stationary points of f and de-
termine whether each corresponds to a local maximum, a
local minimum, or a saddle point.

43. Let f (x, y) = cos(πx + 2y). Observe that f (3, 0) = −1.
(a) Use a linear approximation to estimate f (2.8, 0.1).
(b) Use a quadratic approximation to estimate f (2.8, 0.1).

In Exercises 44–46, P = (1, 2, 3), Q = (4, 6, 8), and f (x, y) =
x2 − y + 4.

44. The graph of f is a surface in xyz-space. Does P lie on this
graph? Justify your answer.

45. On one set of axes, draw and label the level curves of f that
correspond to z = −4, z = 0, and z = 4.

46. Find the linear approximation function L(x, y) to f at the
point (2, 1).
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47. Here are some values of a linear function g(x, y):

x
y −1 0 1

1 −2 3 8

0 1 6 11

−1 4 9 14

Find gx (0, 0) and gy(1, 1).

In Exercises 48–51, f (x, y) = x2 + y − 2, P = (2, 1, 3), and Q =
(4, 5, 6).

48. The graph of z = f (x, y) is a surface in xyz-space. Does P
lie on the graph? Does Q? Justify your answers.

49. On one set of axes, draw and label the level curves of f that
correspond to z = −4, z = 0, and z = 4.

50. (a) Find fx (2, 1).
(b) Find fy(2, 1).
(c) Find the linear approximation function L(x, y) to f at

the point (2, 1).

51. Does f have any local maximum or minimum points? If so,
find one. If not, indicate why not.

52. Let z = f (x, y) and let (x0, y0) be a point. State the definition

(involving a limit) of
∂ f

∂x
(x0, y0).

53. Let z = f (x, y), let (x0, y0) be a point in the xy-plane, and

let u be a unit vector. Suppose that
∂ f

∂u
(x0, y0) = −3. What

does this tell us about rates of change of f ?

In Exercises 54–58, f (x, y) = x2 + xy.

54. Find ∇ f (2, 1).

55. Find an equation for the plane tangent to the surface z =
f (x, y) at the point (2, 1, 6).

56. Find the directional derivative Du f (2, 1), where u =
(1/

√
2, −1/

√
2).

57. (a) For what unit direction vector u is Du f (2, 1) largest?
(b) What is the largest possible value of Du f (2, 1)? Justify

your answer.

58. Suppose that x(t) = t2 and y(t) = et . Find
d f

dt
. (Write the

answer as a function of t alone.)

59. Let f (x, y) = x2 + y and g(t) = sin t . Use the chain rule to
find (g ◦ f )′(2, 1).

60. Consider two functions f : R
2 → R

2 and g : R
2 → R. Let X0 =

(x0, y0) be a point in R
2. Write the chain rule formula for

the derivative (g ◦ f)′(X0). (Indicate clearly which symbols
on both sides of the equation represent matrices and matrix
multiplication and state the dimensions of each matrix.)

61. Suppose that (x0, y0) is a stationary point of f (x, y), and let
D be the determinant of the Hessian matrix H f (x0, y0). What
does D tell us about the nature of the stationary point?

62. Let f (x, y) = sin x + cos y. Find the linear approximation
function L(x, y) to f (x, y) at the point (0, 0).

63. Find and classify all the stationary points of the function
f (x, y) = x3 − 12x + y2 − 2y.

64. Let f (x, y) = 2y − sin x . Describe and plot the level curve
that passes through the point (π/2, 2).

65. Does the function f (x, y) = 2y − sin x have any stationary
points? If so, find one. If not, say briefly why not.

66. Let f (x, y) = 3ex + 2 sin y. Find the linear approximation
function L(x, y) to f (x, y) at the point (0, 0).

67. Find and classify all the stationary points of the function
f (x, y) = x3 − 3x + y2 − y.

68. Let f (x, y) = xy2, and let u = (−1, 0). Find Du f (2, 3), the
directional derivative of f at (2, 3) in the direction of u.

69. Let f (x, y) = cos x + xy + y + 1.
(a) Find the linear approximation L(x, y) to f (x, y) at (0, 0).
(b) Find the quadratic approximation Q(x, y) to f (x, y) at

(0, 0).

70. Consider two functions f : R
3 → R

2 and g : R
2 → R. Let

X0 = (x0, y0, z0) be a point in R
3. Write the chain rule for-

mula for the derivative (g ◦ f)′(X0). (Indicate clearly which
symbols on both sides of the equation represent matrices
and matrix multiplication and state the dimensions of each
matrix.)

71. Let f (x, y) = 3x2 − 6xy + 2y3. Find and classify all the sta-
tionary points of f .

72. Let f (x, y) = sin(x) + cos(2y).
(a) Find the directional derivative of f at (1, 2) in the direc-

tion of the vector (3, 4).
(b) Find p2(x, y), the second-order Taylor approximation to

f (x, y) at (0, 0).
(c) Find a stationary point of f . (Any one is OK.) Use the

Hessian to decide what type it is.

73. Let S be the surface z = f (x, y) = x2 + y2.
(a) If (a, b) is any point in the xy-plane, then (a, b, a2 + b2)

is on S. Write an equation for the plane tangent to S at
the point (a, b, a2 + b2). (The answer will involve a and
b, of course.)

(b) Where does the plane you found in the previous part
intersect each of the three axes? Justify your answers.

74. Let f (x, y) = x2 + y2. Show that for any (a, b) the level curve
of f through (a, b) is perpendicular to the gradient vector
∇ f (a, b).

75. Let f (x, y) = x − 2y2 and P = (1, 2).
(a) Find ∇ f (1, 2).
(b) Find an equation of the level curve of f that passes

through the point P .
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(c) Show that the ∇ f (1, 2) is perpendicular to the curve in
part (b) at P .

76. Let f (x, y) = x − 2y2 and X0 = (1, 2).
(a) Find the directional derivatives Du f (X0) for u = i, for

u = j, and u = (3i + 4j)/5.
(b) Find a direction vector u for which Du f (X0) = 0.

77. Find and classify all the stationary points of f (x, y) = x3 +
2y3 + 6x2 − 9y2. [HINT: There are four stationary points
in all.]

78. Let f(u, v) = (
uv2, u − v)

)
, g(x, y) = (

x2 − y, x2 + y
)
, and

h(x, y) = (f ◦ g)(x, y). Use the chain rule to find h′(2, 1).

79. Let f (x, y) = exy + y3.
(a) Find ∇ f (x, y).
(b) Find a scalar equation for the plane tangent to the sur-

face z = f (x, y) at the point (0, 1, 2).

80. Suppose that the level curves of the function h(x, y) are
described by equations of the form y = x2 + k, where k is
a real number. Furthermore, suppose that h(2, 1) = 3 and
h(1, 2) = 7.
(a) Show that h(1, −2) = 3.
(b) Evaluate h(0, −3) and h(0, 1).
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14.114.114.1 M U L T I P L E I N T E G R A L S A N D A P P R O X I M A T I N G S U M S

The two most important ideas of calculus—of one or several variables—are the deriva-
tive and the integral. In studying multivariable calculus up to now, we have seen the
derivative idea in many forms and settings, including partial derivatives, derivatives
of vector-valued functions, gradients, directional derivatives, and linear and quadratic
approximation.

Now we study integrals, the other main idea of our subject. Like derivatives, integrals
have various meanings and interpretations in different multivariable settings. In this chap-
ter our main focus is on multiple integrals, that is, integrals of real-valued functions of two
or three variables, integrated over regions in two- or three-dimensional space. � We will Multiple integrals can also be

defined in dimensions higher
than three.

study how multiple integrals are defined, how to calculate (or approximate) their values,
and (last, but certainly not least) what they tell us in various circumstances.

I n t e g r a l s a n d a p p r o x i m a t i n g s u m s
All integrals—single, double, triple, or whatever—are defined to be certain limits of ap-
proximating sums (also known, sometimes, as Riemann sums). This important idea is
always studied in single-variable calculus, but it may be quickly (and, perhaps, gratefully)
forgotten. Readers whose memories are vague on this score have an excellent excuse:
Although integrals are defined as limits of approximating sums, they are usually calculated
in an entirely different way, using antiderivatives. Here is a typical calculation: � There’s not a Riemann sum in

sight.∫ 1

0
x2 dx = x3

3

]1

0
= 1

3
.

This method of evaluating an integral—find an antiderivative for the integrand and plug
in the endpoints—works just fine thanks to the fundamental theorem of calculus.

So why bother at all with approximating sums? Here are two good reasons:

Ant ider ivat ive t roub le The antiderivative method depends on finding a convenient an-
tiderivative of the integrand. Unfortunately, not every function, even in single-variable
calculus, has an “elementary” antiderivative, that is, an antiderivative with a symbolic
formula built from standard “elements.” The simple-looking function f (x) = sin(x2), for

775
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instance, has no elementary antiderivative. � The best we can do with the integralSpend a moment looking for
an antiderivative formula.
Nothing works.

I =
∫ 1

0
sin(x2) dx,

therefore, is to approximate it, perhaps with an approximating sum using (say) the left
rule, the midpoint rule, or the trapezoid rule. For the record, approximating I with a
trapezoid-rule sum with 10 subdivisions gives I ≈ 0.311. �

The integral can also be
estimated using infinite series.
See Example 3, page 801.

What integra ls mean The fundamental theorem often makes calculating integrals easy, �
but approximating sums may illustrate more clearly what the answers mean. Figure 1,

But not always—sometimes
it’s hard or impossible to find
antiderivatives. for instance, illustrates the sense in which a midpoint-rule sum with four subdivisions

approximates the area bounded by the curve y = x2 from x = 0 to x = 1:

1.0

0.5

0.0
0.00 0.25 0.50 0.75 1.00

y y = x2

x

F IGURE 1
A midpoint sum estimate for∫ 1

0 x2 dx : M4 = 21/64 ≈ 0.328

The one-var iab le case : a rev iew The basic idea of an integral as a limit of approximating
sums is much the same for functions of two (or more) variables as for functions of one
variable. Let’s review the main single-variable ideas and notations that arise on the way
to defining the integral of a function f over an interval [a, b]. The first step is to form
Riemann sums:

D E F I N I T I O N Let the interval [a, b] be partitioned into n subintervals by any
n + 1 points

a = x0 < x1 < x2 < · · · < xn−1 < xn = b;

let �xi = xi − xi−1 denote the width of the ith subinterval. Within each subin-
terval [xi−1, xi ], choose any point ci . The sum

n∑
i=1

f (ci )�xi = f (c1)�x1 + f (c2)�x2 + · · · + f (cn)�xn

is called a Riemann sum with n subdivisions for f on [a, b].
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Left-rule, right-rule, and midpoint-rule approximating sums all fit this definition. Each of
these sums is built from a regular partition of [a, b] (i.e., one with subintervals of equal
length) and some consistent scheme for choosing the sampling points ci . (For left, right, and
midpoint sums we choose each ci as the left endpoint, the right endpoint, or the midpoint
of the ith subinterval, respectively.)

Graphical and numerical intuition suggests that, as the number n of subdivisions tends
to infinity, all of these approximating sums should converge to some fixed number. Geo-
metrically speaking, moreover, this number measures the signed area � bounded by the “Signed” means that areas

under the x-axis are
considered to be negative.

f -graph from x = a to x = b.
The formal definition of the integral makes these ideas precise:

D E F I N I T I O N Let the function f be defined on the interval [a, b]. The integral
of f over [a, b], denoted

∫ b
a f (x) dx , is the number to which all Riemann sums

Sn tend as n tends to infinity and as the widths of all subdivisions tend to zero.
In symbols: ∫ b

a
f (x) dx = lim

n→∞ Sn = lim
n→∞

n∑
i=1

f (ci ) �xi ,

if the limit exists.

Honesty dictates a brief admission: The limit in the definition, taken at face value, is a
slippery customer. Understanding every ramification of permitting arbitrary partitions
and sampling points, for example, can be tricky. Fortunately, these issues need not trouble
us for the well-behaved functions (e.g., continuous functions) we typically meet in single-
variable and multivariable calculus. For such functions, almost any respectable sort of
approximating sum does what we expect—it approaches the true value of the integral as
n tends to infinity.

Sums and integra ls in two var iab les Most of the differences between single-variable
integrals and multivariable integrals are technical rather than theoretical. Indeed, the
definitions of ∫∫

R
f (x, y) dA and

∫ b

a
f (x) dx

are almost identical. Here, f is a function of two variables, and R is a region—in the simplest
case, a rectangle—in the xy-plane. On the other hand, the mechanics of evaluating these
two types of integrals by antidifferentiation are quite different. � We’ll get to that in the next

section.First, let’s list the ingredients that go into defining the double integral
∫∫

R f (x, y) dA.
Look, in each case, for points of similarity and difference with the one-variable
situation.

� R, the region of integration In one variable the region of integration is always an
interval [a, b] in the domain of f ; this is implicit in the notation

∫ b
a f (x) dx . In two

variables, by contrast, the region of integration, denoted by R, may be almost any two-
dimensional subset of the plane. In the simplest case R is a rectangle [a, b] × [c, d].

� Why the dA? The symbol “dA” in the double integral resembles the “dx” that
appears in single integrals. The “A” reminds us of area, and “dA” suggests a small
increment of area.

� Partitions In one variable we partition an interval [a, b] by cutting it (perhaps
unevenly) into smaller intervals, with endpoints a = x0 < x1 < x2 < · · · < xn = b. The
“size” of the ith subinterval is simply its length, �xi .
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In two variables we do something similar: We chop the plane region R into m
smaller regions R1, R2, R3, . . . , Rm , perhaps of different sizes and shapes. The “size”
of a subregion Ri is now its area denoted by �Ai .

In practice—whatever the number of variables—it is usually convenient to choose
the partition in some consistent way. In one variable, a regular partition (one with
equal-length subintervals) is simplest. An analogous procedure works in two variables
if R is a rectangle [a, b] × [c, d]: Cut R by an n-by-n grid in each direction, producing
n2 rectangular subregions in all.

� Approximating sums In one variable, an approximating sum has the form

f (c1)�x1 + f (c2)�x2 + · · · + f (cn)�xn =
n∑

i=1

f (ci )�xi ,

where each ci is a sample point chosen from the ith subinterval.
A two-variable approximating sum is similar. In each subregion Ri we choose a

sampling point Pi = (xi , yi ) and then form the approximating sum

Sm = f (P1)�A1 + f (P2)�A2 + · · · + f (Pm)�Am =
m∑

i=1

f (Pi )�Ai ,

where �Ai is the area of Ri .

E X A M P L E 1 Consider the function f (x, y) = x + y on the rectangle R = [0, 4] × [0, 4].
Calculate an approximating sum S16 for the integral

∫∫
R f (x, y) dA; use 42 = 16 square

subregions, each with area �Ai = 1. In each subregion, sample the integrand f at the
corner closest to the origin.

S o l u t i o n Figure 2 illustrates the idea. The base of each square “block” is one of the 16
subregions of R; the height of each block is determined at the corner nearest the origin.
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F IGURE 2
The surface z = x + y and an approximating sum

Figure 2 shows that the approximating sum (the total volume of all 16 blocks)
approximates the volume of the solid bounded on top by the surface z = f (x, y) and
whose base is the rectangle R = [0, 4] × [0, 4]. This volume is the value of the integral∫∫

R(x + y) dA.
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The following table shows values f (x, y) at the 16 sampling points:

xy 0 1 2 3

3 3 4 5 6

2 2 3 4 5

1 1 2 3 4

0 0 1 2 3

Since each subregion has area 1, the approximating sum is simply the sum of all 16 table
entries, or 48. In symbols:

S16 = 48 ≈
∫∫

R
(x + y) dA.

Figure 2 also shows that S16 underestimates the true volume—as would any
approximating sum Sm for this integral with sampling points at the corners closest to the
origin. Still, we expect these approximating sums Sm to converge to the “true” volume
as m increases to infinity. A table of values supports this guess:

m 22 42 82 162 242 322 1002

Sm 32.00 48.00 56.00 60.00 61.33 62.00 63.36

The values of Sm seem to be creeping up toward a number around 64.
Figure 3 illustrates another approximating sum for the same integral.
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F IGURE 3
The surface z = x + y and a midpoint Riemann approximation

Here sampling points are chosen at the midpoints of respective subrectangles, and this
time the approximating sum has value 64. In fact, 64 turns to be the exact value of the
integral, and a close look suggests that overestimates and underestimates in the
approximating sum cancel each other out. (We will calculate the same integral in the
next section, using other methods.)

E X A M P L E 2 Consider again the double integral I = ∫∫
R f (x, y) dA, where

f (x, y) = x + y and R = [0, 4] × [0, 4]. Calculate—this time by hand—an approximating
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sum S4 with four equal subdivisions (two in each direction). In each square subregion,
evaluate f at the corner farthest from the origin. Does the sum underestimate or
overestimate the integral?

S o l u t i o n All four subregions are squares with edge length 2 and therefore area 4. The
sampling points are P1 = (2, 2), P2 = (4, 2), P3 = (2, 4), and P4 = (4, 4), and the desired
approximating sum is

S4 =
4∑

i=1

f (Pi )�Ai = 4 · 4 + 6 · 4 + 6 · 4 + 8 · 4 = 96.

This sum overestimates I because, in each subrectangle, the integrand function is
sampled at the point where it takes its largest possible value.

T h e i n t e g r a l a s a l i m i t
We defined the one-variable integral

∫ b
a f (x) dx as the limit of approximating sums Sn ,

as n tends to infinity and the widths of all subdivisions tend to zero. The double integral∫∫
R f (x, y) dA is defined in a similar way.

Before giving a detailed definition of the integral we mention two technical
subtleties.

� Diameter A useful definition requires that the size of subregions of R should go
to zero as the number of subregions tends to infinity. If the subregions are all, say,
squares, then there is no problem—as the number of squares increases the size of each
square automatically decreases. Trouble could arise, however, if the subdivisions are
extremely “oblong.” This would happen if, say, we subdivided the rectangle [0, 1] ×
[0, 1] only in the x-direction, leaving the y-interval untouched. One technical “fix” that
avoids such possible trouble is to define the diameter of a subregion to be the largest
possible distance between any two points in the subregion. Requiring the diameters
of all subregions to tend to zero—as we do in the following definition—automatically
forces the subregions to be “small” in all directions.

� “Well-behaved” functions have integrals Even in the one-variable setting, not every
function f has a sensible integral over a given interval. If, say, f is unbounded on
[a, b], then the integral

∫ b
a f (x) dx does not exist. But if f is continuous on [a, b],

then the theory guarantees that
∫ b

a f (x) dx does exist, and so we can “do calculus”
with such functions and their integrals. Because the familiar elementary functions are
continuous (and even differentiable) wherever they are defined, existence of integrals
is seldom a live question in single-variable calculus, and we make little fuss over it.

The situation is similar in the multivariable setting. If a function f of two or more
variables is continuous on a domain R, then f is also integrable on such a domain,
and (multivariate) calculus can proceed. What this bland statement slightly conceals
is that the concept of continuity is somewhat subtler for functions of several variables
than for functions of one variable. Nevertheless, nearly every function seen in a multi-
variable calculus course is continuous except perhaps at “obviously” suspicious points
of its domain such as where a denominator vanishes or a symbolic formula makes no
sense. We will consider almost exclusively functions that are “well behaved” in the
sense that they and (if needed) their derivatives are continuous on the domains in
question.

The formal def in i t ion The following definition is adequate for the well-behaved functions
f (x, y) studied in this book: �

See the preceding paragraph
for more on “good behavior.”
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D E F I N I T I O N Let the function f (x, y) be defined on the region R, and let Sm

be an approximating sum with m subdivisions, as described above. Suppose
that Sm tends to a number I as m tends to infinity and the diameters of all
subdivisions tend to zero. Then I is the double integral of f over R, and we
write

I =
∫∫

R
f (x, y) dA = lim

m→∞

m∑
i=1

f (Pi )�Ai .

As in the one-variable setting, the limit definition—although crucial to understanding in-
tegrals and often useful for approximating them—almost never lends itself to calculating
integrals exactly. For this purpose, fortunately, there are methods based on antidifferenti-
ation. � We’ll see some in the next

section.

A spec ia l case : in tegrat ing constant func t ions Constant functions are easy to integrate
in one variable. The same is true in several variables, thanks to the definition just given.
Thus, let R be a region in the plane, let f (x, y) = k be any constant function, and consider
the integral I = ∫∫

R f (x, y) dA. Since f (x, y) = k for all (x, y), every approximating sum
for I has the same value:

Sm =
m∑

i=1

f (Pi )�Ai =
m∑

i=1

k �Ai = k
m∑

i=1

�Ai = k × area of R.

As the limit of approximating sums, the integral itself must have the same value. The result
is worth remembering:

If f (x, y) = k, then
∫∫

R
f (x, y) dA = k × area of R.

E X A M P L E 3 Evaluate
∫∫

R
3 dA, where R is the region inside the unit circle.

S o l u t i o n By the preceding observation,∫∫
R

3 dA = 3 × area of R = 3π.

T r i p l e s u m s a n d t r i p l e i n t e g r a l s
The idea of integral can be extended to three (and even higher) dimensions. In this section
we will consider only the simplest case: the triple integral of a function g(x, y, z) over a
rectangular parallelepiped R = [a, b] × [c, d] × [e, f ]. � Such an integral is denoted by To put it more humbly, a

“brick.”∫∫∫
R

g(x, y, z) dV;

note that dV, which suggests volume, replaces the dA (for area) that appears in double
integrals.

Triple integrals, like single and double integrals, are defined formally as limits of ap-
proximating sums. An approximating sum in three dimensions is formed by subdividing
a rectangular solid region R into m smaller rectangular solid subregions Ri with volume



782 C H A P T E R 14 Integrals

�Vi , choosing a sampling point Pi in each subregion, and then evaluating the sum

m∑
i=1

f (Pi )�Vi .

The triple integral is formally defined as the limit of such sums as the number of subregions
tends to infinity and the diameter � of all subregions tends to zero.See the remarks about

diameter at the beginning of
this section.

E X A M P L E 4 Consider the triple integral I =
∫∫∫

R
g(x, y, z) dV, where

g(x, y, z) = x + y + z and R = [0, 2] × [0, 2] × [0, 2]. Calculate an approximating sum S8

with eight equal subdivisions (two in each direction). In each subregion, evaluate g at
the corner nearest to the origin.

S o l u t i o n All eight subregions are cubes with edge length 1 and, therefore, volume 1.
The sampling points are

P1 = (0, 0, 0), P2 = (1, 0, 0), P3 = (0, 1, 0), P4 = (1, 1, 0),

P5 = (0, 0, 1), P6 = (1, 0, 1), P7 = (0, 1, 1), P8 = (1, 1, 1),

and the approximating sum is

S8 =
8∑

i=1

g(Pi )�Vi = 0 + 1 + 1 + 2 + 1 + 2 + 2 + 3 = 12.

P r o p e r t i e s o f m u l t i v a r i a t e i n t e g r a l s
Many properties of double and triple integrals are similar to those of single-variable
integrals—and they hold for similar reasons. Regardless of dimension, integrals are limits
of approximating sums, and so integrals “inherit” basic properties of sums. �Rigorous proofs of these

properties appeal to
properties of sums.

Theorem 1 collects several basic properties of double integrals (but they hold for triple
integrals, too).

T H E O R E M 1 ( N e w i n t e g r a l s f r o m o l d ) Let f (x, y) and g(x, y) be contin-
uous functions on a domain R in the xy-plane; let k denote a constant. Then

(i) (Sum rule)
∫∫

R

(
f (x, y) ± g(x, y)

)
dA =

∫∫
R

f (x, y) dA ±∫∫
R

g(x, y) dA.

(ii) (Constant multiple rule)
∫∫

R
k f (x, y) dA = k

∫∫
R

f (x, y) dA.

(iii) (Smaller integrand, smaller integral) If f (x, y) ≤ g(x, y) for all x, y in

R, then
∫∫

R
f (x, y) dA ≤

∫∫
R

g(x, y) dA.

(iv) (Splitting the domain) If R = R1 ∪ R2, where the domains R1 and

R2 overlap only at their edges, then
∫∫

R
f (x, y) dA =

∫∫
R1

f (x, y) dA +∫∫
R2

f (x, y) dA.

Theorem 1 is simple but surprisingly useful. We exploit it twice in the following example.
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We’ll explain why I1 = 6
shortly; note that R has area 6.

E X A M P L E 5 Consider the integrals I1 =
∫∫

R
x dA, I2 =

∫∫
R

(2 + 3x) dA, and

I3 =
∫∫

R

(
2 + sin(x2 + y2)

)
dA, where R is the rectangle [0, 2] × [0, 3] in the xy-plane.

Assuming that I1 = 6, � find I2. Find a reasonable estimate for I3.

S o l u t i o n Theorem 1 says that

I2 =
∫∫

R
(2 + 3x) dA

=
∫∫

R
2 dA +

∫∫
R

3x dA =
∫∫

R
2 dA + 3

∫∫
R

x dA (using Theorem 1)

= 2 × area of R + 3 × 6 = 30. (the first integrand is constant)

The integrand in I3 is too complicated to handle exactly, but we can bound the
integrand above and below: �

1 ≤ 2 + sin(x2 + y2) ≤ 3.

Now Theorem 1(iii) gives∫∫
R

1 dA ≤
∫∫

R

(
2 + sin(x2 + y2)

)
dA ≤

∫∫
R

3 dA.

The left- and right-hand integrands are constants, and so we have 6 ≤ I3 ≤ 18.

The sine never exceeds 1.

I n t e r p r e t i n g m u l t i p l e i n t e g r a l s
Integrals can be interpreted geometrically, physically, or in other ways. Following are
several possibilities; notice, especially, that the appropriate units for an integral depend on
the interpretation at hand.

Doub le in tegra ls and vo lume The simplest geometric interpretation of a single-variable
integral

∫ b
a f (x) dx is in terms of area: If f (x) ≥ 0, then

∫ b
a f (x) dx measures the area of

the region having vertical sides and bounded above by the curve y = f (x) and below by
the interval [a, b] in the x-axis. In a similar vein, if f (x, y) ≥ 0 for (x, y) in R, then the
double integral

∫∫
R f (x, y) dA measures the volume of the three-dimensional solid with

sides perpendicular to the xy-plane and bounded above by the surface z = f (x, y) and
below by the region R in the xy-plane. If the units of distance in x and y are centimeters,
then units of volume are cubic centimeters.

Doub le in tegra ls and area : a spec ia l case If R is a region in the xy-plane and g happens
to be the constant function g(x, y) = 1, then (as the preceding paragraph says) the integral∫∫

R 1 dA represents the volume of the solid S bounded below by R and having constant
height 1. Recall, however, that the volume of any such “cylindrical” solid S is the area of
the base times the height. Therefore, in this very special case, the volume of S and the area
of R happen to have the same numerical value. That is,∫∫

R
1 dA = area of R

for any plane region R. If the units of distance in x and y are centimeters, then units of
area are square centimeters.

Using known vo lumes and areas The geometric interpretations just given for double
integrals are often used to calculate unknown areas and volumes. Sometimes the reasoning
goes the other way: “known” volumes or areas are used to evaluate integrals.
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E X A M P L E 6 Find
∫∫

R
3 dA, where R is the region in the xy-plane between the line

y = x and the curve y = x2.

S o l u t i o n Combining the constant multiple rule and the area interpretation gives∫∫
R

3 dA = 3
∫∫

R
1 dA = 3 area of R.

The area of R is readily found by single-variable methods: �

area of R =
∫ 1

0

(
x − x2) dx = 1

6
,

from which we conclude that the
∫∫

R 3 dA = 1/2.

Sketch R to convince yourself.

We used this integral in
Example 5.

E X A M P L E 7 Evaluate
∫∫

R
x dA, where R is the rectangle [0, 2] × [0, 3], by

interpreting it geometrically. � .

S o l u t i o n The integral is the volume of a “block” of the general form shown in Figure 4:

h1
h2

a
b

The base is an a × b rectangle; the height
tapers linearly from h1 to h2.

F IGURE 4
A simple block

A close look shows that the block’s volume is a × b × (h1 + h2)/2—the base area times
the “average height.” �

For the integral in question the “block” has dimensions a = 3, b = 2, h1 = 0, and
h2 = 2, and so the volume—and hence the integral—has value 6.

Two such blocks could form a
brick with dimensions a, b,
and h1 + h2.

Tr ip le in tegra ls and vo lume There is no “room” in three-dimensional space even to plot
a function w = g(x, y, z)—four variables would be needed. For this reason, interpreting
triple integrals geometrically is usually difficult or impossible.

There is one important exception to this rule: For reasons similar to those for double
integrals and area, integrating the constant function g(x, y, z) = 1 over a solid region R in
xyz-space measures the volume of the region R. In symbols:∫∫∫

R
1 dV = volume of R.

If the units of distance in x , y, and z are centimeters, then units of volume are cubic
centimeters.

Dens i ty and mass Both double and triple integrals can often be interpreted physically,
in the language of density and mass. This view has the special advantage of making sense
for both double and triple integrals.
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For a double integral
∫∫

R f (x, y) dA, one thinks of the plane region R as a flat plate with
variable density; at any point (x, y), the value f (x, y) gives the density, which is measured
in appropriate units (such as grams per square centimeter). From this viewpoint, the double
integral

∫∫
R f (x, y) dA measures the total mass (in grams) of the plate R.

For a triple integral
∫∫∫

R g(x, y, z) dV, one imagines a solid region R with variable
density—at any point (x, y, z), the function value g(x, y, z) is the solid’s density, which is
measured in appropriate units (e.g., grams per cubic centimeter). From this viewpoint, the
triple integral

∫∫∫
R g(x, y, z) dV is the total mass (in grams) of the solid R.

Average va lue of a funct ion Let f (x, y) be a function defined on a plane region R, with
total area A(R). To form an approximating sum Sn for I = ∫∫

R f (x, y) dA, we chop R into
n small subregions Ri , each with area �Ai . Then we calculate the sum

Sn = f (P1)�A1 + f (P2)�A2 + · · · f (Pn)�An,

where the Pi are any convenient sampling points inside Ri . Thus, Sn can be thought of as
a weighted sum of n output values of f , with the inputs Pi scattered around R and each
output value “weighted” by the size of the subregion it represents. Therefore, the quotient
Sn/A(R) can reasonably be thought of as an approximate average value of f over R. Taking
this idea to the limit, and recalling that the area of R can also be calculated as an integral,
we obtain the definition. � An analogous definition

holds for the average value of
a one-variable function.

D E F I N I T I O N Let f (x, y) be defined on a region R, with area A(R). The average
value of f over R is the ratio ∫∫

R f (x, y) dA

A(R)
,

or, equivalently, ∫∫
R f (x, y) dA∫∫

R 1 dA
.

The same reasoning applies to functions of three variables. If g(x, y, z) is defined on a 3-D
region R, with volume V (R), then the average value of g over R is given by∫∫∫

R g(x, y, z) dV

V (R)
=

∫∫∫
R g(x, y, z) dV∫∫∫

R 1 dV
.

E X A M P L E 8 Discuss average values in relation to the integrals of Example 1 and
Example 4.

S o l u t i o n Example 1 concerns the function f (x, y) = x + y over the square region
R = [0, 4] × [0, 4], so A(R) = 16. We calculated several approximating sums for
I = ∫∫

R f (x, y) dA, with values ranging from 32 to 96. These approximations produce, in
turn, estimates for the average value of f over R ranging from 32/16 = 2 to 96/16 = 6.
Because the exact value of I is 64, the “correct” average value of f over R is 4.

Example 4 concerns the function g(x, y, z) = x + y + z and the region
R = [0, 2] × [0, 2] × [0, 2], which has volume 8. The (crude) approximating sum S8 = 12
leads, therefore, to the estimate 12/8 = 1.5 for the average value. In fact, the exact value
of I = ∫∫∫

R g dA can be shown to be 24; � this implies a true average value of 24/8 = 3
for g over R.

We show this in the next
section.
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G e n e r a l a d v i c e
Multivariable integrals can be interpreted in many ways, depending on the situation, but
is there any consistent theme?

One useful strategy for interpreting the information a given integral conveys is to
think first about approximating sums. If approximating sums for an integral estimate a
quantity, such as the mass of a solid object, then the integral measures the same quantity.
We illustrate this line of reasoning in the next example.

E X A M P L E 9 The audience at a public event (a night at the opera, say, or a rock
concert) may either be evenly spread through the available space, or it may be tightly
packed near the stage and less crowded farther away.

Of course, people are counted in whole numbers, not fractions, and so any effort to
model the situation with calculus can only be approximate. Despite this, calculus
methods can and do produce useful estimates.

Suppose that at a certain event the function f (x, y) describes the “crowd density,”
in people per square meter, at the point x meters east and y meters north of some point
on the stage, and let R = [0, 50] × [−15, 15]. What information does the integral
I = ∫∫

f (x, y) dA convey?

S o l u t i o n An approximating sum for the integral I has the form

f (P1) �A1 + f (P2) �A2 + · · · + f (Pn) �An.

Each summand is the product of a density (in people per unit area) and an area, and so
each summand approximates the number of people in a small area �Ai . Therefore, the
approximating sum estimates the total number of people in a rectangular region
extending 50 meters east, 15 meters north, and 15 meters south of the stage. The
integral, in turn, can also be interpreted as gauging the total number of people in the
region.

A word of caut ion With so many possible interpretations for integrals, a final warning
may be in order:

The integral is defined as a number, say 5—not as a geometric or physical quantity.

Although it is often useful and enlightening to interpret an integral in the language of
area, volume, mass, or some other quantity, these are only interpretations, not intrinsic
properties of an integral. In particular, there is nothing illogical about interpreting an
integral

∫∫
R f (x, y) dA = 5 today as the volume of a certain solid, tomorrow as the mass

of a plane region with variable density, the day after that in terms of average value, and
next week as a crowd estimate.

B A S I C E X E R C I S E S

1. Let I =
∫∫

R
sin(x) sin(y) dA, where R = [0, 1] × [0, 1].

(a) Compute the double midpoint sum Sn2 ≈ I with n = 3
(i.e., 9 subdivisions in all).

(b) Compute the double midpoint sum Sn2 ≈ I with n = 10
(i.e., 100 subdivisions in all) for I .

2. Let I =
∫∫∫

R
xyz dV, where R = [0, 4] × [0, 4] × [0, 4].

(a) Compute the triple midpoint sum Sn3 ≈ I with n = 2 (i.e.,
8 subdivisions in all) for I .

(b) Compute the triple midpoint sum Sn3 ≈ I with n = 4 (i.e.,
43 = 64 subdivisions in all).

3. Let I =
∫∫

R
f (x, y) dA, where R = [0, 4] × [0, 4].

(a) Use the contour map of f shown below to evaluate a
double midpoint sum Sn2 ≈ I with n = 4 (i.e., 16 subdi-
visions in all).
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2.

1.

3.

4.

5.

6.

7.

4

3

2

1

0
0 1 2 3 4

(b) Use the fact that f (x, y) = x + y to check your answer
to part (a).

(c) The double midpoint sum for I computed in part (a) is,
in fact, the exact value of the integral I . How does the
symmetry of the contour map show this?

4. Let I =
∫∫

R
f (x, y) dA, where R = [0, 4] × [0, 4].

(a) Use the contour map of f shown below to evaluate a
double midpoint sum Sn2 ≈ I , with n = 4 (i.e., 16 subdi-
visions in all).

16.

12.

8.

4.

24.

20.

28.
4

3

2

1

0
0 1 2 3 4

(b) Use the fact that f (x, y) = x2 + y2 to check your answer
to part (a).

(c) Does your answer to part (a) underestimate the true
value of I ? Justify your answer.

Exercises 5–7 are about the situation described in Example 9.

5. Suppose the event is a free concert, the hall is full, the area
in question is completely filled with seats, and each seat in
the hall occupies a rectangle 1 meter by 0.8 meters. Find a

formula for f (x, y) and calculate I =
∫∫

R
f (x, y) dA. What

does the answer mean in appropriate units?

6. Suppose the event is a rock concert in an open (seatless)
area and that the crowd density decreases linearly from
3 people per square meter at the “front” of the hall (where
x = 0) to 1 person per square meter at the “back” of the hall
(where x = 50). Find a formula for f (x, y); then estimate

I =
∫∫

R
f (x, y) dA using a midpoint sum with 25 subdivi-

sions (5 in each direction). What does the answer mean in
appropriate units?

7. Suppose the event is a sold-out opera and that the hall has
two classes of seats: high-priced seats in the “left half” of the
hall (where x ≤ 25) and low-priced seats in the “right” half
of the hall (where x ≥ 25). For their extra money, the higher-
paying customers get larger seats, occupying 1.2 square
meters; cheaper seats occupy only 0.8 square meters. Ex-
press the total number of people in the hall as the sum of
two integrals over different rectangular domains. What is
the total number of people?

8. (a) Let g(x, y) be the depth (in inches) of snow at the point
x miles east and y miles north of downtown Frostbite
Falls, Minnesota. Let R = [−50, 50] × [−50, 50] and sup-

pose that
∫∫

R
g(x, y) dA = 60,000. What does the inte-

gral measure? What are the units?
(b) Let g(x, y) and R be as in the preceding part. Evalu-

ate

∫∫
R

g(x, y) dA∫∫
R

1 dA
. What does the answer mean about

snow?

9. Suppose that the function f : R
2 → R has the values shown

in the following table.

x
y 1 2 3 4

4 9 10 11 12

3 7 8 9 10

2 5 6 7 8

1 3 4 5 6

(a) Use a midpoint approximating sum with four subdivi-

sions (two in each direction) to estimate
∫∫

R
f (x, y) d A,

where R = [1, 5] × [1, 5].
(b) Use a midpoint approximating sum with four subdivi-

sions (two in each direction) to estimate
∫∫

R
f (x, y) d A,

where R = [0, 4] × [0, 4].
(c) The sum of all 16 table entries is 120. Use this fact to

calculate an approximating sum with 16 subdivisions for

the integral
∫∫

R
f (x, y) d A, where R = [0, 4] × [0, 4]. At

which point in each subrectangle is f evaluated?
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(d) The sum of all 16 table entries is 120. Use this fact to
calculate a 16-term midpoint approximating sum for an

appropriate integral
∫∫

R
f (x, y) d A. (State the domain

R and the value of the approximation.)

10. Suppose that the function f : R
2 → R has the values shown

in the following table.

x
y 1.5 2.0 2.5 3.0

3.0 4 6 9 6

2.5 6 9 7 5

2.0 4 8 6 4

1.5 3 5 5 7

(a) Use a midpoint approximating sum with four subdivi-

sions (two in each direction) to estimate
∫∫

R
f (x, y) d A,

where R = [1, 3] × [1, 3].
(b) The sum of all 16 table entries is 94. Use this fact to

calculate an approximating sum with 16 subdivisions for

the integral
∫∫

R
f (x, y) d A, where R = [1, 3] × [1, 3]. At

which point in each subrectangle is f evaluated?
(c) Use a midpoint approximating sum to estimate∫∫

R
f (x, y) d A, where R = [2, 3] × [1, 3]. (Use as many

table entries as possible.)
(d) The sum of all 16 table entries is 94. Use this fact to

calculate a 16-term midpoint approximating sum for an

appropriate integral
∫∫

R
f (x, y) d A. (State the domain

R and the value of the approximation.)

11. The figure below shows values of a function f (x, y) at
the midpoint of each of nine subdivisions of the rectan-
gle R = [0, 3] × [0, 3]. Use the data to estimate the integral

I =
∫∫

R
f (x, y) dA and the average value of f on R.

11 1210

6 75

3 42

3

2

1

1 2 3

y

x

12. The figure below shows values of a function g(x, y) at the
midpoints of each of several (unequal) subdivisions of the

rectangle R = [0, 3] × [0, 3]. Use the data to estimate the in-

tegral I =
∫∫

R
g(x, y) dA and the average value of g on R.

1510

12

11 138

3

2

1

1 2 3

y

x

13. The figure below shows values of a function h(x, y) at the
midpoints of each of several (unequal) subdivisions of the
rectangle R = [0, 3] × [0, 3]. Use the data to estimate the in-

tegral I =
∫∫

R
h(x, y) dA and the average value of h on R.

6

3

4 5

1 2

3

2

1

1 2 3

y

x

14. The figure below shows values of a function k(x, y) at points
inside several (nonrectangular) subdivisions of the rectan-
gle R = [0, 3] × [0, 3]. Use the data to estimate the integral

I =
∫∫

R
k(x, y) dA and the average value of k on R.

1

6

3

3

24

5 5

3

2

1

1 2 3

y

x
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In Exercises 15–18, use geometry to evaluate
∫∫

R
1 dA, where R is

the region of the xy-plane enclosed by

15. the rectangle with vertices at (−1, −2), (−1, 1), (3, 1), and
(3, −2).

16. the triangle with vertices at (−2, 0), (4, 0), and (1, 3).

17. the polygon with vertices at (1, −1), (3, 1), (5, −1), and
(3, −3).

18. the circle x2 + y2 = 1.

In Exercises 19–22, use geometry to evaluate
∫∫∫

R
1 dV, where

19. R = [−2, 1] × [3, 6] × [−4, 5].

20. R is the region inside the cylinder x2 + y2 = 4 between z = −3
and z = 5.

21. R is the region inside the sphere x2 + y2 + z2 = 4.

22. R is the region where 0 ≤
√

x2 + y2 ≤ z ≤ 4.

23. Let R denote the region of the xy-plane enclosed by
the circle x2 + y2 = 1. Use geometry to explain why∫∫

R

√
1 − x2 − y2 dA = 2π/3. [HINT: x2 + y2 + z2 = 1 is the

equation of a sphere in xyz-space.]

24. Let R denote the region of the xy-plane enclosed
by the circle x2 + y2 = 9. Use geometry to evaluate∫∫

R

(
3 −

√
x2 + y2

)
dA.

F U R T H E R E X E R C I S E S

25. Let I =
∫∫

f (x, y) dA, where f (x, y) = x2 + y and R =
[0, 1] × [0, 2].
(a) Estimate I by calculating a Riemann sum using four sub-

rectangles and the value of f at the lower left corner of
each subrectangle.

(b) How does the estimate in part (a) compare with the exact
value of I ? Justify your answer.

26. Let I =
∫∫

f (x, y) dA, where f (x, y) = x + y2 and R =
[0, 3] × [0, 6].
(a) Estimate I by calculating a Riemann sum using nine sub-

rectangles and the value of f at the upper right corner
of each subrectangle.

(b) How does the estimate in part (a) compare with the exact
value of I ? Justify your answer.

27. Let I =
∫∫

(x2 + y) dA, where R = [0, 1] × [0, 2].

(a) Expain why I ≥ 0.
(b) Expain why I ≤ 6.
(c) Estimate I by calculating a double midpoint sum with

four subdivisions (two in each direction).

28. Explain why 4 ≤
∫∫

R
ex2+y2

dA ≤ 30, where R = [−1, 1] ×
[−1, 1].

29. Let R = [1, 2] × [3, 4]. Explain why
∫∫

R
(x2 + y2) dA ≤∫∫

R
(x3 + y3) dA.

30. Let R = [0, 1] × [0, 1]. Is it true that
∫∫

R
(x2 + y2) dA ≤∫∫

R
(x3 + y3) dA? Justify your answer.

31. Let I =
∫∫

R
xy2 dA. Give an example of a rectangular region

R for which I < 0.

32. Let I =
∫∫

R
f (x, y) dA, where R = [−2, 2] × [−2, 2]. Give an

example of a nonconstant function f for which I < 0.

In Exercises 33–36, explain why the value of the double integral is
zero. [HINT: Exploit the symmetry of the region of integration.]

33.
∫∫

R
(2x − y) dA, where R is the disk of radius 3 centered at

the origin.

34.
∫∫

R
x3 cos y dA, where R = [−1, 1] × [−1, 1].

35.
∫∫

R
sin(xy) dA, where R is the triangle with vertices at

(−1, 0), (1, 0), and (0, 1).

36.
∫∫

R
e−x y dA, where R is the triangle with vertices at (0, 2),

(0, −2), and (2, 0).

37. Evaluate
∫∫

R

(
2 + (y − x)3) dA, where R is the triangle with

vertices at (0, 1), (1, 0), and (1, 1).

38. Evaluate
∫∫

R

(
1 + sin(x + y)

)
dA, where R is the region with

vertices at (0, 1), (1, 0), (0, −1), and (−1, 0).

In Exercises 39–44, R1 = [0, 4] × [0, 4] , R2 = [1, 3] × [2, 3] , and
R3 is the region inside R1 and outside R2.

39. Evaluate
∫∫

R1

1 dA.

40. Evaluate
∫∫

R3

1 dA.

41. Evaluate
∫∫

R1

(5 − x) dA.

42. Evaluate
∫∫

R2

(1 + 2y) dA.

43. Suppose that
∫∫

R3

f (x, y) dA = 42 and
∫∫

R2

f (x, y) dA = 27.

Evaluate
∫∫

R1

f (x, y) dA.

44. Suppose that
∫∫

R3

f (x, y) dA = 42 and
∫∫

R1

f (x, y) dA = 27.

Evaluate
∫∫

R2

f (x, y) dA.

In Exercises 45–48, R1 is the disk of radius 5 with center at the ori-
gin, R2 is the polygon with vertices at (−1, 3), (−3, 1), (−1, −1),
and (1, 1), and R3 is the region inside R1 and outside R2.

45. Suppose that the average value of the function f over the

region R1 is 13. Evaluate
∫∫

R1

f (x, y) dA.
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46. Suppose that the average value of the function g over the
region R2 is 13. Evaluate

∫∫
R2

g(x, y) dA.

47. Suppose that the average value of the function h over the
region R3 is 13. Evaluate

∫∫
R3

h(x, y) dA.

48. Suppose that the average value of the function f over the
region R1 is 13 and that the average value of f over
the region R2 is 7. Find the average value of f over the
region R3.

49. Let R1 denote the region [0, 5] × [−4, 4], R2 the region
[0, 5] × [0, 4], and R3 the region [−5, 0] × [−4, 0]. Suppose

that
∫∫

R2

f (x, y) dA = 10, that
∫∫

R3

f (x, y) dA = 24, and that

f (x, y) = − f (−x, y). Evaluate
∫∫

R1

f (x, y) dA.

50. Explain why
∣∣∣∫∫

R
f (x, y) dA

∣∣∣ ≤
∫∫

R

∣∣ f (x, y)
∣∣ dA.

14.214.214.2 C A L C U L A T I N G I N T E G R A L S B Y I T E R A T I O N

The previous section was about defining multivariable integrals as limits of approximating
sums. This section is about calculating multivariable integrals, using antidifferentiation.
Approximating sums are conceptually simple and (with technology) easy to calculate. But
approximating sums are only approximate; to evaluate integrals exactly, we would like an
appropriate version of the single-variable antiderivative method � suitably modified forIt works thanks to the

fundamental theorem of
calculus.

multivariable use.

I t e r a t i o n : h o w i t w o r k s
The key idea is to integrate a multivariable function one variable at a time, treating other
variables as constants. The process is called iterated integration. � To start, here is anIn math-speak, “iterate”

means “repeat.” example to show how it works; we will see why it works in a moment.

Let’s put it to rest at last.

Attaching variable names to
the limits of integration is
optional, but doing so can
help remind us which
variable is involved.

E X A M P L E 1 Let f (x, y) = x + y and R = [0, 4] × [0, 4]. Find
∫∫

R
f (x, y) dA by

iterated integration. (We discussed this integral—repeatedly—in the preceding
section.) �

S o l u t i o n We integrate first in x , treating y as a constant. � Because both x and y
range from 0 to 4, these numbers appear repeatedly as limits of integration:

∫∫
R

f (x, y) dA =
∫ y=4

y=0

(∫ x=4

x=0
(x + y) dx

)
dy

=
∫ y=4

y=0

(
x2

2
+ xy

]x=4

x=0

)
dy (antidifferentiating in x)

=
∫ y=4

y=0
(8 + 4y) dy (plugging in endpoints)

= 8y + 2y2
]y=4

y=0
= 64.

Observe some features of the calculation:
� Work from inside out Iterated integrals are calculated from the inside out. In the

preceding calculation, the “inner” integral—done first—involves x ; the “outer”
integral involves y. Observe also the nested parentheses in the Maple command
below.
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� A familiar answer The final answer, 64, is familiar—we estimated it repeatedly in
the preceding section.

� The answer as volume The answer means that the solid having straight vertical
walls and bounded below by R = [0, 4] × [0, 4] and above by the plane z = x + y has
a volume of 64 cubic units. Figure 1 shows the solid:

8

6

4

4

2

2
2

x
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50
1

1
0

3 y

F IGURE 1
A solid bounded above by z = x + y

� Checking answers with technology Is the answer 64 geometrically reasonable? Is
it symbolically correct? Technology (such as Maple and Mathematica) can help with
both questions. Figure 1 shows that the answer 64 is reasonable. As a further check,
here is Maple’s version of the symbolic calculation above:

> int( int( x+y, x=0..4), y=0..4 );

64

� Either order works There is nothing sacred about integrating first in x and then in
y. For well-behaved functions we can integrate in either order—and both orders give
the same answer. (We will return to this question below.)

Nested integra l notat ion As the preceding calculation suggests, double and triple inte-
grals are usually calculated by integrating in one variable at a time. For this reason, such
integrals are often written in “nested” form with the limits of integration indicating the
domain of integration. If, say, the domain R is a rectangle [a, b] × [c, d], we will often
write

∫ b

a

∫ d

c
f (x, y) dy dx or

∫ d

c

∫ b

a
f (x, y) dx dy, not

∫∫
R

f (x, y) dA.

Notice especially the difference between the first two forms. Working “from inside
out” means that in the first form we integrate first in y and then in x ; in the second form
we reverse the order of integration. �

We’ll see soon that both
orders give the same result!
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For a triple integral
∫∫∫

R g(x, y, z) dV over a parallelepiped R = [a, b] × [c, d] × [e, f ]
in xyz-space we might write, say,∫ b

a

∫ d

c

∫ f

e
g(x, y, z) dz dy dx or

∫ d

c

∫ f

e

∫ b

a
g(x, y, z) dx dz dy,

using whichever order of integration is more convenient.

Cross-sec t iona l area : an intermed iate funct ion The inner integral in Example 1 was
calculated with respect to x with y treated as constant. The result was an intermediate
function, g, of y alone; the formula is

g(y) =
∫ 4

0
(x + y) dx = 8 + 4y.

We integrated g(y) with respect to y to get the final answer.
The function g has a nice geometric meaning: For any fixed y0 in [0, 4], g(y0) is the

area under the curve z = f (x, y0) and above the xy-plane. In other words, g(y) is the area
of the cross section of the solid obtained by slicing with the plane y = y0. Figure 2 shows
the picture for y0 = 2:
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F IGURE 2
A cross section with the plane y = 2

Since g(y) = 8 + 4y, we get g(2) = 16; this is the area of the part of the plane inside the
solid. As y runs from y = 0 to y = 4, g(y) measures the area “swept out” by planes parallel
to the one shown. �This area increases with y, as

Figure 2 shows. In fact, the notion of a cross-sectional area function is not a new idea. We took the
same approach in single-variable calculus when calculating volumes of simple solids by
ordinary integration. Back then we put it like this:

F A C T Suppose that a solid lies with its base on the xy-plane, between the
vertical planes x = a and x = b. For all x in [a, b], let A(x) denote the area
of the cross section at x , perpendicular to the x-axis. If A(x) is a continuous
function, then

volume =
∫ b

a
A(x) dx .



14.2 Calculating Integrals by Iteration 793

W h y t h e m e t h o d w o r k s
Why does the iteration method—integrate in one variable and then the other—work? The
preceding Fact offers some geometric insight—at least for integrals that can be thought of
as measuring volumes.

But not every integral can or should be thought of in this way. A better reason why
iteration works—a reason that makes sense in any dimension—is based on approximating
sums. We will describe the idea in two dimensions, but everything transfers readily to three
(and higher) dimensions. The main idea is that an approximating sum for a double integral
can be grouped either along “rows” or along “columns.” We explain first with an example
and then give a more general argument.

Check each easy step.

Table entries and column
sums are rounded for brevity.

E X A M P L E 2 Let f (x, y) = 2 − x2 y, R = [0, 1] × [0, 1] and I = ∫∫
R f (x, y) dA. Find the

exact value of I by iterated integration. Then estimate I using a midpoint-rule
approximating sum S100 with 100 equal subdivisions (10 in each direction).

S o l u t i o n Figure 3 shows the solid whose volume is given by I :
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F IGURE 3
The solid under z = 2 − x2 y over [0, 1] × [0, 1]

It is easy to calculate I exactly, by iteration. This time we integrate first in y: �

I =
∫ y=1

x=0

(∫ y=1

y=0
(2 − x2 y) dy

)
dx (the inner integral involves y)

=
∫ x=1

x=0

(
2y − x2 y2

2

]y=1

y=0

)
dx (by the fundamental theorem)

=
∫ 1

0

(
2 − x2

2

)
dx = 11

6
.

Finding the sum S100 takes a little more work. First we tabulate values of f at the
midpoints of all 100 subrectangles of [0, 1] × [0, 1]. For later use, column sums are at the
bottom: �
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Sample values of f (x, y) = 2 − x2 y

y
x 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

0.95 2.00 1.98 1.94 1.88 1.81 1.71 1.60 1.47 1.31 1.14

0.85 2.00 1.98 1.95 1.90 1.83 1.74 1.64 1.52 1.39 1.23

0.75 2.00 1.98 1.95 1.91 1.85 1.77 1.68 1.58 1.46 1.32

0.65 2.00 1.99 1.96 1.92 1.87 1.80 1.73 1.63 1.53 1.41

0.55 2.00 1.99 1.97 1.93 1.89 1.83 1.77 1.69 1.60 1.50

0.45 2.00 1.99 1.97 1.94 1.91 1.86 1.81 1.75 1.68 1.59

0.35 2.00 1.99 1.98 1.96 1.93 1.89 1.85 1.80 1.75 1.68

0.25 2.00 1.99 1.98 1.97 1.95 1.92 1.89 1.86 1.82 1.77

0.15 2.00 2.00 1.99 1.98 1.97 1.95 1.94 1.92 1.89 1.87

0.05 2.00 2.00 2.00 1.99 1.99 1.98 1.98 1.97 1.96 1.95

sum 20.0 19.9 19.7 19.3 19.0 18.4 17.9 17.2 16.3 15.4

Because each subrectangle has area 1/100, the sum S100 can be found by adding all
100 function values and multiplying by 1/100. � The result turns out to be 1.83—not
far from the exact answer, 11/6 ≈ 1.8333.

Now consider any column in the table. The last column, for instance, contains
numbers of the form f (0.95, y) for ten equally spaced values of y, and �y = 0.1.
Therefore, the column sum multiplied by 0.1 (the answer is 1.54) is a Riemann sum for
the integral

∫ 1
0 f (0.95, y) dy. We can calculate this last integral directly using the

symbolic rule for f . We get∫ 1

0
f (0.95, y) dy =

∫ 1

0
(2 − 0.952 y) dy = 1.54875,

which is not far from the Riemann sum. Tabulating results for the other columns shows
the same pattern. The Riemann sum associated to each column closely approximates
the corresponding y-integral: �

Column sums and y-integrals

x 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

column sum 20.0 19.9 19.7 19.3 19.0 18.4 17.9 17.2 16.3 15.4∫ 1
0 f (x, y) dy 2.00 1.99 1.97 1.94 1.90 1.85 1.79 1.72 1.64 1.55

The calculations are tedious, but the moral is clear: Whether adding up approximating
sums or calculating integrals, we can work one variable at a time.

Here, therefore, the
approximating sum is the
average of all 100 table
entries.

Integrals are rounded to two
decimals.

A genera l argument Let’s summarize the ideas of Example 2 to convince ourselves that
the integral I = ∫∫

R f (x, y) dA can reasonably be calculated by iteration. To do so, sup-
pose we are given a rectangle R = [a, b] × [c, d] in the xy-plane, and a function f defined
on R.

To begin we write an approximating sum for I . First we subdivide both [a, b] and [c, d]
into n equal subintervals with respective lengths �x = (b − a)/n and �y = (d − c)/n. This
produces a grid of n2 subrectangles Ri j , where 1 ≤ i, j ≤ n; each rectangle has area �x �y.
Let (xi , y j ) be the midpoint of the (i, j)th rectangle; these midpoints will serve as sampling
points for an approximating sum Sn2 for I . Figure 4 shows the idea:
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d

y

c

a b
x

(x2, y1)

(x4, y5)

F IGURE 4
Sampling points for an approximating sum

With all ingredients in place we can write out the approximating sum: � There are n2 summands in all.

Sn2 =
n∑

i, j=1

f (xi , y j ) �x �y (both i and j run from 1 to n)

= f (x1, y1) �x �y + · · · + f (xn, yn) �x �y.

We can group and add the summands in any order or pattern we like. Here is one convenient
pattern: � It’s OK to factor �y out of

each row because �y is
common to all summands.Sn2 = ( f (x1, y1)�x + f (x2, y1)�x + · · · + f (xn, y1)�x ) �y

+ ( f (x1, y2)�x + f (x2, y2)�x + · · · + f (xn, y2)�x ) �y

+ · · ·
+ ( f (x1, y j )�x + f (x2, y j )�x + · · · + f (xn, y j )�x ) �y

+ · · ·
+ ( f (x1, yn)�x + f (x2, yn)�x + · · · + f (xn, yn)�x ) �y.

Here is the first of two key points:

The sum inside parentheses on each line above is a Riemann sum with n
subdivisions for a single-variable integral in x .

Specifically, the sum on the first line is a Riemann sum for the integral
∫ b

a f (x, y1) dx ; the
sum on the second line approximates

∫ b
a f (x, y2) dx , and so on. Now, if n is large, then all

of these sums are close to the integrals they approximate. Thus, for large n we have

Sn2 ≈
(∫ b

a
f (x, y1) dx

)
�y +

(∫ b

a
f (x, y2) dx

)
�y + · · · +

(∫ b

a
f (x, yn) dx

)
�y.

Here is the second key observation:

The sum on the right above is a Riemann sum with n subdivisions for the integral∫ d
c g(y) dy, where g(y) = ∫ b

a f (x, y) dx and g(y) is sampled at the n points y1, y2,
. . . , yn .
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For large n, this sum, too, is near the integral it approximates. � In other words,This should sound
reasonable, and it is indeed
true for continuous
integrands. But a rigorous
proof depends on technical
properties of the integrand
function.

Sn2 ≈
n∑

j=1

g(y) �y ≈
∫ d

c
g(y) dy =

∫ d

c

(∫ b

a
f (x, y) dx

)
dy.

The desired conclusion is now in sight: For large n,

I ≈ Sn2 ≈
∫ d

c

(∫ b

a
f (x, y) dx

)
dy.

We conclude that we can, indeed, evaluate a double integral I over a rectangle R by
integrating first in x and then in y. Nor does the order matter—we could just as well have
reversed the roles of x and y throughout the argument above.

I t e r a t e d i n t e g r a l s i n t h r e e v a r i a b l e s
Iteration works for a triple integral defined on a rectangular parallelepiped in xyz-space
in essentially the same way as just seen in two dimensions.

E X A M P L E 3 Let f (x, y, z) = x + y + z, R = [0, 2] × [0, 2] × [0, 2], and
I = ∫∫∫

R f (x, y, z) dV. Calculate I exactly, by iteration. (Compare Example 4, page 782,
where we calculated a crude approximating sum for I .) What does the answer mean?

S o l u t i o n We integrate in each of the three variables in turn: �∫∫∫
R

f (x, y, z) dV =
∫ 2

0

(∫ 2

0

(∫ 2

0
(x + y + z) dx

)
dy

)
dz (nesting parentheses)

=
∫ 2

0

(∫ 2

0

(
x2

2
+ xy + xz

]2

0

)
dy

)
dz (antidifferentiate in x)

=
∫ 2

0

(∫ 2

0
(2 + 2y + 2z) dy

)
dz (plug in endpoints)

=
∫ 2

0

(
2y + y2 + 2yz

]2
0

)
dz (antidifferentiate in y)

=
∫ 2

0
(8 + 4z) dz (an ordinary integral, in z)

= 24.

What the answer means depends on our point of view. If we think of the integrand
f (x, y, z) as the density (in, say, grams per cubic centimeter) of the solid R at the point
(x, y, z), then the integral tells the mass of the solid (in grams). If, instead, we think in
terms of average value over a cube with volume 8, then the answer means that
f (x, y, z) has average value 24/8 = 3 on the cube. �

Check each step.

Here the average value
happens to be f (1, 1, 1), the
value of f at the “center” of
the cube.

B A S I C E X E R C I S E S

In Exercises 1–20, use iterated integration to evaluate the
integral.

1.
∫∫

R
sin(x) sin(y) dA; R = [0, π/2] × [0, π/2].

2.
∫∫

R
sin(x + y) dA; R = [−π/2, π/2] × [0, π ].

3.
∫∫

R
(x2 + y2) dA; R = [0, 4] × [0, 4].

4.
∫∫

R
(3x2 y + 4xy2) dA; R = [−1, 1] × [−2, 3].

5.
∫∫

R

√
x + y + 1 dA; R = [0, 1] × [0, 1].

6.
∫∫

R
cos(x + y) dA; R = [0, π/2] × [0, π/2].



14.3 Integrals Over Nonrectangular Regions 797

7.
∫∫

R

1
x + y

dA; R = [1, 2] × [2, 3].

8.
∫∫

R

x

1 + y
dA; R = [0, 1] × [0, 1].

9.
∫∫

R
ex+2y dA; R = [1, 2] × [2, 3].

10.
∫∫

R
xexy dA; R = [0, 1] × [0, 1].

11.
∫∫

R
(1 + 2x + 3y)4 dA; R = [−1, 1] × [0, 1].

12.
∫∫

R

1
(1 + x + y)2

dA; R = [0, 1] × [0, 2].

13.
∫∫

R
y sin(xy) dA; R = [0, 1] × [0, π ].

14.
∫∫

R

1
xy

dA; R = [1, 10] × [10, 100].

15.
∫∫∫

R
x dV; V = [0, 1] × [0, 2] × [0, 3].

16.
∫∫∫

R
y dV; V = [0, 1] × [0, 2] × [0, 3].

17.
∫∫∫

R
xyz dV; R = [0, 3] × [0, 2] × [0, 1].

18.
∫∫∫

R
(xy + yz) dV; R = [1, 2] × [2, 3] × [3, 4].

19.
∫∫∫

R
(x2 y + yz) dV; R = [0, 1] × [2, 4] × [1, 3].

20.
∫∫∫

R
xyey + z dV; R = [0, 2] × [0, 1] × [0, 3].

F U R T H E R E X E R C I S E S

In Exercises 21–26, R = [a, b] × [c, d], and f (x) and g(y) are

functions such that
∫ b

a
f (x) dx = 29 and

∫ d

c
g(y) dy = 37. Use this

information to evaluate each integral.

21.
∫∫

R
f (x)g(y) dA

22.
∫∫

R

(
f (x) + g(y)

)
dA

23.
∫∫

R

(
y f (x) + xg(y)

)
dA

24.
∫∫

R

(
x + g(y)

)
dA

25.
∫∫∫

T

(
f (x) − g(y)

)
dV, where T = [a, b] × [c, d] × [−1, 2].

26.
∫∫∫

T

(
1 + f (x)g(y)

)
dV, where T = [a, b] × [c, d] × [−3, 2].

27. Give a geometric interpretation of
∫ 4

1
f (x, y) dx .

28. Suppose that a and b are real numbers such that a < b. Give
a geometric interpretation of

∫ b

a
f (x, y) dy.

29. Let R = [a, b] × [c, d] and suppose that f (x, y) = g(x)h(y).
Use the Riemann sum definition of the integral to explain
why

∫∫
R

f (x, y) dA =
(∫ b

a
g(x) dx

)
·
(∫ d

c
(y) dy

)
.

14.314.314.3 I N T E G R A L S O V E R N O N R E C T A N G U L A R R E G I O N S

We have seen in preceding sections how to define and calculate integrals of the form
I = ∫∫

R f (x, y) dA, where f (x, y) is a well-behaved function of two variables and R =
[a, b] × [c, d] is a rectangle. In this case we can calculate I by integrating first in one
variable and then in the other—either order of integration will do: � We’ll usually omit

parentheses in iterated
integrals; note that they are
evaluated “from inside out.”

I =
∫∫

R
f (x, y) dA =

∫ b

a

(∫ d

c
f (x, y) dy

)
dx =

∫ d

c

(∫ b

a
f (x, y) dx

)
dy.

(Similar formulas hold for triple integrals
∫∫∫

R f (x, y, z) dV, where R is a three-
dimensional, rectangular solid domain.)

Integrals over rectangular domains are relatively easy to evaluate. In practice, however,
we often want to integrate functions over nonrectangular plane domains bounded by curves
rather than by straight lines.

As we will see, many integrals over nonrectangular domains can be calculated by
iteration—first with respect to one variable and then with respect to the other—much as
for integrals over rectangular domains. But some extra care and “setup” is needed.

W h y n o n r e c t a n g u l a r d o m a i n s m a t t e r : E x a m p l e s
Integrals over nonrectangular domains arise naturally and often. In Section 14.1, for exam-
ple, we described several applications and interpretations of multiple integrals: Volume,
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area, mass, average value, and even crowd sizes can all be calculated or estimated using in-
tegrals over appropriate function domains. In practice, of course, the domains in question
need not be rectangular. � We illustrate uses of integrals over nonrectangular domainsThe real value of calculus lies

in its ability to handle a wide
variety of functions and
domains.

with two types of examples.

E X A M P L E 1 Imagine the region shown in Figure 1 as a thin, flat plate cut from
cardboard or some other stiff material of constant thickness. The top edges are straight
lines, and the bottom curve is the parabola y = x2. Where is the region’s center of
mass—the point at which the cutout would balance on the point of a pin?�

2

1.5

0.5

1

−1 −0.5 0.5 10

The lower edge is a parabola; the upper edges are
the lines y = 2 + x and y = 2 − x.

F IGURE 1
A simple plane lamina

S o l u t i o n It is clear from the region’s left–right symmetry that the center of mass lies
somewhere along the y-axis. But at what y-value? At the “midpoint,” y = 1? Or is the
value somewhere below y = 1 because more of the region lies below than above y = 1?
We will answer these questions later in this section, using integrals. �

If the lamina were hung from
a thread fastened at the center
of mass, the lamina would
hang horizontally.

But guess an answer now.

Center of mass : the s imp lest case A thin plate like the one in Figure 1 is called a plane
lamina in mathematical jargon; the adjective “plane” applies because, for present purposes,
the figure is essentially two-dimensional. � If the plate is cut from a homogeneous material,In effect, we ignore the

(small) thickness dimension. such as cardboard or plastic of constant thickness and density, then the center of mass
depends only on the geometry of the lamina. In this simplest case, the center of mass of a
region R in the xy-plane is defined as the point (x̄, ȳ), where

x̄ =
∫∫

R x dA∫∫
R 1 dA

; ȳ =
∫∫

R y dA∫∫
R 1 dA

. (1)

(Note that x̄ and ȳ are simply the average values of x and y over the region R.) These equa-
tions determine the “balance point” described in Example 1. � We will use these equationsThe reasons for this physical

property are physical, not
mathematical.

to find the desired balance point exactly—once we know how to calculate integrals over
nonrectangular regions.

We can avoid integration, admittedly, in a few very special, highly symmetric cases.
For a postcard or a compact disk, for instance, it seems obvious (and it is true) that the
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center of mass is also the geometric center. But finding centers of mass in most other cases
requires integration—usually over nonrectangular domains.

Center of mass : more genera l cases In this section we consider only the simple plane
laminas described just above. We remark here, however, that an important variant of the
same problem concerns plane laminas whose density varies from place to place in the
region R. This occurs if, for instance, the lamina has variable thickness or is made, say,
partly from gold and partly from lead. This view is also useful in modeling other situations
such as the (uneven) distribution of population across a country. In this case the center of
mass is defined much as in Equations 1:

x̄ =
∫∫

R x ρ(x, y) dA∫∫
R ρ(x, y) dA

; ȳ =
∫∫

R y ρ(x, y) dA∫∫
R ρ(x, y) dA

, (2)

where ρ(x, y) is the density, in appropriate units, at the point (x, y). � (The Greek letter ρ A typical unit of density is
grams per square centimeteris pronounced “row.”) If ρ(x, y) is not too complicated, then the integrals in Equations 2

are not much harder to calculate than those in Equations 1.

I t e r a t e d i n t e g r a t i o n o v e r n o n r e c t a n g u l a r d o m a i n s
In the real-world setting of Example 5, we had no explicit formula either for the rainfall
function or for the curve that defines the island’s boundary. In more “mathematical”
settings, like that of Example 1, the ingredients of an integral

∫∫
R f (x, y) dA are indeed

given symbolically—both the integrand f and the domain R are described by formulas or
equations in x and y. Formulas for functions are old, familiar friends; the live question is
to describe the domain R symbolically—and to use that description to calculate integrals
exactly.

What types of domains? Domains in the xy-plane may have extremely complicated
shapes, as a look at any world atlas will attest. � For many purposes, however, it is enough Imagine an integral over, say,

the fjord-fringed nation of
Norway.

to consider nonrectangular domains of two main types:

� bounded above and below by curves and on the left and right by straight lines;
� bounded on the left and right by curves and on the top and bottom by straight lines.

Figure 2 shows examples of both kinds.

y = d

y = c

x = bx = a

x = f(y)

y = f(x)

y = g(x)

x = g(y)

yy

x x

F IGURE 2
Two basic regions for integration
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I te rated integra ls over bas i c reg ions Integrals over regions like those just described
can be calculated by iteration in much the same way as for integrals over rectangles. We
illustrate with examples.

E X A M P L E 2 Find I = ∫∫
R(2 − x) dA, where R is the triangular plane region between

the curves y = 0 and y = x , and x = 1.

S o l u t i o n The integral gives the volume of the solid in Figure 3(a); Figure 3(b) shows
the domain of integration:
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x � 0

y � x

x � 1

y � 0
x

1

1

(a) The solid (b) The domain

F IGURE 3
Integration over a nonrectangular domain

The domain R is basic in the sense just described: It is bounded by vertical lines x = 0
and x = 1 on the left and right and by the curves y = 0 and y = x on the bottom and top.
As with integrals over rectangles, we can integrate this one by iteration. The outer
integral in x runs from x = 0 to x = 1. The upper and lower limits of the inner integral,
however, depend on x : For a given x , the variable y runs from from y = 0 to y = x .
Observe how the limits of integration in the following calculation describe R:

I =
∫∫

R
(2 − x) dA =

∫ x=1

x=0

∫ y=x

y=0
(2 − x) dy dx

=
∫ x=1

x=0

(
2y − xy

]y=x

y=0

)
dx =

∫ x=1

x=0

(
2x − x2) dx = 2

3
.

Notice the main new feature of this calculation: The inner integral has variable limits of
integration, signifying that the domain of integration has varying vertical “heights” that
depend on x .

Chang ing the order of in tegrat ion We said in Section 14.2 that, in calculating integrals
over rectangles, we could integrate either first in x or first in y. The same property holds
for integrals over nonrectangular domains—although, as determined by the shape of the
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domain, one order of integration may be easier or more convenient than the other. For
regions bounded by a few lines or familiar curves, either order of integration is often
equally feasible. We illustrate the process by redoing Example 2.

E X A M P L E 3 Calculate—again—the integral I = ∫∫
R(2 − x) dA of Example 2, but now

integrate first in x and then in y.

S o l u t i o n This time we think of R as bounded below and above by the horizontal lines
y = 0 and y = 1. For given y between 0 and 1, the region R begins at the left boundary
line x = y and ends at the right boundary line x = 1. These formulas lead to the
following integral:

I =
∫∫

R
(2 − x) dA =

∫ y=1

y=0

∫ x=1

x=y
(2 − x) dx dy

=
∫ y=1

y=0

(
2x − x2

2

]x=1

x=y

)
dy

=
∫ y=1

y=0

(
3
2

− 2y + y2

2

)
dy = 2

3
,

which is the answer we found above in Example 2.

Not a lways so s imp le Matters are not always as simple as Example 3 might suggest. As
determined by the domain of integration, the integrand, or both, one order of integration
may permit much easier calculations than another. � The exercises give some

examples.Three-dimensional domains of integration can also be more challenging—both to
visualize and to describe symbolically. We will return to three-dimensional integrals and
develop some additional techniques for handling them, later in this chapter.

Genera l formulas Example 2 illustrates how to integrate by iteration over any region R
of either type illustrated in Figure 2. If h(x, y) is any function defined on such a region,
then the integral

∫∫
R h(x, y) dA can be written in one of the following forms:

∫ x=b

x=a

∫ y=g(x)

y= f (x)
h(x, y) dy dx ;

∫ y=d

y=c

∫ x=g(y)

x= f (y)
h(x, y) dx dy.

The challenging part of evaluating such integrals is often in the setup, not the calculation
itself. � If technology is available, the

calculation may be
completely trivial.Beyond the bas i cs : more genera l reg ions Not every domain of interest has either of the

basic shapes in Figure 2. The plane lamina in Figure 1, for example, has one curve on the
bottom but two straight lines (with equations y = 2 + x and y = 2 − x) on top. This small
difficulty is easy to get around. The left and right halves of the lamina (we will call them
R1 and R2, respectively) are basic in the sense at hand; we just integrate over each half
separately and add the results.

E X A M P L E 4 Use the tools just developed to find the center of mass of the lamina in
Example 1.

S o l u t i o n Note that R1 and R2 correspond, respectively, to the x-intervals [−1, 0] and
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[0, 1]. Hence, the needed integrals are set up as follows:∫∫
R

y dA =
∫∫

R1

y dA +
∫∫

R2

y dA

=
∫ x=0

x=−1

∫ y=2+x

y=x2
y dy dx +

∫ x=1

x=0

∫ y=2−x

y=x2
y dy dx ;

∫∫
R

1 dA =
∫ x=0

x=−1

∫ y=2+x

y=x2
1 dy dx +

∫ x=1

x=0

∫ y=2−x

y=x2
1 dy dx .

The calculations themselves are now routine exercises. The results are∫∫
R1

y dA =
∫∫

R2

y dA = 16
15

;
∫∫

R2

1 dA =
∫∫

R2

1 dA = 7
6
.

(The left- and right-hand integrals are equal in this case because of the symmetry of the
region and of the integrand.) � These results and Equations 1 now give

ȳ =
∫∫

R y dA∫∫
R 1 dA

= 32/15
14/6

= 32
35

.

An even easier calculation (or physical intuition) shows that x̄ = 0. Thus, the center of
mass is at (0, 32/35) ≈ (0, 0.91), which is a little below the half-height y = 1.

For other integrands, the left-
and right-hand integrals
might be different.

E s t i m a t i n g n o n r e c t a n g u l a r i n t e g r a l s
Explicit formulas are often unavailable for integrals over nonrectangular plane regions,
especially in real-world applications. Such cases call for estimates—both of the integrand
function and of areas in the domain of integration.

Under these rustic conditions
we can only estimate.

E X A M P L E 5 A research meteorologist measures rainfall depths on a small island
using rain gauges placed at the centers of 1-km squares. Figure 4 shows rainfall
readings, in centimeters, following a brief thunderstorm. (The black dot represents a
lighthouse just offshore.)

1 2 3 2

3 2

1

2 3 3 3 32

3 4 4

5 4 5

5

F IGURE 4
Rainfall over an island

What total volume of water did the storm drop on the island? What was the average
rainfall depth on the island? �



14.3 Integrals Over Nonrectangular Regions 803

S o l u t i o n The answers can be understood using integrals over an island-shaped region
in the plane. If r(x, y) represents the rainfall depth at the point x km east and y km
north of the black-dot lighthouse, then the total rainfall over the island is given, in
appropriate units of volume, by the integral

total volume =
∫∫

R
r(x, y) dA,

where R, the region of integration, is the island itself.
Without explicit formulas, exact calculation is impossible. But the picture suggests a

natural estimation strategy: Let the gridlines determine a partition of R, and let the
rainfall numbers represent samples of the function r within each subdivision. These
data determine an approximating sum for the integral in question:

r(P1)�A1 + r(P2)�A2 + · · · + r(Pn)�An =
n∑

i=1

r(Pi )�Ai ,

where Pi is the center point, �Ai is the area of the ith subdivision, and n is the total
number of subdivisions. In this case most of the areas �Ai are 1 km2. To handle the
other subdivisions, we simply estimate the area, the rainfall depth, or both. In the
southwest corner, for instance, we might estimate the rain depth as 4 cm and the shaded
area as 0.1 km2. Thus, calculating the approximating sum (starting at lower left and
working across rows) gives something like the following: �

4 · 0.1 + 5 · 0.7 + 4 · 0.8 + 5 · 0.6 + · · · + 3 · 0.7 + 2 · 0.6 + 2 · 0.2 = 56.8.

Thus, our numerical estimate is
∫∫

R r(x, y) dA ≈ 56.8. Because the units of area are
square kilometers and units of depth are centimeters, the (rather peculiar) units of our
integral estimate are cm-km2, and a little calculator work shows that our total rainfall
estimate reduces to 56.8 × 104 = 568,000 cubic meters.

The average rainfall depth over the island is simply the average value of the rainfall
function r(x, y) over the region R. As discussed in Section 14.1, average value is also
calculated as an integral by

average value =
∫∫

R f (x, y) dA

A(R)
,

where A(R) is the total area of the region of integration. Here, an eyeball estimate
suggests A(R) ≈ 20, and so

average rainfall ≈ 56.8
20

= 2.84 cm,

which looks consistent with the general size of numbers in Figure 4.

The total value depends on
our particular estimates.

B A S I C E X E R C I S E S

1. Show by integration that the center of mass of the lamina in
Example 1 lies on the y-axis (i.e., x̄ = 0).

2. Find the center of mass of the right half R2 of the lamina in
Example 1.

3. Find the center of mass of the lower part (below y = 1) of
the lamina in Example 1.

4. Show by integration that the center of mass of a plane rect-

angle [a, b] × [c, d] is the center point
(

a + b

2
,

c + d

2

)
.

5. Let f (x, y) = x + y and let R be the triangle with vertices
(0, 0), (6, 0), and (6, 6). The following figure shows two ways
of cutting this triangle into smaller subdivisions. All of the
black dots have integer coordinates.
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(a) Rectangular subdivisions (b) Triangular subdivisions

(a) Use the indicated subdivisions in part (a) of the figure to

calculate an approximating sum for
∫∫

R
f (x, y) dA; eval-

uate the integrand at the black dot in each subdivision.
(b) Use the indicated subdivisions in part (b) of the figure to

calculate an approximating sum for
∫∫

R
f (x, y) dA; eval-

uate the integrand at the black dot in each subdivision.
(c) Calculate the integral

∫∫
R

f (x, y) dA exactly as an iter-
ated integral.

6. Repeat Exercise 5 with f (x, y) = y2.

7. In the situation of Example 5, estimate the total volume of
rain that fell on the eastern half of the island (to the right of
the middle vertical grid line).

8. In the situation of Example 5, estimate the average depth of
rainfall on the eastern half of the island (to the right of the
middle vertical grid line).

In Exercises 9–12, calculate the nonrectangular integral using an
iterated integral in which the inner integral is with respect to y and
the outer integral is with respect to x .

9.
∫∫

R
xy dA; R is the region bounded by the curves y = x2 and

y = 1.

10.
∫∫

R
(x + y) dA; R is the region bounded by the curves y = x

and y = x2.

11.
∫∫

R
x dA; R is the region bounded by the curves y = x2 and

y = √
x .

12.
∫∫

R
1 dA; R is the region bounded by the curves y = ln x ,

y = 0, and x = e.

13–16. Evaluate the double integrals in Exercises 9–12 using it-
erated integrals in which the inner integral is with respect
to x and the outer integral is with respect to y.

17. Let f (x, y) = x , and let R be the plane region bounded by
the curves y = ex , y = 0, x = 0, and x = 1.
(a) Calculate I =

∫∫
R

f (x, y) dA by integrating first in y and
then in x .

(b) Calculate I =
∫∫

R
f (x, y) dA by integrating first in x and

then in y. [HINT: First split the region R into two sim-
pler pieces; each simpler piece should be bounded on
the left by one curve and on the right by another.]

18. Let f (x, y) = xy, and let R be the plane region bounded by
the curves y2 = 2x + 6 and y = x − 1.
(a) Calculate I =

∫∫
R

f (x, y) dA by integrating first in x and
then in y.

(b) Calculate I =
∫∫

R
f (x, y) dA by integrating first in y and

then in x .

19. Find the volume of the region under the surface z = x2 + y2

and above the region in the xy-plane bounded by the curves
y = x2 and x = y2.

20. Find the volume of the region under the surface z = xey

and above the triangle with vertices at (0, 0), (2, 2), and
(4, 0).

F U R T H E R E X E R C I S E S

21. Let y = f (x) be a function, with f (x) ≥ 0 if a ≤ x ≤ b; let R
be the plane region bounded by the curves y = f (x), y = 0,
x = a, and x = b.
(a) Whatdoessingle-variablecalculussayabouttheareaof R?
(b) We have claimed that the double integral I =

∫∫
R

1 dA

gives the area of R. Use an iterated integral to reconcile
this formula with the one in part (a).

22. Let x = g(y) be a function with g(y) ≥ 0 if c ≤ y ≤ d; let R
be the plane region bounded by the curves x = g(y), x = 0,
y = c, and y = d.
(a) Whatdoessingle-variablecalculussayabouttheareaof R?
(b) We have claimed that the double integral I =

∫∫
R

1 dA

gives the area of R. Use an iterated integral to reconcile
this formula with the one in part (a).

23. Let R be the region under the graph of y = 2 + cos x between
x = 1 and x = 3.
(a) Write a single-variable integral for the area of R.
(b) Write an iterated integral for the area of R.

24. Let R be the region between the graphs of y = 1 + ex and
y = cos x between x = −3 and x = 2.
(a) Write a single-variable integral for the area of R.
(b) Write an iterated integral for the area of R.

25. Find the center of mass of the triangle with vertices at (−1, 1),
(0, 2), and (1, 1).

26. Consider the triangle with vertices at (0, 1), (0, −1), and
(a, b), where (a, b) is any point in the xy-plane with a > 0.
(Every triangle is similar to a triangle of this form.)
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(a) Show by calculating an appropriate integral that the tri-
angle has center of mass at (a/3, b/3). [HINT: Write
equations for the “top” and “bottom” edges of the tri-
angle; use these lines in an iterated integral.]

(b) The centroid of a triangle with vertices (a1, b1),
(a2, b2), and (a3, b3) is defined to be the point
(a1, b1)+(a2, b2)+(a3, b3)

3
=
(

a1 + a2 + a3

3
,
b1 + b2 + b3

3

)
.

(This is the “average” of the three vertices.) Explain
why the center of mass of the triangle in part (a) is also
the centroid.

27. Let D be the “half-disk” region bounded below by the x-axis
and above by the unit circle x2 + y2 = 1. Find the center of
mass (x̄, ȳ) of D.

28. Find the center of mass of the region Rk bounded above by
the line y = 1 and below by the curve y = xk , where k is any
even positive integer. (Requiring k to be even ensures that
the region makes good sense.) The symmetry of Rk implies
that the center of mass is at some point (0, ȳ) on the y-axis.
(a) Find ȳ in terms of k.
(b) What happens as k → ∞? Could the result have been

predicted geometrically?

In Exercises 29–34, sketch the region of integration and write the
iterated integral with the order of integration reversed.

29.
∫ 1

0

∫ 1

x2
f (x, y) dy dx .

30.
∫ 2

0

∫ ex

1
f (x, y) dy dx .

31.
∫ 1

0

∫ √
1−y2

0
f (x, y) dx dy.

32.
∫ ln 2

0

∫ 2

ey
f (x, y) dx dy.

33.
∫ π/2

0

∫ sin x

2x/π
f (x, y) dy dx .

34.
∫ 1

0

∫ x1/3

x2
f (x, y) dy dx .

The iterated integrals in Exercises 35–42 are difficult to evaluate
in the order given. Write each iterated integral with the order of
integration reversed and then evaluate the integral.

35.
∫ 1

0

∫ 2

2x
x
√

1 + y3 dy dx .

36.
∫ 1

0

∫ 1/2

x/2
ey2

dy dx .

37.
∫ 9

0

∫ 3

√
y

sin(x3) dx dy.

38.
∫ 1

0

∫ e

ex

1
ln y

dy dx .

39.
∫ 1

0

∫ 1

√
x

√
1 + y3 dy dx .

40.
∫ 2

0

∫ 4

x2
x cos(y2) dy dx .

41.
∫ 1

0

∫ √
y

y

sin x

x
dx dy.

42.
∫ 1

0

∫ 1

0
sin(ex ) dx dy +

∫ e

1

∫ 1

ln y
sin(ex ) dx dy.

14.414.414.4 D O U B L E I N T E G R A L S I N P O L A R C O O R D I N A T E S

G o o d a n d b a d i n t e g r a l s
What makes a double integral I = ∫∫

R f (x, y) dA hard to calculate? Both f and R can play
a role: If either one is complicated or messy to describe, then I may be correspondingly
ugly. Example 1 illustrates both “good” and “bad” integrals.

Sketch R1 and R2 for yourself.

Polar coordinates will
simplify the work.

E X A M P L E 1 Discuss

I1 =
∫∫

R1

x2 dA and I2 =
∫∫

R2

√
x2 + y2 dA,

where R1 is the rectangle [0, 1] × [0, 2π ] and R2 is the region inside the unit circle
x2 + y2 = 1. �

S o l u t i o n The first integral is easily calculated:

I1 =
∫ x=1

x=0

(∫ y=2π

y=0
x2 dy

)
dx =

∫ 1

0

(
x2 y

]2π

0

)
dx =

∫ 1

0
2πx2 dx = 2π

3
.

The ingredients of I2 are more complicated to describe. � The circular region R2 can be
thought of as bounded by the curves y = √

1 − x2 and y = −√
1 − x2 on the top and

bottom and by the lines x = −1 and x = 1 on the left and right. Now we can write I2 in
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iterated form:

I2 =
∫ x=1

x=−1

(∫ y=√
1−x2

y=−√
1−x2

√
x2 + y2 dy

)
dx .

The integral looks—and is—complicated. � Just to get started on the inner integral, we
would need an antiderivative formula like

∫ √
y2 + p2 dy = 1

2

(
y
√

y2 + p2 + p2 ln
∣∣∣y +

√
y2 + p2

∣∣∣) ,

which might be found in an integral table. Faced with this prospect, we retreat. But only
temporarily—we shall soon return.

Even Maple has trouble
with it.

What went wrong, and what to do The integral I2 in Example 1 led to an unpleasant
calculation in x and y for two reasons:

(i) the integrand,
√

x2 + y2, has a complicated antiderivative in x or y; �No thanks to the square root.

(ii) the domain of integration, although geometrically simple, is messy to describe in rect-
angular coordinates. �No thanks, again, to square

roots.

In polar coordinates, on the other hand, both the integrand and the domain have simple,
uncluttered formulas. The integrand is

f (x, y) =
√

x2 + y2 = r.

The domain of integration is, in the polar sense, much like a rectangle: It is defined by the
inequalities

0 ≤ r ≤ 1 and 0 ≤ θ ≤ 2π.

In this case, apparently, both the integrand f and the domain R are better described in polar
than in rectangular coordinates. It seems reasonable, therefore, that the double integral I2

should be calculated using polar rather than rectangular coordinates.
That hunch is correct. We will see in this section how to calculate double integrals in

polar form, using r and θ as opposed to Cartesian (i.e., rectangular) form, which uses x
and y. Integrals such as I2, in which the integrand, the domain of integration, or both are
simplest in polar form, are natural candidates for polar treatment.

Polar ‘ ‘ rec tang les’ ’ A rectangle in Cartesian coordinates is defined by two inequalities
of the form

a ≤ x ≤ b; c ≤ y ≤ d;

each of the coordinates x and y ranges through an interval. A polar rectangle is defined
by two similar inequalities:

a ≤ r ≤ b; α ≤ θ ≤ β;
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again, each of the coordinates r and θ ranges through an interval. Figure 1 shows “generic”
pictures of both types of rectangle:

d

y y
x � a x � b

y � d r � b
θ � β

θ � α

r � a

y � cc

a b
ba

x x

F IGURE 1
Cartesian and polar rectangles

For polar integrals, as for rectangular ones, rectangles (in the appropriate sense) are the
simplest regions over which to integrate.

P o l a r i n t e g r a t i o n — h o w i t w o r k s
A double integral I = ∫∫

R f (x, y) dA in rectangular coordinates, where R = [a, b] × [c, d]
is an ordinary rectangle, is written in iterated form as follows: � This time we integrate first

in y.∫∫
R

f (x, y) dA =
∫ b

a

∫ d

c
f (x, y) dy dx .

(Here and below we omit some parentheses—the inner integral is always done first.)
Now consider a double integral I = ∫∫

R g(r, θ) dA in polar coordinates, where R is the
polar rectangle defined by inequalities

a ≤ r ≤ b and α ≤ θ ≤ β,

and g(r, θ) is a function defined on R. The following Fact gives the appropriate integral
formula:

F A C T ( D o u b l e i n t e g r a l s i n p o l a r c o o r d i n a t e s ) Let the integrand g and the
region R be as above. Then∫∫

R
g(r, θ) dA =

∫ θ=β

θ=α

∫ r=b

r=a
g(r, θ) r dr dθ.

The formula requires some comment:
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Trad ing x and y for r and θ Any function f (x, y) can be “traded” for an equivalent
function g(r, θ) by using the relations

x = r cos θ and y = r sin θ.

The same method works for equations in x and y. The equation x = y, for example, says in
polar coordinates that r cos θ = r sin θ , or, equivalently, that tan θ = 1. This polar equation
describes the same line as the original Cartesian equation. We will use these principles
below when evaluating polar integrals.

A usefu l mnemon i c Compare the formulas given in this section for integrating in rectan-
gular and polar coordinates. An important difference between the two has to do with the
“dA” expression. The full mathematical story is much deeper, � but as a first quick aid toWe won’t go into great depth,

but we’ll give some informal
justification soon.

memory the following formulas are handy:

dA = dx dy (for cartesian coordinates);

dA = r dr dθ (for polar coordinates).

That extra fac tor of r . . . Why is that mysterious “extra” r needed in the polar formula
dA = r dr dθ? Why not simply dA = dr dθ?

We owe the reader an explanation—and we will honor that debt soon, when we discuss
why the formula works. First, however, let’s see how it works.

E X A M P L E 2 Let R2 be the region inside the unit circle. Use polar coordinates to
calculate the troublesome integral I2 = ∫∫

R2

√
x2 + y2 dA from Example 1.

S o l u t i o n First we write all our data in polar form. For the integrand, we have
f (x, y) =

√
x2 + y2 = r = g(r, θ). For the domain of integration, we translate the

Cartesian equation x2 + y2 = 1 into its (simpler!) polar form, r = 1. The rest is
easy:

∫∫
R2

√
x2 + y2 dA =

∫ θ=2π

θ=0

∫ r=1

r=0
r dA (the domain is a “rectangle”)

=
∫ θ=2π

θ=0

∫ r=1

r=0
r2 dr dθ (because dA = r dr dθ)

=
∫ θ=2π

θ=0

r3

3

]1

0
dθ (integrating first in r)

=
∫ θ=2π

θ=0

1
3

dθ = 2π

3
. (integrating in θ)

Notice, especially, the similarity to the integral I1 of Example 1—I1 and I2 turned out to
have the same value. This is no accident, of course. After rewriting in polar coordinates,
I2 turned out to be the same integral in r and θ as I1 is in x and y.
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P o l a r i n t e g r a l s — w h a t t h e y m e a n
Polar integrals have exactly the same interpretations as any other double integrals. � As We discussed several possible

interpretations of integrals in
Section 14.1.

determined by the situation and on our point of view, an integral might represent a volume,
the area of a plane region, the mass of a thin plate, or many other things.

For example, both the integrals I1 and I2 of Example 1, page 805, can be interpreted
as volumes of solids. For I2, the solid lies above the unit disk and below the surface z =√

x2 + y2; see Figure 2:

1

1

1

0.8

0.6
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0.5

0.5
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0
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−1

−1

−0.5
−0.5

z

x
y

F IGURE 2
A polar solid

As we just calculated, this figure has volume 2π/3 ≈ 2.094 cubic units. � Does this number seem
reasonable from the picture?

P o l a r i n t e g r a t i o n — w h y i t w o r k s
Why does the polar integration formula work? Where, especially, does the r in dA = r dr dθ

come from?
All properties of integrals—whether in Cartesian, polar, or any other form—stem

ultimately from properties of the approximating sums that are used to define integrals. For
any function f defined on a region R, we have

∫∫
R

f dA = lim
m→∞

m∑
i=1

f (Pi )�Ai ,

where �Ai is the area of the ith subregion of R, and Pi is a sampling point chosen inside
this subregion.

If R = [a, b] × [c, d] is a Cartesian rectangle, then it is natural to subdivide R into
smaller rectangles, each with sides �x and �y. Any such rectangle has area �Ai = �x �y.
In the limit that defines the integral, therefore, dA = dx dy.

If R is a polar rectangle, the picture is a little different. In this case, a “polar grid” is
the natural way to subdivide R. Figure 3 shows the idea; each bulleted point represents a
sampling point “centered” in its respective subdivision.
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y

x

r � b

r � a

θ � β

θ � α

F IGURE 3
A polar grid on a polar rectangle

Notice:

S imi lar subreg ions All subregions correspond to the same �θ (the angle between any
two adjacent dotted radial lines) and the same �r (the radial distance from one arc to the
next).

But not ident i ca l Similar as they are, the subregions shown are not identical. Here is the
key point:

In a polar grid, the subregions have different sizes. The area depends not only on �θ

and �r but also on r ; larger values of r produce larger subregions.

This fact explains the difference between polar and Cartesian integrals—and hints at
why that extra r is needed.

The area of one subreg ion Each subregion described above is a small polar rectangle,
with polar dimensions �θ and �r , inner radius r , and outer radius r + �r . An important
property of such a polar rectangle is that

area = �Ai = r + (r + �r)
2

�r �θ.

(We leave verification of this straightforward fact to the exercises.) The first factor on
the right is crucial—it represents the average radius of the given subregion, that is, the
r -coordinate of the ith bulleted midpoint (ri , θi ) shown above. Therefore,

�Ai = ri �r �θ.

This equation is what we have been waiting for; it shows that, for a polar rectangular
region, a midpoint-rule approximating sum has the form

m∑
i=1

f (ri , θi ) �Ai =
m∑

i=1

f (ri , θi ) ri �r �θ.

The integral itself, therefore, has the limiting form
∫

R f (r, θ) r dr dθ .
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P o l a r i n t e g r a l s o v e r n o n r e c t a n g u l a r r e g i o n s
Polar integrals, like Cartesian integrals, can be taken over nonrectangular regions. The
method is similar, too.

F A C T Let R be the region bounded by the radial lines θ = α and θ = β, by
an “inner” curve r = r1(θ), and by an “outer” curve r = r2(θ). (“Inner” and
“outer” are understood relative to the origin.) Let g(r, θ) be a function defined
on R. Then ∫∫

R
g dA =

∫ θ=β

θ=α

∫ r=r2(θ)

r=r1(θ)
g(r, θ) r dr dθ.

Figure 4 shows two examples, one “generic” and one specific:

0.5

−0.5 0.5 1.5−1 1

1r � 1

0 2

−1

−0.5

1.5

1

0.5

0 0.5 1 1.5 2

r � r1 (θ)

r � 1 + cos(θ)r � r2 (θ)

(a) A “generic” polar region (b) A specific polar region 

θ � β

θ � α

F IGURE 4
Two nonrectangular polar regions

E X A M P L E 3 Find
∫∫

R

1√
x2 + y2

dA, where R is the shaded region in Figure 4(b).

Then find the area of the shaded region.

S o l u t i o n Note that R is bounded outside by the cardioid r = 1 + cos θ and inside by
the circle r = 1, and that it lies between the positive coordinate axes, which have polar
forms θ = 0 and θ = π/2. Also

f (x, y) = 1√
x2 + y2

= 1
r

= g(r, θ),

and so the preceding Fact gives

∫∫
R

1
x2 + y2

dA =
∫ π/2

0

∫ r=1+cos θ

r=1

1
r

r dr dθ =
∫ π/2

0

∫ r=1+cos θ

r=1
dr dθ

=
∫ π/2

0
cos θ dθ = 1. (cancel in r , then integrate twice)
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To find the area of R, we apply the familiar formula

area of R =
∫∫

R
1 dA,

but we calculate the integral in polar form:∫∫
R

1 dA =
∫ θ=π/2

θ=0

∫ r=1+cos θ

r=1
1 r dr dθ

=
∫ θ=π/2

θ=0

r2

2

]1+cos θ

1
dθ

= 1
2

∫ θ=π/2

θ=0

(
(1 + cos θ)2 − 1

)
dθ.

The last integral takes a little effort by hand, � but Maple has no trouble:

> 1/2 * int( (1+cos(t))̂ 2-1, t=0 .. Pi/2 );

1 + Pi/8

which has decimal value around 1.4.

But it’s not really difficult.

B A S I C E X E R C I S E S

1. Let R be the polar rectangle defined by a ≤ r ≤ b and α ≤
θ ≤ β.
(a) Show that the area of R is

a + b

2
(b − a) (β − α).

(b) Use part (a) to show that a polar rectangle with di-
mensions �r and �θ and inner radius r has area
r + r + �r

2
�r �θ .

2. Let f (x, y) = y, let R be the upper half of the region inside
the unit circle x2 + y2 = 1, and let I =

∫∫
R

f dA.

(a) Calculate I as an iterated integral in rectangular coordi-
nates with the inner integral in y.

(b) Calculate I as an iterated integral in rectangular coordi-
nates with the inner integral in x .

(c) Calculate I as an iterated integral in polar coordinates.

3. Use formulas for the volumes of cones and cylinders to ex-
plain why

I2 =
∫∫

R2

√
x2 + y2 dA = 2π

3
,

where R2 is the region inside the unit circle r = 1. (See
Figure 2.)

4. Let I1 be the integral defined in Example 1.
(a) Sketch the solid whose volume is given by I1.
(b) Evaluate I1 using an iterated integral where the inner

integral is with respect to x rather than y.

In Exercises 5–8, use a polar double integral to find the area of
the region R. (Draw each region first.)

5. R is the region inside the cardioid r = 1 + sin θ .

6. R is the region inside the curve r = 2 − cos(2θ).

7. R is the region bounded by y = x , y = 0, and x = 1.
[HINT: First write the boundary equations in polar
form.]

8. R is the region bounded by the circle of radius 1/2 centered
at (0, 1/2). [HINT: First write a Cartesian equation for the
circle, then change it to polar form.]

In Exercises 9–14, write the given integral as an iterated integral
in polar coordinates.

9.
∫ 1

0

∫ √
1−y2

0
(x2 + y2) dx dy.

10.
∫ 0

−a

∫ √
a2−x2

−
√

a2−x2
xy dy dx .

11.
∫ 1

0

∫ x

x2
xy dy dx .

12.
∫ 1

0

∫ √
y

y2
(x + y) dx dy.

13.
∫ 1

−1

∫ 1+
√

1−y2

1−
√

1−y2
(x2 + y2) dx dy.

14.
∫ 2

0

∫ √
2x−x2

−
√

2x−x2
(x + y) dy dx . [HINT: 2x − x2 = 1 − (x − 1)2.]

In Exercises 15–20, evaluate the given integral.

15.
∫ 1

0

∫ √
1−x2

0
ex2+y2

dy dx .

16.
∫ 1

−1

∫ √
1−y2

0

√
x2 + y2 dx dy.
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17.
∫ 1

0

∫ √
1−x2

0

1√
1 + x2 + y2

dy dx .

18.
∫ 2

0

∫ √
4−y2

0
ex2+y2

dx dy.

19.
∫ 1

0

∫ √
x

0

1√
x2 + y2

dy dx .

20.
∫ 1

0

∫ 1

x

1

(1 + x2 + y2)3/2 dy dx .

F U R T H E R E X E R C I S E S

In Exercises 21–30, evaluate the double integral using polar coor-
dinates.

21.
∫∫

R

1√
x2 + y2

dA, where R is the region inside the cardioid

r = 1 + sin θ and above the x-axis.

22.
∫∫

R

x2

x2 + y2
dA, where R is the region between the circles

x2 + y2 = 1 and x2 + y2 = 4.

23.
∫∫

R
(x2 + y2) dA, where R is the region in the first quadrant

where x2 + y2 ≤ 2y.

24.
∫∫

R

1√
x2 + y2

dA, where R is the quarter of the unit disk in

the first quadrant.

25.
∫∫

R

1
x2 + y2

dA, where R is the region between the circles

x2 + y2 = 4 and x2 + y2 = 9.

26.
∫∫

R
x dA, where R is the region inside the circle r = 2 and

outside the cardioid r = 1 + cos θ .

27.
∫∫

R

√
x2 + y2 dA, where R is the region enclosed by the four

loops of the rose r = cos(2θ).

28.
∫∫

R
y dA, where R is the region in the first quadrant bounded

by the curves x2 + y2 = 1 and x2 + y2 = 4.

29.
∫∫

R
(x2 + y2) dA, where R is the region defined by 0 ≤ r ≤

θ ≤ π .

30.
∫∫

R

√
x2 + y2 dA, where R is the triangle with vertices at

(0, 0), (3, 0), and (3, 3).

31. Find the area of the region inside the cardioid r = 1 + cos θ

and above the x-axis.

32. Find the area of the region 0 ≤ r ≤ θ ≤ π .

33. Find the area of the region inside the curve r = 1 + cos(2θ)
and outside the circle r = 1.

34. Find the area of the region inside the cardioid r = 1 + cos θ

and outside the cardioid r = 1 − cos θ .

35. Find the area of the region inside the circle r = 2 cos θ and
outside the circle r = 1.

36. Find the volume of the solid under the surface z = 1 − x2 − y2

and above the xy-plane. [HINT: First decide where the sur-
face hits the xy-plane.]

37. Find the volume of the conical solid under the surface
z = 1 −

√
x2 + y2 and above the xy-plane. [HINT: First de-

cide where the surface hits the xy-plane.]

38. Find the volume V of a sphere with radius R using a double
integral expressed in polar coordinates.

39. Find the volume of the solid bounded above by the surface
z =

√
x2 + y2 and below by the circle 0 ≤ (x − 1)2 + y2 ≤ 1.

40. Find the volume of the solid bounded by the paraboloids
z = x2 + y2 and z = 2 − (x2 + y2).

41. Find the volume of the solid that is inside the paraboloid
z = 4 − x2 − y2, above the xy-plane, and outside the cylinder
x2 + y2 = 1.

42. Find the volume of the solid that is inside the paraboloid
z = 4 − x2 − y2, above the xy-plane, and outside the cylinder
x2 + 2y2 = 2y.

14.514.514.5 T R I P L E I N T E G R A L S

Triple integrals are defined in the same way as single and double integrals. � For a function We discussed triple integrals
briefly in Section 14.1.f (x, y, z) defined on a solid region S in xyz-space, the integral is defined to be a limit of

approximating sums: ∫∫∫
S

f dV = lim
m→∞

m∑
i=1

f (Pi )�Vi .

The sum on the right is formed by subdividing S into m small subregions S1, S2, . . . , Sm

with the ith subregion having volume �Vi . � A sampling point Pi is chosen within each The Si may have different
volumes.subregion Si , and the approximating sum is calculated. Notice, in particular, that in the
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sum the contribution of each value f (Pi ) is “weighted” by the volume of its respective
subdivision—larger subdivisions receive larger weights.

Pros and cons of the def in i t ion Approximating sums are not hard to calculate (perhaps
with help from computing)—if the number of subdivisions is modest. But that’s a big “if”
for functions of three variables: Subdividing a three-dimensional cube rapidly generates
thousands of subregions. � Approximating sums, moreover, do no more than their nameDividing each edge into n

pieces produces n3

subdivisions.
implies: They approximate integrals rather than evaluate them exactly.

It is therefore useful—for both practical and theoretical reasons—to have exact,
antiderivative-based methods. In this section we survey several useful techniques for eval-
uating triple integrals by antidifferentiation. In the following section we introduce two new
coordinate systems for R

3 much as we did with polar coordinates in the plane. Choosing
the “right” coordinate system for a given integral can simplify the calculation considerably.

T r i p l e i n t e g r a l s , p l a i n a n d f a n c y
Triple integrals are easiest to calculate if the region of integration S is a rectangular solid,
or parallelepiped, of the form S = [a, b] × [c, d] × [e, f ]. � (“Brick” is a less pretentiousOrdinary rectangles are nicest

for double integrals. synonym.) In this case we can integrate f by iteration, one variable at a time—without
any fuss over variable limits of integration. See Example 4, page 782 for a straightforward
example.

Integrals are harder to evaluate by iteration if the domain of integration is not rect-
angular. Very irregular domains may be beyond our powers, but many useful domains in
R

3 fit a standard pattern that we can readily handle. We will call such domains basic. �“Basic” is useful shorthand,
not formal jargon.

Bas i c domains in two var iab les We have already identified some basic domains in the
plane:

� a region bounded above by a curve y = f2(x), below by a curve y = f1(x), and on the
left and right by vertical lines x = a and x = b;

� a region bounded on the right by a curve x = f2(y), on the left by a curve x = f1(y),
and on the bottom and top by horizontal lines y = c and y = d;

� a polar region bounded on the outside by a curve r = f2(θ) and on the inside by a curve
r = f1(θ) and lying between the radial lines θ = α and θ = β.

For any domain R of one of these types we can readily integrate a function f (x, y) or
g(r, θ) by iteration using one of the following forms:∫ x=b

x=a

∫ y= f2(x)

y= f1(x)
f (x, y) dy dx ; (1)

∫ y=d

y=c

∫ x= f2(y)

x= f1(y)
f (x, y) dx dy; (2)

∫ θ=β

θ=α

∫ x= f2(θ)

r= f1(θ)
g(r, θ) r dr dθ. (3)

Bas i c domains in three var iab les Some domains in three variables are almost as conve-
nient for integration as ordinary rectangular solids. For simplicity, we will concentrate in
this section on one basic type:

the solid S bounded above by a surface z = f2(x, y), below by a surface z = f1(x, y)
and lying directly above (or below) a region R in the xy-plane.
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(In the next section we will introduce new coordinate systems that will help us handle
other three-dimensional domains.) Figure 1 shows a generic picture of such a domain.

4

3

2

1

0

0

0
1

1

1.5

1.5

0.5

0.5

−0.5

−0.5

z

x

y

The solid domain has top and bottom
surfaces and lies above a “shadow” 
region R in the xy-plane.

F IGURE 1
A basic domain in three variables

Domains of this type deserve some comment:

� The shadow The plane region R referred to just above can be thought of as the
“shadow” cast by S in the xy-plane if a light shines straight downward, parallel to the
z-axis. � The idea is similar to that in two dimensions, where the region between two If S lies below the xy-plane,

then the light shines upward.curves in the xy-plane casts a “shadow” either on the x-axis or on the y-axis. (See
Figure 2, page 799.)

� Changing directions The shadow region R discussed here is described as lying in the
xy-plane rather than, say, the yz-plane. Is there something special about the xy-plane?

The short answer is no: We chose the xy-plane mainly for convenience and ease of
visualization. On the other hand, the choice is not really as arbitrary as it may seem;
in most real problems we can simply rename the variables as needed.

The iteration recipe for a triple integral over a basic region closely resembles Formu-
las 1–3 above:

F A C T Let S be a basic region as described above with shadow R in the xy-
plane, and let f (x, y, z) be defined on S. Then∫∫∫

S
f (x, y, z) dV =

∫∫
R

∫ z= f2(x,y)

z= f1(x,y)
f (x, y, z) dz dA.

The Fact says that, if we integrate first in z, we can trade the original triple integral (over S)
for a double integral (over the “shadow” region R). This is often a good trade because we
already have sharp tools for handling double integrals.

In particular, if the shadow R has one of our basic two-dimensional forms, then the
inner integral, too, can be found in iterated form. If, say, R is bounded above and below
by curves y = h(x) and y = g(x), and on the left and right by x = a and x = b, then we get
the triply nested integral∫∫∫

S
f (x, y, z) dV =

∫ x=b

x=a

∫ y=h(x)

y=g(x)

∫ z= f2(x,y)

z= f1(x,y)
f (x, y, z) dz dy dx,
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which we integrate from inside out. The process is easier than the impressive symbolic
formula might suggest.

E X A M P L E 1 The region S in Figure 1 is bounded above by the surface z = 3 + x2 y and
below by the surface z = 1 + 3x − 2y; it lies above the plane region R bounded by the
curves y = x2 and y = √

x . Express the integral
∫∫∫

S 2x dV in iterated form; then find its
value.

S o l u t i o n By the preceding Fact, we have∫∫∫
S

z dV =
∫∫

R

∫ z=3+x2 y

z=1+3x−2y
2x dz dA.

The inner integral is easy, but a little tedious, to find: �∫∫∫
S

z dV =
∫∫

R

(
4x + 2x3 y − 6x2 + 4xy

)
dA.

Observe the progress already made: We reduced the original triple integral to a
relatively straightforward double integral. We evaluate the remaining integral by
iteration in x and y: �∫∫∫

S
z dV =

∫ x=1

x=0

∫ y=√
x

y=x2

(
4x + 2x3 y − 6x2 + 4xy

)
dy dx = 83

168
.

To save a little writing we could have written the original integral in tripley nested form:∫∫∫
S

z dV =
∫ x=1

x=0

∫ y=√
x

y=x2

∫ z=3+x2 y

z=1+3x−2y
2x dz dy dx .

Technology relieves the
tedium; we show only the
result.

We omit the calculation.

S impler bas i c domains Example 1 required somewhat complicated symbolics because of
the shape of the solid domain S. In practice, triple integrals often involve simpler domains.

E X A M P L E 2 The region S in Figure 2 is bounded above by the surface z = 1 + x2,
below by the xy-plane, and lying above the plane region R bounded by the curves y = 0

and y = 1 − x . Evaluate the integral
∫∫∫

S
2x dV.

2

1

0

0 0

1 1

1.5 1.5

0.50.5

−0.5 −0.5

z

xy

Here the “shadow” region R is 
also the lower surface of S.

F IGURE 2
A simpler domain in three variables
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S o l u t i o n The domain’s simplicity is reflected in the integral’s setup and calculation:∫∫∫
S

2x dV =
∫ x=1

x=0

∫ y=1−x

y=0

∫ z=1+x2

z=0
2x dz dy dx

=
∫ x=1

x=0

∫ y=1−x

y=0

(
2x + 2x3) dy dx,

=
∫ 1

0

(
2x(1 − x) + 2x3(1 − x)

)
dx = 13

30
.

F ind ing the shadow Sometimes (in three dimensions as in two) the shadow region R
needs to be calculated from the given data.

Check the result, perhaps
with technology.

E X A M P L E 3 Let S be the region bounded below by the surface z = x2 + y2 and above
by the surface z = 4. Calculate I1 = ∫∫∫

S z dz and I2 = ∫∫∫
S 1 dz.

S o l u t i o n Figure 3 shows the domain of integration S (it lies between the two surfaces)
and its shadow R below.
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F IGURE 3
The region between z = x2 + y2 and z = 4

To find the shadow region R, we need to find where the surfaces intersect. We do so by
setting the surface equations equal, that is, x2 + y2 = 4. Thus, the surfaces intersect
above the circle x2 + y2 = 4 in the xy-plane, and the shadow region R lies inside this
circle. Now we can find I1:∫∫∫

S
z dV =

∫∫
R

∫ z=4

z=x2+y2
z dz dA =

∫∫
R

(
8 − (x2 + y2)2

2

)
dA.

The last integral naturally deserves polar treatment: �∫ 2π

0

∫ 2

0

(
8 − r4

2

)
r dr dθ = 64π

3
≈ 67.

A similar calculation gives I2:∫∫∫
S

1 dV =
∫∫

R

∫ z=4

z=x2+y2
1 dz dA =

∫ 2π

0

∫ 2

0

(
4 − r2) r dr dθ = 8π.
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Understand ing tr ip le in tegra ls : vo lume, average va lue , and center of mass Triple
integrals, like integrals in lower dimensions, have geometric and physical meaning. We
have already remarked that an integral of the form

∫∫∫
S 1 dV gives the volume of S and

that, for any integrand f (x, y, z),∫∫∫
S f (x, y, z) dV

volume of S
=

∫∫∫
S f (x, y, z) dV∫∫∫

S 1 dV
= average value of f on S.

We can also interpret some integrals physically, using the center of mass. We have
already seen for double integrals that the center of mass of a plane region R (regarded as
having constant density) has coordinates (x̄, ȳ) that are simply the average values of the
functions x and y over the region R. The three-dimensional situation is analogous:

F A C T Let S be a solid region in R
3 with constant density. The center of mass

of S is the point (x̄, ȳ, z̄) whose coordinates are the average values over S of
the functions x , y, and z, respectively.

E X A M P L E 4 Locate the center of mass of the solid S described in Example 3 and
shown in Figure 3.

S o l u t i o n The symmetry of S suggests (correctly) that the center of mass lies
somewhere on the z-axis; that is, x̄ = 0 and ȳ = 0. By the Fact, z̄ is the average value of
z over S. By good luck, we computed both needed ingredients in Example 3:

z̄ =
∫∫∫

S z dV∫∫∫
S 1 dV

= 64π/3
8π

= 8
3
,

which is plausible given the size and shape of S.

B A S I C E X E R C I S E S

1. Let T be the tetrahedron bounded by the planes x = 0, y = 0,
z = 0, and x + 2y + 3z = 6.
(a) Express the volume of T as a triple iterated integral.
(b) Express the volume of T as a double iterated integral.
(c) Find the volume of T .

2. Let R denote the tetrahedron with vertices at (0, 0, 0),
(a, 0, 0), (0, b, 0), and (0, 0, c).
(a) Express the volume of R as a triple iterated integral.
(b) Express the volume of R as a double iterated integral.
(c) Find the volume of R.

(d) Evaluate
∫∫∫

R
x dV.

3. Suppose that I =
∫∫∫

R
f (x, y, z) dV =

∫ 1

0

∫ x

0

∫ 1

0
f (x, y, z) dz dy dx .
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = xy2z. Evaluate I .

4. Suppose that I =
∫∫∫

R
f (x, y, z) dV =∫ 1

0

∫ y

0

∫ x+y

x2+y2
f (x, y, z) dz dx dy.

(a) Sketch the region of integration R.
(b) Let f (x, y, z) = x + y. Evaluate I .

5. Suppose that I =
∫∫∫

R
f (x, y, z) dV =∫ 1

0

∫ z

0

∫ 1

0
f (x, y, z) dx dy dz.

(a) Sketch the region of integration R.
(b) Let f (x, y, z) = xy. Evaluate I .

6. Suppose that I =
∫∫∫

R
f (x, y, z) dV =

∫ 1

0

∫ √
1−z2

0

∫ x

0
f (x, y, z) dy dx dz.

(a) Sketch the region of integration R.
(b) Let f (x, y, z) = xy. Evaluate I .

7. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is defined by

1 ≤ z ≤ 2, 0 ≤ y ≤ x , and 1 ≤ x ≤ 2.
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = (y + z)/x . Evaluate I .

8. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

above the triangle with vertices (0, 0, 0), (1, 0, 0), and (0, 2, 0)
and below the surface z = 3.
(a) Sketch the region of integration R.

(b) Let f (x, y, z) = x + y

z + 1
. Evaluate I .
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9. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is defined by

0 ≤ z ≤ x + 2y2, x ≥ 0, y ≥ 0, and x + y ≤ 1.
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = x . Evaluate I .

10. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

above the triangle in the xy-plane described by 0 ≤ x ≤ 2
and 0 ≤ y ≤ 2 − x and below the cone z = 3

√
x2 + y2.

(a) Sketch the region of integration R.
(b) Let f (x, y, z) = xz. Evaluate I .

11. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

between the parabolic cylinders z = y2 and z = 8 − y2, for
0 ≤ x ≤ 5.
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = z. Evaluate I .

12. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

bounded by the paraboloids z=x2+y2 and z=1−(x2 + y2).

(a) Sketch the region of integration R.
(b) Let f (x, y, z) = x + y + z. Set up an iterated integral

for I and evaluate it.

13. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

bounded by the cone z =
√

x2 + y2 and the paraboloid z =
2 − (x2 + y2).
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = x + y + z. Evaluate I .

14. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

bounded by the plane x = 1, the cylinder x = ez , the plane
y = z, and the cylinder y2 + z2 = 8.
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = 1/x . Evaluate I .

15. Suppose that I =
∫∫∫

R
f (x, y, z) dV, where R is the region

defined by the inequalities z2 ≤ x ≤ z and y2 + z2 ≤ 1.
(a) Sketch the region of integration R.
(b) Let f (x, y, z) = x + y. Evaluate I .

14.614.614.6 M O R E T R I P L E I N T E G R A L S : C Y L I N D R I C A L A N D
S P H E R I C A L C O O R D I N A T E S

We have already seen for double integrals how polar coordinates can simplify integrals in
which the integrand or the domain of integration, or both, have a polar structure. In this
section we consider two new coordinate systems that offer similar advantages for triple
integrals.

C y l i n d r i c a l c o o r d i n a t e s
As we saw earlier, polar coordinates in the plane radically simplify the formulas used to
describe certain regions and functions. Cylindrical coordinates represent a natural exten-
sion of the same idea to R

3. The idea is simple: Use r , θ , and z (rather than x , y, and z) to
describe points in three-dimensional space. Figure 1 shows the the idea.

y
y-axis

x-axis

z

z-axis

x

r

P � (r, θ, z)

Q � (r, θ, 0)

θ

F IGURE 1
Cylindrical coordinates
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The various coordinates are related to each other just as for polar coordinates. Look for
the following relations in the picture:

x = r cos θ ; y = r sin θ ;
√

x2 + y2 = r.

(For simplicity we will assume that r ≥ 0 when working with cylindrical coordinates.)

Why the name? S imple shapes Cylindrical coordinates deserve the name because they
are so well suited to describing circular cylinders and related shapes. Here are some
samples:

Cylinders In cylindrical coordinates, the graph of the equation r = a, for any fixed
a > 0, is an infinite circular cylinder of radius a, centered along the z-axis.

Horizontal planes The graph of the equation z = a is the horizontal plane at height
a above (or below) the xy-plane. (Such planes have exactly the same equations in
Cartesian coordinates.)

Vertical planes The graph of the equation θ = a is a vertical plane through the origin,
perpendicular to the xy-plane and makes angle a radians with the x-axis.

Cones The graph of the equation z = mr is a cone centered on the z-axis, with vertex
at the origin; m measures the slope of the sides of the cone.

I n t e g r a t i o n i n c y l i n d r i c a l c o o r d i n a t e s
Recall the formula for double integrals in polar coordinates. For a polar rectangle R, we
have seen that ∫∫

R
f (x, y) dA =

∫∫
R

g(r, θ) r dr dθ.

For short, dA = r dr dθ ; dA is called the area element in polar coordinates.
The corresponding formula for cylindrical coordinates is similar. If S is a region in

cylindrical form, ∫∫∫
S

f (x, y, z) dV =
∫∫∫

S
g(r, θ, z) r dr dθ dz.

For short, dV = r dr dθ dz is the volume element in cylindrical coordinates.
The form of the volume element should not be too surprising given what we have seen

for polar coordinates. For cylindrical coordinates, the idea is to subdivide the region of
integration into small “cylindrical rectangles” and use these to construct approximating
sums. Figure 2 shows one cylindrical subdivision:

angle � Δθ

rΔθ

Δr

Δz

z

x y

F IGURE 2
A small cylindrical “rectangle”
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We saw in the previous section that one such rectangle has base area approximately
r �r �θ . Since the thickness is �z, it follows that

volume of one box ≈ r �r �θ �z.

Thus, any approximating sum in cylindrical coordinates has the form
m∑

i=1

g(ri , θi , zi ) �Vi ≈
m∑

i=1

g(ri , θi , zi )ri �r �θ �z.

In the limit, therefore,∫∫∫
S

f (x, y, z) dV =
∫∫∫

S
g(r, θ, z) r dr dθ dz.

Cylindrical coordinates are the natural choice when the region of integration or the
integrand (or both) have simpler formulas or descriptions in terms of these coordinates.

Convince yourself of this;
note that z = h when r = a.

E X A M P L E 1 Derive the classical formula for the volume of a cone with height h and
radius a.

S o l u t i o n The desired cone C has cylindrical equation z = rh/a. � The part we want
lies below z = h and above z = rh/a. Let’s calculate the volume in cylindrical
coordinates:

volume =
∫∫∫

C
1 dV =

∫ 2π

0

∫ r=a

r=0

∫ z=h

z=rh/a
r dz dr dθ.

It is a routine matter to calculate the iterated integral on the right; the answer is
πa2h/3.

S p h e r i c a l c o o r d i n a t e s
Spherical coordinates offer yet another way of describing three-dimensional space. Spher-
ical coordinates are denoted ρ, θ , and φ. The first coordinate measures three-dimensional
distance from the origin, and the other two coordinates are angular (θ is the same angle
as in the polar and cylindrical case). The general picture is shown in Figure 3:

y
y-axis

x-axis

z

z-axis

x

r

P(ρ, θ, φ)

Q(ρ sin φ, θ, /2)

θ

ρφ

π

F IGURE 3
Spherical coordinates

A close and careful look at the picture reveals various relations among spherical and other
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coordinates. These are especially important: �Do you see why they hold?

z = ρ cos φ; r = ρ sin φ.

Combining these relations with those already known from polar coordinates gives

x = r cos θ = ρ sin φ cos θ ; y = r sin θ = ρ sin φ sin θ ; z = ρ cos φ.

These relations let us convert any function f (x, y, z) in Cartesian coordinates into a new
function g(ρ, θ, φ) in spherical coordinates.

In tegrat ion in spher i ca l coord inates Triple integrals in spherical coordinates have their
own special form. If S is a spherical region and f (x, y, z) is defined on S, then∫∫∫

S
f (x, y, z) dV =

∫∫∫
S

g(ρ, θ, φ) ρ2 sin φ dρ dθ dφ.

In short, dV = ρ2 sin φ dρ dθ dφ is the volume element in spherical coordinates.
Explaining why the volume element has precisely this form is similar to the argument

given above for cylindrical coordinates. We omit some details, but Figure 4 contains all the
necessary ingredients. In particular, the lengths of three edges of the “box” are marked;
their product gives the volume element.

z

x
y

ρΔφ

angle = Δθ

Δρ

ρ sin(φ) Δθ

F IGURE 4
A small spherical “rectangle”

Figure 4 gives (after some very careful examination) a good estimate to the volume of one
small spherical rectangle:

volume of one box ≈ ρ �φ ρ sin φ �θ �ρ = ρ2 sin φ �ρ �θ �φ.

The integral formula follows as a result.

E X A M P L E 2 Use a spherical integral to verify the classical formula V = 4
3
πa3 for the

volume of a solid sphere of radius a.

S o l u t i o n Let S be the solid sphere; it is defined by three inequalities in spherical
coordinates:

0 ≤ φ ≤ π ; 0 ≤ θ ≤ 2π ; 0 ≤ ρ ≤ a.



14.6 Multiple Integrals: Cylindrical and Spherical Coordinates 823

Thus, the sphere is, in essence, a “spherical rectangle,” and the integral calculation is
straightforward (though a little complicated):

volume =
∫∫∫

S
1 dV

=
∫ φ=π

φ=0

∫ θ=2π

θ=0

∫ ρ=a

ρ=0
ρ2 sin φ dρ dθ dφ (note the order of nesting)

=
∫ φ=π

φ=0
sin φ dφ ·

∫ θ=2π

θ=0
dθ ·

∫ ρ=a

ρ=0
ρ2 dρ (separating the variables)

= 2 · 2π · a3

3
= 4

3
πa3,

as desired.

B A S I C E X E R C I S E S

In Exercises 1–6, sketch the surface described in cylindrical
coordinates.

1. z = −r .

2. z = 1 − r .

3. θ = 1.

4. r = θ , for 0 ≤ θ < 2π .

5. z = r 2.

6. z = 1 − r 2.

In Exercises 7–10, write a formula in cylindrical coordinates for
the given surface.

7. The surface with Cartesian equation x = 1.

8. A cylinder of radius 3, centered on the z-axis.

9. A sphere of radius 3, centered at the origin.

10. The surface with Cartesian equation x2 − x + y2 − y = 0.
Describe the surface in words.

In Exercises 11–16, describe in words the surface associated
with the equation given in spherical coordinates and then give a
Cartesian equation for the surface.

11. ρ = a, for any a > 0.

12. ρ sin φ = 3.

13. φ = π/4.

14. ρ sin φ sin θ = 4.

15. ρ = 3 sec φ.

16. θ = π/4.

17. (a) Express the point (x, y, z) = (2, 3, 1) in cylindrical coor-
dinates.

(b) Express the point (x, y, z) = (2, 3, 1) in spherical coor-
dinates.

18. (a) Express the point (r, θ, z) = (2, 3, 1) in Cartesian coor-
dinates.

(b) Express the point (ρ, θ, φ) = (2, 3, 1) in Cartesian coor-
dinates.

19. Verify the calculation in Example 1.

20. Verify the calculation in Example 2.

In Exercises 21–26, use cylindrical coordinates to find the volume
of the region R.

21. R is a cylinder of radius a and height h.

22. R is the region bounded above by the plane z = x + y, below
by the xy-plane, and on the sides by the cylinder r = 1.

23. R is the region in the first octant bounded by the cylinder
x2 + y2 = 1 and the plane z = x .

24. R is the region bounded below by the surface z = x2 + y2 and
above by the plane z = x + y.

25. R is the region under the cone z = r , above the xy-plane, and
inside the cylinder r = 2.

26. R is a sphere of radius a centered at the origin.

In Exercises 27–32, use cylindrical coordinates to evaluate the
given integral.

27.
∫∫∫

C
z dV, where C is the cylinder of radius a and

height h.

28.
∫∫∫

S
x dV, where S is the region bounded above by the plane

z = x + y, below by the xy-plane, and on the sides by the
cylinder r = 1.

29.
∫∫∫

S
y dV, where S is the region in the first octant bounded

by the cylinder x2 + y2 = 1 and the plane z = x .

30.
∫∫∫

R
z dV, where R is the region bounded below by the sur-

face z = x2 + y2 and above by the plane z = x + y.
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31.
∫∫∫

S
z dV, where S is the region under the cone z = r , above

the xy-plane, and inside the cylinder r = 2.

32.
∫∫∫

S
x dV, where S is a sphere of radius a centered at the

origin.

33. Give a geometric description of the solid whose volume is

given by the triple integral
∫ 2π

0

∫ 2

1

∫ 5

0
r dz dr dθ .

34. The volume of a solid is
∫ 2

0

∫ √
2x−x2

0

∫ √
4−x2−y2

−
√

4−x2−y2
dz dy dx .

(a) Describe the solid by giving equations in Cartesian co-
ordinates for the surfaces that form its boundary.

(b) Rewrite the integral in cylindrical coordinates.

35. Use spherical coordinates to find the volume of the re-
gion above the cone z =

√
x2 + y2 and below the sphere

x2 + y2 + z2 = 1.

36. Rewrite the integral
∫ 2π

0

∫ 1

0

∫ √
4−r2

0
r 2 dz dr dθ as an iterated

integral in
(a) rectangular coordinates;
(b) spherical coordinates.

37. A hemispherical bowl of radius 5 cm is filled with water to
within 3 cm of the top. Set up an integral for the volume of
water in the bowl.

38. A hemisphere of radius 6 inches is truncated to make a bowl
of volume 99π cubic inches. Find the height of the bowl.

39. Let R be the “ice cream cone” region enclosed by a
sphere of radius 2 centered at the origin and the cone

z =
√

x2/3 + y2/3. Write the triple integral
∫∫∫

R
y dV as an

iterated integral in
(a) rectangular coordinates
(b) cylindrical coordinates
(c) spherical coordinates

14.714.714.7 M U L T I P L E I N T E G R A L S O V E R V I E W E D ;
C H A N G E O F V A R I A B L E S

In this chapter so far we have encountered several approaches to multiple integrals. In
this final section, we first compare these ideas of the integral by reviewing some of the
approaches and methods we’ve seen. Then we link some apparently different approaches
to the integral by presenting a general change-of-variables formula that permits us to
transform one integral to another.

I n t e g r a l s r e v i e w e d
Dif ferent types of in tegra ls In elementary calculus there is only one main type of inte-
gral. For a function f : R → R and an interval [a, b], the familiar integral I = ∫ b

a f (x) dx
is a certain real number, defined as a limit of approximating sums. Although I has var-
ious possible geometric, physical, and numerical interpretations (as area under the f -
graph, as displacement if f represents velocity, as a weighted average of f -values, and
so on), they are nothing more than different ways of looking at the same mathematical
object.

In multivariable calculus the possibilities for integrals are much broader. Integrands
may be functions of one or more variables, and they may be either scalar- or vector-
valued functions. The sets over which functions are integrated may also be of various
types, including ordinary intervals, one-dimensional curves in R

2 or R
3, planar regions in

R
2, solid regions in R

3, and two-dimensional surfaces in R
3. We have seen several such

possibilities, with symbolic forms such as these:

∫ b

a
v(t) dt ;

∫∫
R

f (x, y) dA;
∫∫

R
g(r, θ) r dr dθ ;

∫∫∫
S

h(r, θ, z) r dr dθ dz.

In Chapter 16 we will see still more integrals, including line integrals and surface
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integrals, in which the domains of integration are, respectively, either curves or surfaces
in R

2 or R
3.

Der ivat ives , in tegra ls , and fundamenta l theorems A first course in calculus usually
culminates with the fundamental theorem of calculus (FTC), which relates derivatives and
integrals. In its simplest � form, the fundamental theorem says that, under appropriate But most important.
conditions, ∫ b

a
f ′(x) dx = f (b) − f (a).

The theorem says that, in a certain sense, single-variable integration “undoes” single-
variable differentiation, and vice versa.

As one might guess, the ideas behind the fundamental theorem can be extended and
reinterpreted to fit the multivariable setting. For instance, a version of the fundamental
theorem for line integrals says that∫

γ

∇ f · dX = f (b) − f (a), (1)

where f (x, y) is a function of two variables, and γ is a curve joining a to b in R
2. Much

remains to be explained, of course, including the precise meaning of the line integral on
the left. (We discuss line integrals and their properties in Chapter 16.) But the general
similarity to the ordinary fundamental theorem should be apparent. In each case, some
sort of integral is applied to some sort of derivative of f , � and the answer involves f itself. The gradient ∇ f is a type of

derivative of f .

In tegrat ing funct ions of one var iab le Our first goal is to review the various types of
integrals encountered so far. The simplest involve only one input variable. Single-variable
integrals such as ∫ 1

0
x2dx = x3

3

]1

0
= 1

3

are the stock in trade of elementary calculus; the integrand is a scalar-valued function
of one variable and the domain of integration is an interval. Integrals of this basic type
do arise in multivariable calculus, but often as byproducts to some higher-dimensional
problem. Arclength calculations are one good example.

E X A M P L E 1 The position function

r(t) = ( cos t, sin t, t )

describes a helix (spiral) in R
3. Find the arclength of one “turn”; think of t as time.

S o l u t i o n Position is a vector-valued function of time t , but the speed at time t , given by

|r′(t)| = |(− sin t, cos t, 1)| =
√

sin2 t + cos2 t + 1 =
√

2,

is scalar-valued. (In this case, the speed function happens to be constant.) One turn of
the helix takes 2π units of time, and so the arclength is given by the ordinary integral∫ 2π

0
|r′(t)| dt =

∫ 2π

0

√
2 dt = 2

√
2π ≈ 8.89

units of distance.

We have also seen how to integrate vector-valued functions of one variable over an
interval in the domain. An important use of such integrals is in modeling phenomena of
motion.



826 C H A P T E R 14 Integrals

E X A M P L E 2 A particle moves in the xy-plane. At time t , its velocity vector is

v(t) = (5, −32t).

Find
∫ 6

0 v(t) dt . What does the answer mean about the particle’s motion?

S o l u t i o n The calculation is routine; � we integrate in each coordinate separately:∫ 6

0
v(t) dt =

(∫ 6

0
5 dt,

∫ 6

0
−32t dt

)
= (30, −576).

More interesting than the numerical answer is what it tells: the particle’s displacement
over the time interval 0 ≤ t ≤ 6. If p(t) is the particle’s position at time t , then
p′(t) = v(t), and ∫ 6

0
v(t) dt = p(6) − p(0).

Thus, if v(t) represents velocity in units of feet per second, the calculation means that,
over the 6-second interval, the object moves 30 feet to the right and 576 feet
downward.

But check our work.

Mult ip le in tegra ls We have also studied multiple integrals in which the integrand is a
scalar-valued function of two or three variables and the domain of integration is a subset
of R

2 or R
3. � In the simplest case, the integrand is a function of two variables, and theThe name “multiple integral”

is standard but a little vague;
it doesn’t say whether inputs,
outputs, or both are
“multiple.”

domain of integration is a rectangle. In this happy event, the integral can be calculated by
“iteration,” that is, by integrating in one variable and then the other.

E X A M P L E 3 Let f (x, y) = 2 − x2 y, R = [0, 1] × [0, 1], and I = ∫∫
R f (x, y) dA.

Calculate I as an iterated integral. What does the answer mean?

S o l u t i o n We will integrate first in x and then in y:

I =
∫ 1

0

(∫ 1

0
(2 − x2 y) dx

)
dy =

∫ 1

0

(
2x − x3 y

3

]1

0

)
dy

=
∫ 1

0

(
2 − y

3

)
dy = 11

6
.

The other order of integration is possible, too. � That calculation appears, along with a
useful picture, in Example 2, page 793.

Geometrically, the integral gives the volume of the solid bounded below by the
domain of integration, R, and above by the surface z = f (x, y). Alternatively, the
integral can be thought of as the average value of f over the rectangle [0, 1] × [0, 1],
which has area 1. (The answer 11/6, a little less than 2, accords well with the picture and
with the table of representative values of f .)

And gives the same answer!

Techniques like those just shown can be used to integrate a function f (x, y, z) over a
rectangular solid region in R

3.

In tegra ls over nonrec tang les ; po lar coord inates If a domain of integration is not rect-
angular, then various strategies are used as determined by the situation. One possibility is
to use variable limits of integration on the inner integral. Another possibility arises when
the domain of integration is more conveniently represented in polar coordinates r and θ .
Things work best when the integrand also lends itself to polar form.
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E X A M P L E 4 Let R be the region inside the unit circle, and let f (x, y) = x2 + y2. Use
polar coordinates to calculate I = ∫∫

R f (x, y) dA. What does the answer mean
geometrically?

S o l u t i o n First we write everything in polar form, using the following
change-of-variable equations:

x = r cos θ ; y = r sin θ ; x2 + y2 = r2; dA = r dr dθ.

(The last identity is called the area element in polar coordinates.) For the integrand, we
have f (x, y) = x2 + y2 = r2. The domain of integration is a “polar rectangle” described
by the inequalities

0 ≤ r ≤ 1; 0 ≤ θ ≤ 2π.

Thus, rewritten in polar coordinates, the integral I becomes

I =
∫ 2π

0

∫ 1

0
r2 r dr dθ =

∫ 2π

0

∫ 1

0
r3dr dθ.

Integrating in r and then θ gives I = π/2 ≈ 1.57. Geometrically, the integral measures
the volume of the region under the paraboloid z = x2 + y2 and above the unit disk
x2 + y2 ≤ 1.

Cy l indr i ca l and spher i ca l coord inates Similar change-of-variable strategies work for
triple integrals when the domain of integration, the integrand, or both are best described
in cylindrical coordinates (r, θ, z) or spherical coordinates (ρ, θ, φ). In each case, a volume
element formula applies. The volume elements are, respectively,

dV = r dr dθ dz for cylindrical coordinates,

and

dV = ρ2 sin φ dρ dθ dφ for spherical coordinates.

A typical calculation in spherical coordinates follows.

E X A M P L E 5 Calculate I =
∫∫∫

P

1
x2 + y2 + z2

dV , where P is the part of the unit ball

x2 + y2 + z2 that lies in the first octant.

S o l u t i o n The first octant in R
3 is the set of points whose spherical coordinates satisfy

0 ≤ θ ≤ π/2 (this ensures that x ≥ 0 and y ≥ 0) and 0 ≤ φ ≤ π/2 (this ensures that z ≥ 0).
Points that are also inside the unit ball satisfy 0 ≤ ρ ≤ 1. Thus, P is—from the spherical
coordinate point of view—a rectangular solid. The integrand is also best converted to
spherical coordinates:

1
x2 + y2 + z2

= 1
ρ2

.

Now everything is ready:

I =
∫∫∫

P

1
x2 + y2 + z2

dV

=
∫ π/2

0

∫ π/2

0

∫ 1

0

1
ρ2

ρ2 sin φ dρ dθ dφ (substituting as above)

=
∫ π/2

0
sin φ dφ ·

∫ π/2

0
dθ ·

∫ 1

0
dρ = π

2
.
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T h e g e n e r a l c h a n g e - o f - v a r i a b l e s f o r m u l a
The most mysterious ingredients in all of the foregoing examples, in which we changed
from Cartesian to other coordinates, are the area and volume elements in polar, cylindrical,
and spherical coordinates:

dA = r dr dθ, dV = r dr dθ dz, and dV = ρ2 sin φ dρ dθ dφ.

In fact, all three of these formulas are instances of a more general principle known as the
change-of-variables formula. It describes how integrals change when one set of coordinate
variables (such as x and y) are exchanged for another (such as r and θ).

Chang ing var iab les in one d imens ion The change-of-variables formula is best under-
stood as the multivariable version of integration by substitution in elementary calculus.
An example will help fix the ideas and notation. Notice that, although our use of the
symbols u and x may seem “reversed” compared to what is usual in elementary calculus,
the reversal is only in nomenclature; the ideas below are exactly the ones familiar from
elementary calculus.

E X A M P L E 6 Use substitution to calculate
∫ π/2

0
3 sin2 u cos u du.

S o l u t i o n The substitutions x = sin u and dx = cos u du seem natural. Indeed, they
work just fine: ∫ u=π/2

u=0
3 sin2 u cos u du =

∫ x=1

x=0
3x2 dx = 1.

Notice the change in limits of integration: Since x = sin u, the u-interval Iu = [0, π/2]
corresponds to the x-interval Ix = [0, 1].

The first equality is the main point. If we write f (x) = 3x2 and x = x(u) = sin u,
then the first equality has the form∫

Iu

f
(
x(u)

)dx

du
du =

∫
Ix

f (x) dx .

We will see analogues of this equation in several variables.

A magn i f i cat ion fac tor Notice especially the “extra” factor dx/du on the left in the
preceding equation. In fact, the whole substitution method can be summarized succinctly
as follows: �Perhaps even too

succinctly—it packs a lot into
a small space. dx

du
du = dx .

The main points of this equation are that, because of the relationship between u and x ,
a tiny change du in u produces a corresponding change dx in x , and that du and dx are
related as the equation indicates. In effect, dx/du plays the role of a “magnification factor,”
either enlarging or diminishing the effect of small changes in u.

Chang ing severa l var iab les The change-of-variables recipe for multiple integrals uses
similar ingredients. For double integrals, the usual setup is to start with an integral∫∫

Rxy
f (x, y) dA, where f is a function and Rxy is a region in the xy-plane. In addition,

we are given (or somehow find) two functions relating x and y (the “old” coordinates) to
u and v (the “new” coordinates):

x = x(u, v) and y = y(u, v).



14.7 Multiple Integrals Overviewed; Change of Variables 829

We assume that these functions “map” the uv-plane (or part of it) into the xy-plane in
such a way that some region Ruv in the uv-plane corresponds to Rxy , the original domain
of integration in the xy-plane.

One reason to carry out such a change of variables is to simplify the domain of in-
tegration: Ideally, the uv-region Ruv will be simpler or more familiar than the xy-region
Rxy . Another possibility is that the change of variables simplifies the integrand function.
Sometimes both types of simplification occur—as they did in Example 5. (For one-variable
integrals, by contrast, domains are usually just finite intervals, and so only the integrand
normally benefits from simplification.)

So far, the one- and two-variable change-of-variable setups are similar. An important
difference, however, is that, instead of the ordinary derivative dx/du, we now use the
Jacobian determinant, that is, the determinant of the derivative matrix of the mapping
(u, v) �→ (x, y):

∂(x, y)
∂(u, v)

= det

(
xu xv

yu yv

)
.

(The peculiar-looking “fraction” on the left is just a mnemonic shorthand.) It turns out
that the determinant above plays the same role for the mapping (u, v) �→ (x, y) as does
the derivative dx/du in the one-variable setting: For any input (u, v), the absolute value
|∂(x, y)/∂(u, v)| is the factor by which the mapping magnifies areas near (u, v). In particular,
the mapping transforms a tiny rectangle at (u, v), with area �u �v , to another tiny near-
rectangle at (x, y) with area approximately

�x �y ≈
∣∣∣∣∂(x, y)
∂(u, v)

∣∣∣∣ �u �v .

We can now state the general theorem. Some technical hypotheses are added, but the
final equation is the main point:

T H E O R E M 2 ( C h a n g e o f v a r i a b l e s i n d o u b l e i n t e g r a l s ) Let coordinates
(x, y) and (u, v) be related as above. We assume that all derivatives in question
exist and are continuous, that the mapping (u, v) �→ (x, y) is one-to-one, and
that the regions Ruv and Rxy correspond to each other under the mapping. Then

∫∫
Rxy

f (x, y) dAxy =
∫∫

Ruv

f
(
x(u, v), y(u, v)

) ∣∣∣∣∂(x, y)
∂(u, v)

∣∣∣∣ dAuv

=
∫∫

Ruv

f
(
x(u, v), y(u, v)

) ∣∣∣∣∂(x, y)
∂(u, v)

∣∣∣∣ du dv .

The names aren’t sacred.

E X A M P L E 7 What does the theorem say about polar coordinates in double integrals?

S o l u t i o n Using r and θ in place of u and v � gives x = r cos θ and y = r sin θ . Thus, the
Jacobian matrix is (

xr xθ

yr yθ

)
=

(
cos θ −r sin θ

sin θ r cos θ

)
;

it has determinant r . Thus the theorem says that∫∫
Rxy

f (x, y) dA =
∫∫

Rrθ

f
(
x(r, θ), y(r, θ)

)
r dr dθ ;

this is the familiar area element for polar coordinates.
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The d i r ty deta i l s Fully carrying out the change-of-variable mechanics can be messy
symbolically, but it is not too bad in the case of a linear change of variables. The following
example illustrates the process—with some details left to the reader.

Check the details for yourself.

E X A M P L E 8 Find
∫∫

Rxy
x dA, where R is the shaded region shown in Figure 1(b).

4

3

2

1

4

3

2

1

1 2 3 1 2 3
u

y

x

y − x � 2

y − x � 0

2x + y � 4

2x + y � 2

v

(a) The region Ruv (b) The domain Rxy

F IGURE 1
Corresponding regions Ruv and Rxy

S o l u t i o n As Figure 1(b) shows, the region Rxy is defined by the inequalities

0 ≤ y − x ≤ 2 and 2 ≤ 2x + y ≤ 4.

These inequalities suggest that we try the change of variables

u = y − x and v = 2x + y;

then the xy-domain Rxy corresponds to the rectangular uv-domain Ruv shown in
Figure 1(a), for which the corresponding inequalities are simply

0 ≤ u ≤ 2 and 2 ≤ v ≤ 4.

So far so good—but to use Theorem 2 we need to write x and y in terms of u and v .
Here this is easy to do, by simultaneously solving the following equations: �

u = y − x and v = 2x + y =⇒ x = v − u

3
and y = 2u + v

3
.

From this we get

∣∣∣∣∂(x, y)
∂(u, v)

∣∣∣∣ =
∣∣∣∣∣−1/3 1/3

2/3 1/3

∣∣∣∣∣ = 1
3
,
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and we are finally ready to apply Theorem 2:∫∫
Rxy

x dAxy =
∫∫

Ruv

x(u, v) · 1
3

dAuv

=
∫

Ruv

v − u

9
dAuv (since x = (v − u)/3)

= 1
9

∫ v=4

v=2

∫ u=2

u=0
(v − u) du dv (in iterated form)

= 8
9
. (by routine computation)

In three var iab les The same formula holds for triple integrals in three variables, except
that the Jacobian determinant has the form ∂(x, y, z)/∂(u, v, w). � The work is potentially The Jacobian matrix is 3 × 3.
quite messy, but in many cases of real interest the change of coordinates is simple. This
is especially true when the change of variable amounts merely to “stretching” in one or
more dimensions.

Check the easy calculation.

E X A M P L E 9 Let a, b, and c be positive numbers. Find the volume of the ellipsoid
x2

a2
+ y2

b2
+ z2

c2
≤ 1 in R

3.

S o l u t i o n If we use the “new” coordinates

u = x

a
, v = y

b
, and w = z

c
,

then the ellipsoid E in xyz-space corresponds to the unit ball B in uvw-space; it has
formula u2 + v2 + w2 ≤ 1 and (known) volume 4π/3. To use the change-of-variable
formula, we need the Jacobian determinant of the mapping (u, v, w) �→ (x, y, z). In this
case it is easy to find. The preceding formulas give

x(u, v, w) = au; y(u, v, w) = bv ; z(u, v, w) = cw .

Thus, the Jacobian matrix is diagonal, with constant determinant �

∂(x, y, z)
∂(u, v, w)

= abc.

The change-of-variable formula now finishes our problem:

volume of E =
∫∫∫

E
1 dVxyz =

∫∫∫
B

1
∣∣∣∣ ∂(x, y, z)
∂(u, v, w)

∣∣∣∣ dVuvw

= abc
∫∫∫

B
1 dVuvw = 4π

3
abc.

Notice, finally, that the result has a very pleasing geometric meaning. At every point of
uvw-space, the mapping (u, v, w) �→ (x, y, z) = (au, bv, cw) “magnifies” distances by
factors of a, b, and c, respectively, in the three coordinate directions; the corresponding
effect on volumes is to magnify by the factor abc.

E X A M P L E 10 This example explores the fact that the Jacobian determinant of a
mapping (u, v) �→ (x, y) describes an area magnification factor. In each case below, let
Ruv be the unit square 0 ≤ u ≤ 1; 0 ≤ v ≤ 1; it has area 1. Let Rxy be the image of Ruv in
the xy-plane under the mapping (u, v) �→ (x, y). In each case following: (i) describe Rxy ;
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(ii) find the area of Rxy ; (iii) find the Jacobian determinant of the given mapping.
(In each case, Rxy is a parallelogram, and so it is enough to find its corners.)

(a) x = 2u, y = v ; (b) x = 1 + 2u, y = 1 + 3v ; (c) x = 1 + 3u + v, y = 1 + u + 2v .

S o l u t i o n Figure 2 shows the images Rxy of the unit square Ruv for each of the three
mappings:

4

3

2

1

y

1 2 3 4 5
x

4

3

2

1

y

1 2 3 4 5
x

4

3

2

1

y

1 2 3 4 5
x

(a) (b) (c)

F IGURE 2
Images of the unit square for three mappings

In case (a) the image region Rxy is the rectangle [0, 2] × [0, 1], and so the magnification
factor is 2. The derivative matrix is

[
2 0
0 1

]
; its Jacobian determinant is 2.

In case (b) the image region Rxy is the rectangle [1, 3] × [1, 4] with area 6; this is also
the magnification factor. The derivative matrix is

[
2 0
0 3

]
; its Jacobian determinant is 6.

In case (c) the image region Rxy is the (nonrectangular) parallelogram shown. A
close look at the grid shows that the shaded area, which is also the magnification factor,
is 5. Here the derivative matrix is

[
3 1
1 2

]
; its Jacobian determinant is 5.

The idea of the proof Approximating sums are the idea behind the proof of the change-
of-variables theorem. Recall that any double integral

∫∫
Ruv

g(u, v) dA is defined as a limit
of approximating sums of the form

lim
n→∞

n∑
i=1

g(ui , vi ) A(Ri ),

where A(Ri ) is the area of a small uv-rectangle containing (ui , vi ).
In the case at hand, suppose that

g(u, v) = f
(
x(u, v), y(u, v)

) ∣∣∣∣∂(x, y)
∂(u, v)

∣∣∣∣ .
Then the approximating sum above becomes

lim
n→∞

n∑
i=1

f
(
x(ui , vi ), y(ui , vi )

) ∣∣∣∣∂(x, y)
∂(u, v)

(ui , vi )
∣∣∣∣ A(Ri ).

By the earlier remark about area magnification, this sum is approximately equal to

lim
n→∞

n∑
i=1

f (xi , yi ) A(R′
i ),

where A(R′
i ) is the area of a small xy-rectangle R′

i containing (xi , yi ). But this last sum
approximates the integral

∫∫
Rxy

f (x, y) dA. We have arrived at last.
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B A S I C E X E R C I S E S

1. In Example 1 we calculated the length of one turn of a certain
spiral in R

3. The same curve can be parametrized by

r(t) = (
cos(t2), sin(t2), t2 ); 0 ≤ t ≤

√
2π.

Recalculate the arclength using this parametrization.

2. Let r(t) = (t + sin t, 1 + cos t).
(a) Plot r(t).
(b) Find (exactly, by antidifferentiation) the length of

one arch of the curve. [HINT: 2 + 2 cos t = 4 cos2(t/2).
To simplify the computation, find the length from t = 0
to t = π and double the value.]

3. Repeat Exercise 2 with r(t) = (t/2 + sin t, 1 + cos t). (This
curve represents the path traced by a point on a wheel that
slips as it rolls.) In this case you will need to estimate the
final integral; use the midpoint rule with ten subdivisions.

4. Consider the situation described in Example 2. Assume that
the units of time and distance are seconds and feet, respec-
tively.
(a) Find the distance traveled by the particle over the

6-second interval.
(b) Find the vector-valued acceleration function a(t). What

is the appropriate unit of measurement?

(c) Calculate
∫ 6

0
a(t) dt . What does the answer mean about

the particle’s motion?

5. Consider the integral I =
∫∫

R
x2 y dA, where R is the region

bounded by the curves y = x2 and y = 1.
(a) Calculate I by integrating first in y and then in x .
(b) Calculate I by integrating first in x and then in y.

6. Let f (x, y) = y, and let R be the plane region bounded by
the curves y = ln x , y = 0, and x = e.

(a) Calculate I =
∫∫

R
f (x, y) dA by integrating first in y,

then in x .
(b) Calculate I =

∫∫
R

f (x, y) dA by integrating first in x ,

then in y.

7. Consider the integral I of Example 4. We said there that
the integral gives the volume of the solid region (call it S)
under the paraboloid z = x2 + y2 and above the unit disk
x2 + y2 ≤ 1.
(a) The solid region S described above is a solid of revolu-

tion. Explain why — that is, tell which plane region must
be revolved around which axis to produce S.

(b) Express the volume of S as an integral in one variable.

8. Consider the ellipse E in the xy-plane defined by
x2

a2
+ y2

b2
≤

1, where a and b are positive numbers.
(a) Set up an elementary calculus-style integral for the area

of E .

(b) Use the idea of Example 9 and an appropriate change
of variable to find the area of E .

(c) How does the area calculated in part (b) behave as
a → b?

9. (For students with determinant experience) As in Exam-
ple 7, find an appropriate determinant to explain the volume
element formula dV = r dr dθ dz for cylindrical coordinates.

10. (For students with determinant experience) As in
Example 7, find an appropriate determinant to explain the
volume element formula dV = ρ2 sin φ dρ dθ dφ for spheri-
cal coordinates.

Exercises 11–14 explore the fact that the Jacobian determinant of
a mapping (u, v) �→ (x, y) describes an area magnification factor.
(See also Example 10.) In each exercise, let Ruv be the unit square
0 ≤ u ≤ 1, 0 ≤ v ≤ 1; it has area 1. Let Rxy be the image of Ruv

in the xy-plane under the mapping (u, v) �→ (x, y). In each part
following, (i) sketch Rxy , (ii) find the area of Rxy , and (iii) find the
Jacobian determinant of the given mapping. [NOTE: In each case,
Rxy is a parallelogram, and so it is enough to find its corners.]

11. x = u, y = 2v .

12. x = 2 + 3u, y = 4 + 5v .

13. x = u + v , y = u − v .

14. x = 1 + 2u + 3v , y = 4 + 5u + 6v . [HINT: Use the cross
product to find the area of the parallelogram.]

15. Let I =
∫∫

Rxy

xy dA, where Rxy is the region bounded by

y = 0, y = 1, y = x , and y = x − 2.
(a) Evaluate I in xy-coordinates.
(b) Let u = x − y and v = y. Draw the region Rxy and the

corresponding region Ruv .
(c) Use the change of variables in part (b) to evaluate I .

16. Let I =
∫∫

Rxy

(x + y) dA, where Rxy is the region bounded by

3x − 2y = 4, 3x − 2y = −2, x + y = −1, and x + y = 2.
(a) Evaluate I in xy-coordinates.
(b) Let u = 3x − 2y and v = x + y. Draw the region Rxy and

the corresponding region Ruv .
(c) Use the change of variables in part (b) to evaluate I .

17. Let I =
∫∫

Rxy

ex dA, where Rxy is the region bounded by

y = x , y = 2x , x + y = 4, and x + y = 0.
(a) Evaluate I in xy-coordinates.
(b) Let u = x + y and v = x − y. Draw the region Rxy and

the corresponding region Ruv .
(c) Use the change of variables in part (b) to evaluate I .

18. Let I =
∫∫

Rxy

(x + y)2

x − y
dA, where Rxy is the region bounded

by x − y = 1, x − y = 5, x = 0, and y = 0.
(a) Evaluate I in xy-coordinates.
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(b) Let u = x + y and v = x − y. Draw the region Rxy and
the corresponding region Ruv .

(c) Use the change of variables in part (b) to evaluate I .

19. Let D be the region in xyz-space defined by the inequalities
1 ≤ x ≤ 2, 0 ≤ xy ≤ 2, and 0 ≤ z ≤ 1. Write the triple integral∫∫∫

D
(x2 y + 3xyz) dV as an iterated integral in the coordi-

nates u = x , v = xy, and w = 3z.

20. Let g(x, y) = (u, v) = (−x + y, x + 2y), let R be a region
in the xy-plane, and let T be the image of R under the
mapping g. Furthermore, suppose that f (x, y) > 0 for all
(x, y) ∈ R

2. Is the statement∫∫
R

f (x, y) dA <

∫∫
T

f
(
x(u, v), y(u, v)

)
dA

true? Justify your answer.

141414
S U M M A R Y

In Chapter 13 we extended the familiar idea of derivative to the multivariate setting. In
this chapter we did the same thing for integrals. Although integrals are defined in much the
same way as in elementary calculus, the multivariate setting requires new interpretations
and permits new applications.

Mult ip le in tegra ls and approx imat ing sums The integral of any function over any do-
main, in any number of variables, is a certain limit of approximating sums. For a function
f (x, y) of two variables, such a sum has the form

Sm = f (P1)�A1 + f (P2)�A2 + · · · + f (Pm)�Am =
m∑

i=1

f (Pi )�Ai ,

where the Pi are points chosen in a region of integration (let’s call it R) and �Ai is the
area of a subregion Ri formed by subdividing R into m smaller pieces. Under appropri-
ate assumptions on f and the subregions Ri , these sums approach the double integral∫∫

R f (x, y) d A as m tends to infinity. We began by illustrating and investigating such sums
and their connections with integrals. Then we explained how the properties and inter-
pretations of integrals themselves are inherited from similar properties of approximating
sums.

Ca l cu lat ing integra ls by i terat ion Although defined as limits of sums, integrals are most
easily evaluated using antiderivatives. Doing so for functions of several variables involves
iterated integration: evaluating an integral by repeated antidifferentiation, one variable at
a time. The process is especially simple when we integrate a well-behaved function over a
rectangular domain R = [a, b] × [c, d]. In this case, we can write∫∫

R
f (x, y) d A =

∫ b

a

∫ d

c
f (x, y) dy dx =

∫ d

c

∫ b

a
f (x, y) dx dy.

(The last equality says that we can integrate the two variables in either order.) As a rough
shorthand, d A = dx dy = dy dx .

In tegra ls over nonrec tangu lar reg ions Integrals must often be calculated over nonrect-
angular domains, such as plane regions bounded by curves, circles, or oblique lines. Such
integrals, like those over rectangular domain, can be calculated by iteration, but special
care must be taken for the geometry of the domain in question. We showed how to set up
and calculate such integrals—sometimes with help from technology.

Doub le in tegra ls in po lar coord inates As determined by the domain R and the func-
tion f , an integral

∫∫
R f (x, y) d A may be easier to calculate in polar than in rectangular

coordinates. This occurs, for instance, when R or f , or both, are simply described in polar
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coordinates. Changing from rectangular to polar coordinates transforms an integral∫∫
R f (x, y) d A to the new form

∫∫
R g(r, θ) d A, or, in iterated form,

∫∫
R g(r, θ) r dr dθ .

As a rough shorthand, we have d A = r dr dθ , an equation explained and justified in
Section 14.4.

Tr ip le in tegra ls A function g(x, y, z) of three variables can be integrated over a solid
region S in three-dimensional space. We defined and illustrated the triple integral∫∫∫

S g(x, y, z) dV and explored some of its properties. If the region S is “rectangular,”
of the form S = [a, b] × [c, d] × [e, f ], then the integral can be evaluated, as in the two-
dimensional case, by iteration. In shorthand form, dV = dx dy dz.

Cy l indr i ca l and spher i ca l coord inates Just as polar coordinates simplify certain double
integrals, the cylindrical and spherical coordinate systems simplify certain triple integrals.
Cylindrical coordinates are usually denoted r , θ , and z, with r and θ related to x and y as
in the polar system. Spherical coordinates are denoted ρ, θ , and φ, with θ as before, but ρ

and φ are defined in reference to a sphere centered at the origin. We described properties
and advantages of these special coordinate systems and derived the useful shorthand
formulas

dV = r dr dθ dz and dV = ρ2 sin φdρ dθ dφ,

the first for cylindrical and the second for spherical coordinates.

Change of var iab les Double and triple integrals come in many forms. Linking all of our
integral formulas—regardless of the choice of coordinate system—is the general change-of-
variable formula, Theorem 2. This theorem, a sophisticated analogue of the u-substitution
method of elementary calculus, tells how to transform one integral into another by trading
one set of variables for another.

R E V I E W E X E R C I S E S
1. Testing new seed, a farmer divides a 9-acre plot as shown

in the figure below. The numbers indicate one year’s crop
yield in bushels of corn per acre for each field subdivi-
sion. The smallest squares have area 1 acre. (This implies,
strangely enough, that each unit in the x- or y-direction
represents about 209 feet.) Use the data to find the to-
tal yield of corn on the 9-acre plot and the average yield
per acre. Interpret the results in terms of functions and
integrals.

3

2

1

92

143 123

128

108

1 2 3

y

x

2. Find
∫∫

D

(
x2 + y2 − 6xy

)
dA, where D is the region between

the curves x2 + y2 = 1 and x2 + y2 = 4.

3. Find the volume of the region between the paraboloids
z = 3 − 2x2 − 2y2 and z = x2 + y2.

4. Find
∫∫∫

E
(x + y + z) dV, where E is the solid tetrahedron

bounded by the coordinate planes and the plane x + 2y +
3z = 6.

5. Let a, b, and c be positive constants. Find the volume of the
tetrahedron bounded by the three coordinate planes and the
plane ax + by + cz = 1. [HINT: The problem can be done
either as a double or as a triple integral.]

6. Use cylindrical coordinates to evaluate the integral∫∫∫
C

(x2 + y2) dV, where C is the cylinder of radius 1 and

height 1 with base on the xy-plane.

7. Use cylindrical coordinates to evaluate the integral∫∫∫
C

(x2 + y2) dV, where C is the region under the cone z = r

above the xy-plane and inside the cylinder r = 1.

8. Let C be the solid region inside the cylinder r = 1/2 above
the xy-plane and below the unit sphere x2 + y2 + z2 = 1. (The



836 C H A P T E R 14 Integrals

region looks like a cylinder with a rounded top.) Calculate∫∫∫
C

2z dV.

9. Evaluate
∫∫

R

x + y

x2 + y2
dA, where R is the cardioid with polar

equation r = 1 + cos θ .

10. Evaluate
∫∫∫

R
z dV, where R is the region above the cone

z = r and below the plane z = 3.

11. Evaluate
∫∫∫

R
z2 dV, where R is the first octant part of the

region inside the unit sphere x2 + y2 + z2 = 1.

12. Set up an integral in polar coordinates that gives the area
inside the cardioid r = 1 + cos θ .

13. Calculate
∫∫

R
y dA, where R is the top half of the region

inside the unit circle.

14. Use cylindrical coordinates to find
∫∫∫

R
z dV, where R is the

region inside the cylinder r = 1 above the xy-plane and be-
low the plane z = 1.

15. Calculate
∫∫

R
x dA, where R is the right half of the region

inside the unit circle x2 + y2 = 1.

16. Use cylindrical coordinates to find
∫∫∫

R
z2 dV, where R is the

solid region inside the cylinder r = 1 above the xy-plane and
below the plane z = 1.

17. Set up an integral in spherical coordinates that gives the vol-
ume of the region (i) inside the sphere x2 + y2 + z2 = 1 and
(ii) in the first octant (where x , y, and z are all nonnegative).

18. Calculate
∫∫

R
(x2 + y2) dA, where R is the upper half of the

region inside the unit circle x2 + y2 = 1.

19. Use cylindrical coordinates to calculate
∫∫∫

R
(x2 + y2 +

3z2) dV, where R is the solid region inside the cylinder r = 1
above the xy-plane and below the plane z = 1.

20. Calculate the integral I =
∫∫

R
(x + y + 1) dA, where R is the

rectangle [0, 1] × [0, 1]. This integral gives the volume of a
certain solid region; describe this solid briefly in words.

21. Let Rxy be a region in the xy-plane. Let Ruv be the region
in the uv-plane that corresponds to Rxy when the change of
variable x = x(u, v), y = y(u, v) is made. State the change
of variable formula (i.e., the formula that relates an inte-
gral in the variables x and y to an integral in the variables
u and v).

22. Write an integral for the volume of the solid bounded by the
planes x = 0, y = 0, z = 0, x + y + z = 1.

23. Evaluate
∫ 1

0

∫ 2y

0

∫ x

0
dzdxdy.

24. Set up an interated integral for the volume bounded above
by the paraboloid z = 4 − x2 − y2 and below by the parabolic
cylinder z = 2 + y2.

25. Set up an integral in cylindrical coordinates for the “ice
cream cone” bounded below by the surfaces z2 = 3(x2 + y2)
and z = 0 and above by the sphere x2 + y2 + z2 = 1.

26. Set up an integral in spherical coordinates for the volume in
the previous exercise.

27. Find the volume of the region bounded above by the cylinder
z = 4 − y2 and below by the elliptic paraboloid z = 2x2 + y2.

28. Evaluate
∫ 3

0

∫ x=2

x=√
y

xydxdy.

29. Find the mass of the region bounded below by the paraboloid
z = x2 + y2 and above by the plane z = 1 if the density at each
point is given by f (x, y, z) = z.

30. Let I =
∫∫

R
x dA, where R = [0, 2] × [0, 2]. Calculate a

midpoint-rule approximating sum S4 for I with 4 subdivi-
sions (i.e., use a 2 × 2 grid).

31. Let f (x, y) = sin x + cos y.

(a) Evaluate
∫∫

R
f (x, y) dA, where R is the square

[0, π/2] × [0, π/2].
(b) The integral in the previous part gives the volume of

a certain solid region. Describe this region carefully in
words (or draw and label a picture).

32. Let R be the region described by the inequalities 0 ≤ r ≤ 1

and π/4 ≤ θ ≤ π/2, and let I =
∫∫

R
x dA.

(a) Write I as an iterated integral in xy-coordinates.
(b) Write I as an iterated integral in polar coordinates.
(c) Evaluate I .

33. Calculate a midpoint approximating sum with four subdivi-

sions (2 in each direction) for the double integral
∫∫

R
(x2 +

y2) dA, where R is the square [0, 1] × [0, 1].

34. Calculate a midpoint approximating sum with four subdivi-

sions (two in each direction) for the integral
∫∫

R
f (x, y) dA,

where R is the square [0, 2] × [0, 2] and f (x, y) = y.

35. Let I be the integral
∫∫

R
(3x2 + 2y) dA, where R = [0, 3] ×

[0, 3].
(a) Compute a double midpoint sum with with a total of

nine subdivisions (i.e., use a 3 × 3 grid). State the an-
swer as a fraction (e.g., 22/3), not in rounded form
(e.g., 7.667).

(b) Evaluate I exactly as an iterated integral.

36. Evaluate
∫∫

R
f (x, y) dA, where f (x, y) = sin(x) + cos(2y)

and R = [0, 1] × [0, 1].

37. Calculate I =
∫ 1

−1

∫ x=y+2

x=y2
(x + y) dx dy. Then reverse the or-

der of integration and find I again. (In other words, find I
again by calculating one or more integrals that end in dy dx
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rather than dx dy.) Draw pictures as necessary to illustrate
your reasoning.

38. Find the volume of the solid under the surface z =
√

x2 + y2

and above the circle x2 + y2 = 2y.

39. Find the volume of the solid that lies inside the sphere
x2 + y2 + z2 = 25 and outside the cylinder x2 + y2 = 9.

40. Find the volume of the solid that is inside the sphere
x2 + y2 + z2 = 4 and outside the cylinder x2 + y2 = 2y.

41. Find the volume of the solid bounded by the upper sur-
face of the sphere x2 + y2 + z2 = 4 and the paraboloid
z = 4 − x2 − y2.

42. Find the volume of the solid bounded by the lower sur-
face of the sphere x2 + y2 + z2 = 4 and the paraboloid
z = 4 − x2 − y2.

43. Find the area of the region inside the cardioid r = 1 + sin θ

and outside the circle r = 1.

44. Find the volume of the solid that lies below the paraboloid
z = x2 + y2 and above the disk x2 + y2 ≤ 9.

45. Find the volume of the solid that lies under the plane
6x + 4y + z = 12 and above the circular region defined by
x2 + y2 = y.

46. Find the volume of the solid bounded by the cone z2 =
x2 + y2 and the cylinder x2 + y2 = x .

47. Evaluate
∫ 1

0

∫ z

z2

∫ ln z

0
yex dx dy dz.

48. Evaluate
∫∫∫

R
f (x, y, z) dV, where R is the portion of the

sphere x2 + y2 + z2 = 1 that lies in the first octant (i.e., x ≥ 0,
y ≥ 0).



I N T E R L U D E Mass and Center of Mass
Dens i ty and mass It is often useful to think of a quantity, such as mass, as “distributed”
within a region in the xy-plane or in xyz-space. In the plane, for instance, we saw in
Section 14.3 how to use integrals to find the center of mass of a region R considered
as a thin plate (plane lamina is the technical term) with constant density. We met the
three-dimensional analogue of the same problem in Section 14.5, where we integrated
to find centers of mass of some simple solid regions also regarded as having constant
density.

Density measures the mass per unit area or unit volume of a material. The numerical
value of density depends on the units of measurement—grams per cubic centimeter, say,
or kilograms per cubic meter. But, no matter the units, gold is about twice as “dense” as
silver. �A cubic centimeter of silver

weighs around 10 g; the
same volume of gold weighs
almost 20 g.

If a plane lamina or a solid has constant density, then its mass and center of mass
depend only on the object’s shape and size. In useful applications, however, the density of
an object varies from point to point. This occurs if, for example, an object is made partly
of silver and partly of gold. In such cases we can describe density with a nonnegative
function ρ(x, y) (or ρ(x, y, z)), which takes different values for different inputs (x, y)
or (x, y, z).

For an object of constant density, the mass is simply the product density ×
volume. The formula for the mass of an object with variable density is therefore not
unexpected:�We found a similar

one-dimensional formula in
earlier work.

F A C T ( M e a s u r i n g m a s s ) Suppose that mass is distributed over a plane region
R or a solid S, with variable density ρ. Then the total mass of R or S is given
(in appropriate units) by∫∫

R
ρ(x, y) dA or

∫∫∫
S
ρ(x, y, z) dV.

E X A M P L E 1 One copy of the “brick” [0, 1] × [0, 2] × [0, 3] in R
3 has constant density

10 grams per unit of volume. A second copy of the brick has variable density
ρ(x, y, z) = 10x grams per unit of volume. Find the mass of each brick.

S o l u t i o n The first brick has volume 6 and density 10, and so its mass is 60 g. The
second brick’s mass is found by integration:

mass =
∫ 1

0

∫ 2

0

∫ 3

0
10x dz dy dx = 30;

thus, the second brick has half the mass of the first.

P R O B L E M 1 A third and fourth brick shaped like those in Example 1, have density
functions ρ(x, y, z) = 10y and ρ(x, y, z) = 10z, respectively. Find the mass of each.

Centers of mass and weighted averages The center of mass of a plane or solid re-
gion can be thought of as the region’s “balance point”: If we lift the object by a thread
attached at the center of mass, the object should hang motionless, without twisting or
turning.

838



I N T E R L U D EIn the case of constant density we have seen that the coordinates (x̄, ȳ) or (x̄, ȳ, z̄)
of the center of mass are simply the average values of the coordinate functions x , y, and
(if necessary) z over the region in question. For a plane region R, for example, we have

x̄ =
∫∫

R x dA∫∫
R 1 dA

; ȳ =
∫∫

R y dA∫∫
R 1 dA

.

The integral formulas in the case of nonconstant density are similar, but they involve
weighted average values of the coordinate functions. Naturally enough, the density function
ρ provides the weighting:

F A C T ( F i n d i n g t h e c e n t e r o f m a s s ) Suppose that mass is distributed over a
plane region R or a solid region S with variable density ρ. The centers of mass
of R and S, written (x̄, ȳ) and (x̄, ȳ, z̄), respectively, have coordinates given by
weighted average values of the coordinate functions. For instance,

x̄ =
∫∫

R x ρ(x, y) dA∫∫
R 1 ρ(x, y) dA

or x̄ =
∫∫∫

S x ρ(x, y, z) dV∫∫∫
X 1 ρ(x, y, z) dV

;

similar formulas hold for ȳ and z̄.

Observe:

� The denominator in each equation is the total mass of the object.
� If the density ρ happens to be a constant, then ρ cancels from both numerator and

denominator. In this case x̄ , ȳ, and z̄ are ordinary average values of x , y, and z.

E X A M P L E 2 Find the centers of mass of the two bricks in Example 1.

S o l u t i o n For each brick we have

x̄ =
∫ 1

0

∫ 2
0

∫ 3
0 x ρ(x, y, z)dz dy dx

total mass
.

(We found the denominators in Example 1.) For the first brick, we get

x̄ =
∫ 1

0

∫ 2
0

∫ 3
0 x · 10 dz dy dx

60
= 1

2
,

and similar easy calculations give ȳ = 1, z̄ = 3/2. Thus, the first brick’s center of mass is
simply its geometric center. �

For the second brick, we have

x̄ =
∫ 1

0

∫ 2
0

∫ 3
0 x · 10x dz dy dx

30
= 2

3
;

similar calculations give ȳ = 1, z̄ = 3/2. We see, in particular, that the brick’s variable
density “moves” the center of mass away from the geometric center in the direction of
greater density.

This should not be
surprising.

P R O B L E M 2 Find the centers of mass of the third and fourth bricks described earlier
with density functions ρ(x, y, z) = 10y and ρ(x, y, z) = 10z, respectively.

P R O B L E M 3 A fifth brick, shaped like those in Example 1, has variable density
ρ(x, y, z) = 10(x + y) grams per unit of volume. Find its mass and center of mass.
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I N T E R L U D E P R O B L E M 4 A sixth brick, shaped like those in Example 1, has variable density
ρ(x, y, z) = 10(y − 1)2 grams per unit of volume. Find its mass and center of mass. Why is
the center of mass the ordinary center in this case?

P R O B L E M 5 Let T1 be the triangle bounded by the lines y = x , y = −x , and y = 1;
assume T1 has constant density. Find the center of mass of T1. (NOTE: It is easily shown
that x̄ = 0, so just find ȳ.)

P R O B L E M 6 Let T2 be the triangle bounded by the lines y = x , y = −x , and y = 1;
assume T2 has density function ρ(x, y) = y. Find the center of mass of T2. (NOTE: It is
easily shown that x̄ = 0, so just find ȳ.)

P R O B L E M 7 Let C1 be the solid region above the cone z = r and below the plane z = 1
(we are using cylindrical coordinates). Assume C1 has constant density. Find the center of
mass of C1. (NOTE: It is easily shown that x̄ = 0 and ȳ = 0, so just find z̄.)

P R O B L E M 8 Let C2 be the solid region above the cone z = r and below the plane z = 1;
suppose C2 has nonconstant density function ρ(x, y, z) = z. Find the center of mass of C2.
(NOTE: Here x̄ = 0 and ȳ = 0, so just find z̄.)

840



C H A P T E R O U T L I N E
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151515
O T H E R T O P I C S

15.115.115.1 L I N E A R , C I R C U L A R , A N D C O M B I N E D M O T I O N

This section builds on ideas developed in Section 12.6.

In Section 12.6 we studied how the calculus of vectors and vector-valued functions can
be used to model phenomena of motion. Here we continue and extend that study, with
emphasis on some especially important specific types of motion.

Motions that arise in practical applications can often be thought of as combinations
of simpler, more basic motions. A point on a moving bicycle wheel, for instance, follows
a path that is determined by two simpler types of motion: the rotation of the wheel and
the linear motion of the bicycle itself. (We’ll model this situation in detail later in this
section.) To model such motions, therefore, it makes sense first to study some simpler,
elementary motions and then see how to combine them—using vector algebra—to form
more complex, “compound” motions.

M o d e l i n g c o m p o u n d m o t i o n s
A two-part industrial robot arm might appear as in Figure 1:

F IGURE 1
The arm of a simple robot

841



842 C H A P T E R 15 Other Topics

The long arm is pinned at the center of the large circle, the short section is pinned to the
end of the long arm, and each arm rotates separately (driven by a motor, perhaps) about
its fixed end. What path does the black dot (which might represent a tool at the end of the
compound arm) follow as the two arms rotate? What are the velocity and acceleration of
the black dot at any given time? (Controlling acceleration is practically important because
acceleration is proportional to force; excessive acceleration could damage the machinery.)

At first blush these questions seem quite difficult. The answers depend, after all, on
several variables: the lengths of the two arms and the speed and direction of each rotation.
We will see, however, that the calculus of vector-valued functions makes modeling such mo-
tions quite straightforward. Our strategy will be to break the compound arm’s motion into
two simpler motions, analyze each separately, and then, quite literally, reassemble the parts.

Figure 2 shows two different paths the black dot might follow as determined by the
data. Axes cross at the fixed point of the large arm. We will explain later how the paths
are drawn mathematically.

1

−1

−1 1

1

−1

1−1

F IGURE 2
Two robot paths

Model ing l inear mot ion Motion in a straight line, with constant speed, is called uniform
linear motion. This type of motion is easily modeled by using linear position functions. As
we saw in Chapter 12, the linear position function

p(t) = (x0, y0) + t(a, b)

describes a particle that (i) starts at position (x0, y0) at time t = 0, (ii) moves in the direction
of the velocity vector (a, b), and (iii) has constant speed

√
a2 + b2. Choosing the constants

judiciously lets us model any instance of uniform linear motion.

E X A M P L E 1 Suppose that a particle moves linearly at constant speed from (1, 2) at
t = 0 to (5, 6) at t = 3. Find the position, velocity, and acceleration functions. What is
the particle’s speed?

S o l u t i o n The vector v = (4, 4) = (5, 6) − (1, 2) points in the right direction; it joins the
point (1, 2) to the point (5, 6). To arrange that the trip take 3 seconds, we use velocity
vector (4, 4)/3. The desired position function, therefore, is

p(t) = (1, 2) + t

(
4
3
,

4
3

)
;

the velocity and acceleration are

v(t) =
(

4
3
,

4
3

)
and a(t) = (0, 0).

The speed is
√

42 + 42/3 = √
32/3 ≈ 1.89 units per second.
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Mode l ing c i r cu lar mot ion Constant-speed motion along a circular path is called uniform
circular motion. The following special cases are most useful:

F A C T For any center point (x0, y0) and any radius R > 0, the position function

p(t) = (x0, y0) + (R cos t, R sin t)

models counterclockwise uniform circular motion about (x0, y0) with radius R,
at constant speed R. The position function

p(t) = (x0, y0) + (R cos t, −R sin t)

models clockwise uniform circular motion at constant speed R.

All parts of the Fact are easy to verify; see the exercises. Using the Fact—and a few
handy tricks—we can model all sorts of uniform circular motion. We illustrate several by
example.

E X A M P L E 2 (Different speeds) A particle has position function

p(t) = (x0, y0) + (
R cos(at), R sin(at)

)
,

where a > 0 is a positive constant. What difference does the a make?

S o l u t i o n The a makes no difference to the particle’s path—the particle still travels at
constant speed along the circle of radius R about (x0, y0). Velocity and acceleration are
affected, however. Differentiation gives

v(t) = a
(−R sin(at), R cos(at)

)
,

and it follows that |v(t)| = a R. Similarly,

a(t) = v′(t) = a2(−R cos(at), −R sin(at)
)
.

Thus, the effect of a is to multiply the speed by a and the magnitude of acceleration
by a2.

E X A M P L E 3 (Changing speed) A particle moves counterclockwise with constant
speed s around the circle of radius R, centered at (x0, y0). Find the position function.

S o l u t i o n The Fact says that the position function

p(t) = (x0, y0) + (R cos t, R sin t)

has constant speed R. Example 2 shows that, to change the speed from R to s, we
multiply t by s/R to obtain the new position function

p(t) = (x0, y0) + (
R cos(ts/R), R sin(ts/R)

)
.

Now it is easy to see that p(t) has speed s, as desired.

Draw your own picture.
E X A M P L E 4 A particle starts at (2, 3) at t = 0. It moves at constant speed 1 around
the circle centered at (2, 0) until it reaches the point (−1, 0). � Find the particle’s
position function.

S o l u t i o n The circle has radius 3, and so p(t) = (2, 0) + (3 cos t, 3 sin t) describes a
particle starting from the east pole (5, 0) at t = 0. To start at angle π/2, we could use the
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position function

p(t) = (2, 0) + (
3 cos(t +π/2), 3 sin(t + π/2)

)
.

But this position function has speed 3. To arrange for speed 1 we can divide t by 3 to get

p(t) = (2, 0) + (
3 cos(t/3 +π/2), 3 sin(t/3 + π/2)

)
.

The particle arrives at (−1, 0) when t = 3π/2.

C i r cu lar mot ion , ac ce lerat ion , and centr ipeta l for ce Suppose that a particle moves with
uniform speed s about a circle of radius R centered at the origin. Then, by the work in
preceding Examples we have

p(t) = (
R cos(st/R), R sin(st/R)

)
.

Differentiation (twice, with respect to t) produces the acceleration function

a(t) = s2

R2

(−R cos(st/R), −R sin(st/R)
) = − s2

R

(
cos(st/R), sin(st/R)

)
.

This harmless-looking calculation has an important physical meaning:

For uniform circular motion with speed s around a circle with radius R, the
acceleration vector always points toward the center of the circle and has magnitude
s2/R.

It may seem surprising that constant-speed circular motion generates any acceleration.
But Newton’s second law of motion asserts that acceleration is proportional to force—
and we’ve all felt the force (called centripetal force) generated when we swing an object
around on a string or when we drive around a tight curve in a car. The italicized remark says,
moreover, that this force is inversely proportional to the radius and directly proportional
to the square of the speed. The automotive lesson is clear: Take tight corners slowly.

C o m b i n i n g m o t i o n s , a d d i n g f u n c t i o n s
Many interesting motions, such as that of the robot in Figure 1, turn out to be simple
combinations of uniform linear and circular motion. It is a pleasant physical fact that these
combinations of basic motions can be modeled simply by adding (in the vector sense) the
vector-valued functions that represent the simpler motions.

E X A M P L E 5 Consider again the jointed-arm robot in Figure 1. Assume that (i) the
long arm has length 1; (ii) the short arm has length 0.4; (iii) the long arm rotates
uniformly counterclockwise, making 1 rotation in 2π seconds; and (iv) the short arm
rotates uniformly counterclockwise, making 8 rotations in 2π seconds. Find the position
function for the black dot.

S o l u t i o n The end of the long arm undergoes uniform circular motion, with radius 1,
center (0, 0), and unit speed, and so it has position function

plong(t) = (cos t, sin t).

The short arm, if it were pinned at the origin, would have position function

pshort(t) = (
0.4 cos(8t), 0.4 sin(8t)

)
.

The robot combines the two motions by moving the center of the short arm’s rotation



15.1 Linear, Circular, and Combined Motion 845

to the end of the long arm. This amounts simply to adding the position functions as
vectors, that is,

p(t) = pshort(t) + plong(t) = (
cos(t) + 0.4 cos(8t), sin(t) + 0.4 sin(8t)

)
.

Plotting this function in parametric form for 0 ≤ t ≤ 2π produced Figure 2(a).

Cyc lo ids : combin ing c i r cu lar and l inear mot ions Combining uniform linear and circular
motions produces another class of curves.

E X A M P L E 6 Combine the uniform linear motion

plinear(t) = (t, 1)

and the uniform (clockwise) circular motion

pcircular(t) = (cos t, − sin t).

What does the combination p(t) = (t + cos t, 1 − sin t) represent?

S o l u t i o n Figure 3 shows the motion for 0 ≤ t ≤ 4π :

0

1

2 4 6 8 10 12 14

2

F IGURE 3
A cycloid: Combined linear and circular motion

The curve is called a cycloid; it represents the path traced by a point on the rim of a
rolling wheel. We investigate cycloids and their relatives further in the exercises. (See
also the Interlude at the end of this chapter on cycloids and cycloid-like curves.)

B A S I C E X E R C I S E S

1. In each part below, find a position function that models the
given uniform linear motion. Then use technology to plot
the particle’s path as a parametric curve.
(a) The particle starts at (0, 0) at t = 0 and travels to (1, 2)

at constant speed 1.
(b) The particle starts at (1, 2) at t = 0 and travels to (0, 0)

at constant speed 1.
(c) The particle starts at (1, 2) at t = 0 and travels to (5, 6)

at constant speed 100.
(d) The particle is at (1, 2) at time t = 1 and at (5, 6) at time

t = 10.

2. This exercise confirms the Fact on page 843. Let p(t) =
(x0, y0) + (R cos t, R sin t).
(a) Show that |p(t) − (x0, y0)| = R for all t .
(b) Show that p has constant speed R.
(c) Find v(0). How does the answer reflect the counterclock-

wise direction?

3. In this exercise let p(t) = (1, 2) + (3 cos t, −3 sin t) describe
a particle’s position for −π/2 ≤ t ≤ π/2.
(a) Describe the particle’s path geometrically. In which di-

rection does it travel?
(b) Show that p has constant speed 3.
(c) Find v(0). What does the answer say about the direction

of travel?

4. In each part below, give a position function that models the
uniform circular motion described. Use technology to plot
the position curve
(a) with center (0, 0), radius 3, speed 1, and counterclock-

wise direction; one full rotation starting from the east
pole,

(b) with center (0, 0), radius 3, speed 2, and clockwise direc-
tion, one half rotation, starting from the east pole,

(c) with center (1, 2), passing through (4, 5), speed 1, coun-
terclockwise direction, one full rotation starting from
(4, 5).
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5. Redo Example 5, but assume that the small arm rotates coun-
terclockwise four times (rather than eight times) as fast as the
larger arm. Find a position function; plot it for 0 ≤ t ≤ 2π .

6. Redo Example 5, but assume that the small arm rotates
clockwise (rather than counterclockwise) four times as fast
as the larger arm. Find the position function; plot it for
0 ≤ t ≤ 2π . Try to explain the different appearance from the
previous problem.

7. Redo Example 5, but this time assume that the large arm ro-
tates counterclockwise four times as fast as the smaller arm.
Find a position function; plot it for 0 ≤ t ≤ 2π .

8. Consider a robot like that of Example 5, but assume (i) the
long arm has length 2; (ii) the short arm has length 1; (iii) the
long arm rotates uniformly counterclockwise, making 1 rota-
tion in 2π seconds; and (iv) the short arm rotates uniformly
counterclockwise, making 4 rotations in 2π seconds.
(a) Find the position function for the black dot.
(b) Find the velocity function for the black dot.
(c) Find the speed function for the black dot. Use it to find

or estimate the length of one “cycle.” (NOTE: You will
probably have to use a numerical method to estimate
the arclength integral.)

(d) Find the acceleration function for the black dot.

9. This exercise is about Example 6.
(a) Find the velocity function v(t). Use it to find points at

which the velocity is (0, 0). How do these points appear
on the graph?

(b) Find the speed function s(t). Use it to find (exactly!) the
length of one arch of the curve.

(c) Show that the acceleration has constant magnitude.

10. (a) Suppose that a bicycle with tires of radius a moves at
a constant speed v0 along a straight road. Assume that
the road is the x-axis and that the bicycle moves to the
right. Explain why the point on the tire at the origin at
time t = 0 is at the point p(t) = (

v0t − a sin(v0t/a), a −
a cos(v0t/a)

)
at time t > 0. [HINT: Think of the motion

of the point on the tire as a combination of sliding and
spinning.]

(b) Suppose that a bicycle with tires of radius a moves at a
constant speed v0 along a straight road. At time t = 0 an
insect starts crawling from the center of the wheel along
a spoke at constant linear speed s0. Find an expression
for the location of the insect at time t . (Assume that the
road is the x-axis and that the bicycle moves to the right.)

(c) Suppose that a bicycle with tires of radius a moves at a
constant speed v0 up a hill. Assume that the road is the
line y = mx and that the bicycle moves to the right. Find
an expression for the location at time t > 0 of the point
on the tire that is at the origin at time t = 0.

11. Let p(t) and q(t) represent uniform linear motions, at con-
stant speed 1, from (1, 2) to (2, 3) and from (5, 6) to (6, 7),
respectively.

(a) Write position formulas in vector form for p(t) and q(t).
(In each case, let t = 0 correspond to the starting point.)

(b) Explain why the position function p(t) + q(t) describes
a uniform linear motion. What are the initial and final
points? What is the speed?

(c) Write a position function r(t) for uniform linear motion
at constant unit speed from (6, 8) to (10, 12). (Let t = 0
correspond to the starting point.)

12. Let p(t) and q(t) represent uniform linear motions, at con-
stant speed 1, from (x1, y1) to (x2, y2) and from (x3, y3) to
(x4, y4), respectively. (Assume that (x1, y1) 	= (x2, y2) and
(x3, y3) 	= (x4, y4).)
(a) Write position formulas in vector form for p(t) and q(t).

(In each case, let t = 0 correspond to the starting point.)
(b) Explain why the position function p(t) + q(t) describes

a uniform linear motion. What are the initial and final
points? What is the speed?

(c) Write a position function r(t) for uniform linear mo-
tion at constant unit speed from (x1 + x3, y1 + y3) to
(x2 + x4, y2 + y4). (Let t = 0 correspond to the starting
point.)

13. Consider a robot like that discussed in this section but with
three linked arms of lengths 4, 2, and 1 unit, respectively.
Suppose that the long arm rotates once in 2π seconds, the
medium arm rotates four times in 2π seconds, and the short
arm rotates eight times in 2π seconds.
(a) As in Example 5, write separate position functions plong,

pmedium, and pshort for the three arms, imagining that all
are pinned at the origin.

(b) Use technology to plot the combined position function
p = plong + pmedium + pshort. (This function represents the
position of the end of the small arm if the big arm is
pinned at the origin.)

(c) Calculate the velocity and acceleration vectors for p(t)
at t = 0. Can the answers be “seen” in the curve?

(d) Calculate the velocity and acceleration vectors for p(t)
at t = π/4.

14. Let p(t) = (cos t, sin t) and let q(t) = (
a cos(bt), a sin(bt)

)
,

where a and b are positive constants. Note that both p and
q represent uniform curricular motion about the origin.
(a) Find the (constant) speed of each of p and q.
(b) Suppose that b = 1. Show that p + q represents uniform

circular motion. Find the center, the radius, and the
speed.

(c) Suppose that b 	= 1. Explain why p + q does not rep-
resent uniform circular motion. [HINT: Show that the
|p + q| is not constant.]

15. Show that p(t) represents uniform linear motion if and only
if p′(t) = v(t) = (a, b), where a and b are constants. What
happens in the special case that (a, b) = (0, 0)?

16. Show that p(t) represents uniform linear motion if and only
if p′′(t) = a(t) = (0, 0).



I N T E R L U D ECyclo ids and Epicyclo ids
This Interlude builds on and extends ideas developed in Sections 12.6 and 15.1.

About cyc lo ids A cycloid is the path traced by a point on the rim of a wheel (we will
assume it has radius 1) as it rolls, without slipping, along a line (we’ll take it to be the
y-axis). A cycloid can be modeled as the vector sum of a uniform linear motion (of the
center of the wheel) and a uniform circular motion (of the point on the rim around the
center of the wheel). It follows that the cycloid has a vector-valued position function of
the general form

p(t) = linear + circular = (at, 1) + (
cos(bt), − sin(bt)

)
,

where a and b are constants.

P R O B L E M 1 Use technology to plot some curves of the form above, for several values
of a and b. How do the values of a and b affect the shape of the curve? How are the
values of a and b related to the physical situation?

P R O B L E M 2 Suppose that the wheel rolls to the right, without slipping, at a constant
rate of 1 unit per second. What is the formula for p(t)? In particular, why does −sin
appear rather than sin?

P R O B L E M 3 What situation does the formula p(t) = (t, 1) + (
cos(2t), − sin(2t)

)
represent? (HINT: The answer involves slipping; 2 could be called the slipping
coefficient.) Draw the curve. Where on the curve, if anywhere, does the point on the rim
of the wheel move to the left?

P R O B L E M 4 Explain why the wheel does not slip if a > 0 and p(t) = (at, 1) +(
cos(at), − sin(at)

)
.

About ep i cyc lo ids An epicycloid (sometimes called a roulette) is the curve traced out
by a point P on the rim of a wheel as the wheel rolls (with or without slipping) around
the outside of another wheel, say of radius R. We assume for simplicity that the outer
wheel has radius 1. Figure 1(a) shows the apparatus; Figure 1(b) shows one possible curve
(together with the inside wheel).

O R

Q

1

P

(a) The setup (b) A possible curve

F IGURE 1
Creating an epicycloid
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I N T E R L U D E A little thought reveals that, in this situation, the motion of P is the vector sum of two
uniform circular motions: (i) the motion of Q (the center of the small wheel) around 0
(the center of the large wheel) and (ii) the motion of P around Q. Thus, an equation of
the following form describes the motion:

p(t) = motion (i) + motion (ii) = (R + 1)
(
cos(at), sin(at)

)+ (
cos(bt), sin(bt)

)
. (1)

P R O B L E M 5 Explain why the motion formula Equation 1 “works.” Why does R + 1
appear in it?

P R O B L E M 6 Suppose that a = 1, R = 3, and b = 2. Find all the cusps—that is, the places
where the point P has zero velocity. How do these points appear on the epicycloid?

P R O B L E M 7 Give a formula for, and draw with technology, an epicycloid with five cusps.

P R O B L E M 8 Suppose that a = 1. Under what conditions on the values of R and b in
Equation 1 will the wheel roll without slipping? (HINT: The answer is b = R − 1. Try to
explain why.)
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15.215.215.2 N E W C U R V E S F R O M O L D

This section builds on ideas developed in Sections 12.6 and 12.7.

In this section we use vector-based tools—projections, length, the dot product, perpen-
dicularity, and so on—to construct and manipulate plane curves more efficiently than we
could do otherwise. Our main goal will be to building interesting and attractive new curves
out of old ones. Some of these “new” curves are, in fact, quite ancient. The conchoid
of Nicomedes, for instance, is named for a Greek mathematician of the third century
B.C. who used it in studying such classical problems as trisecting angles and duplicating a
cube.

The bas i c ob jec t : a curve in vector form In this section our basic object of study will be
a parametrized plane curve C . We will describe such a curve either in vector form

r(t) = (
x(t), y(t)

)
; a ≤ t ≤ b,

or in parametric form

x = x(t); y = y(t); a ≤ t ≤ b.

The differences between these forms are mainly cosmetic, and we will toggle freely back
and forth between them. When using the vector version, we will think of r(t) as the position
vector with tail at the origin and head at

(
x(t), y(t)

)
. As t varies, the arrowhead “sweeps

out” the curve C , as shown in Figure 1.

2 4−4 −2

1

2

3

4

5

x

y

F IGURE 1
Position vectors tracing out a curve

The notation r(t) suggests “radius”—as it should, because all the position vectors emanate
“radially” from the origin.

We studied curves in vector form in Section 12.5. In this section we combine the
dot product (studied in Section 12.7) with the vector idea to produce new curves from
old.

R o t a t i o n s
The dot product and its connection to angles can be used to rotate curves in the plane.
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Rotat ing vectors It is often useful, given a vector v = (a, b), to find the new vector w
formed by rotating v counterclockwise through an angle α. The following Fact tells exactly
how to do this.

F A C T ( H o w t o s p i n a v e c t o r ) Let v = (a, b) be any nonzero vector, and let
α be an angle, in radians. The vector

w = (a cos α − b sin α, a sin α + b cos α)

is the result of rotating v counterclockwise through α radians.

How was the formula for w found? We will leave that good question to the exercises,
but it is easy to check that w has the claimed property. To see this, let θ be the angle between
v and w. The Fact asserts that θ = α, and the dot products is the key to seeing why. Basic
calculations give

v · w = (a2 + b2) cos α; v · v = a2 + b2; w · w = a2 + b2.

Combining these results with the identity v · w = |v||w| cos θ gives

(a2 + b2) cos α = v · w = |v||w| cos θ =
√

a2 + b2
√

a2 + b2 cos θ.

Thus, cos α = cos θ , as claimed.

Rotat ing curves The preceding Fact tells how to rotate any given vector through any
given angle. Rotating v = (1, 2) through π/3 radians, for example, gives the vector

w = (
1 cos(π/3) − 2 sin(π/3), 1 sin(π/3) + 2 cos(π/3)

)

=
(

1
2

−
√

3,

√
3

2
+ 1

)
≈ (−1.23, 1.86).

Applying the Fact to the vector formula for a curve gives a more interesting result.

E X A M P L E 1 Consider the curve C given in vector form by

r(t) = (t, 3 + sin t); −5 ≤ t ≤ 5.

Using α = π/3, apply the rotation formula to the position vector r(t) to form a new
curve rα(t). What happens?

S o l u t i o n For any angle α the the rotation formula gives

rα(t) = (
t cos α − (3 + sin t) sin α, t sin α + (3 + sin t) cos α

)
.
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With α = π/3 this formula becomes (after simplification)

rα(t) = 1
2

(
t − (3 + sin t)

√
3 , t

√
3 + 3 + sin t

)

Both curves r and rα appear in Figure 2 (along with four additional rotations of the
original curve, added for aesthetic appeal):

−5 5

5

−5

rα

r

The curve rα results from rotating the 
curve r through π/3 radians, with 
center at the origin.

x

y

F IGURE 2
Rotating a curve

The picture shows what we expect: rotating every position vector on r through π/3 has
the same effect on the curve itself.

N e w c u r v e s f r o m o l d : c o n c h o i d s
There are many ways to construct new curves from old; as just seen, rotation is one possi-
bility. Another possibility, also based on the dot product, concerns conchoids. Such curves
are constructed as follows:

We start with a given curve C , a point P0, and a fixed positive number k. For each
point P on C , another point Q is determined by moving k units of distance
“outward” along the line joining P0 and P . The set of all such points Q is a
conchoid.

Figure 3(a) illustrates the general idea; it shows several corresponding pairs P and Q. As
P moves along the original curve C , the corresponding points Q sweep out the conchoid.
Figure 3(b) shows the conchoid curve constructed from a circle centered on the y-axis.
(The circled points correspond to each other.)
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P0

C

Q
k

P

Qk

P

Q
k

P

−2 −1 0

0

1

2

3

4

1 2

(a) Finding Q from P (b) A circle and its conchoid

x

y

y

x

F IGURE 3
Constructing a conchoid

A formula for the concho id Let’s find a vector description of the conchoid constructed
from a given curve C expressed in vector form as p(t) = (

x(t), y(t)
)
, for a ≤ t ≤ b. For

simplicity, we will assume that P0 = (0, 0) and k = 1. Now, as Figure 3 shows, the conchoid
curve is constructed simply by extending each vector p(t) by one unit of length—that is, by
adding to p(t) the unit vector p(t)/|p(t)|. The result is the desired vector equation for the
conchoid:

q(t) = p(t) + p(t)
|p(t)| = p(t)

(
1 + 1

|p(t)|
)

. (1)

If, for instance, p(t) describes a circle centered at the origin with radius R, then |p(t)| = R is
constant; thus, the right-hand factor in Equation 1 is the constant 1 + 1/R, and the resulting
conchoid is simply circle of radius R + 1. If p(t) is a straight line, the resulting curve is a
conchoid of Nicomedes.

B A S I C E X E R C I S E S

1. This exercise is about the Fact on page 850. Use the same
notations as given there for v and w.
(a) Show that v · w = (a2 + b2) cos α.
(b) Show that |w| = |v|.
(c) Let u = (a cos α + b sin α, −a sin α + b cos α). Show that

|u| = |v| and that the angle between u and v is α.
(d) How are u and w related to each other and to v?

2. Use rotation and other such tricks to find vector formulas
for each of the following types of curves.
(a) The parabola y = x2, but rotated π/4 radians counter-

clockwise.
(b) A sine curve, but rotated so as to wiggle from northwest

to southeast.

(c) The cardioid r = 1 + cos θ , but rotated 45◦ clockwise.
[HINT: First write the cardioid in parametric form.]

3. Find the distance from the point P to the line � in each case
following
(a) from P(2, 3) to the line � through (0, 0) with direction

vector i,
(b) from P(2, 3) to the line � through (1, 1) with direction

vector (−1, 1),
(c) from P(2, 3) to the line � through (1, 1) and (0, 2),
(d) from the origin to the line with Cartesian equation

y = mx + b; assume that b 	= 0. (Could you do this with-
out vectors?).
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4. Consider the curve C given by

r(t) = (3 cos t, sin t) ; 0 ≤ t ≤ 2π.

(a) Give an equation in x and y for C .
(b) Find and plot the new curve C1 obtained by rotating C

π/4 radians about the origin.
(c) Find and plot the new curve C2 obtained by rotating C

π/2 radians about the origin. Give an equation in x and
y for C2.

5. Use the general conchoid formula given in this section to find
(that is, give a vector equation for) and plot each conchoid
below. In all parts, let P0 = (0, 0) and k = 1.
(a) The conchoid based on p(t) = (2 sin t, 2 cos t), 0 ≤ t ≤

2π .
(b) The conchoid based on the straight line x = 1.

[HINT: First write a vector equation for this line.]
(c) The conchoid based on the spiral x = t cos t , y = t sin t ,

0 ≤ t ≤ 4π .

6. Let p(t) and q(t) be position functions for two smooth
curves; suppose that the parameter interval for both curves
is 0 ≤ t ≤ 1 and that both curves begin and end at the same
point—that is, p(0) = q(0) and p(1) = q(1).

One way to form a new “hybrid” curve from p and q is
with the formula r(t) = (1 − t2)p(t) + t2q(t), 0 ≤ t ≤ 1.
(a) Find r(t) when p(t) = (t, t) and q(t) = (t, t2). Plot all

three curves p, q, and r for 0 ≤ t ≤ 1. (Do this part by
hand.)

(b) Find r(t) when p(t) = (t, t2) and q(t) = (t, t3). Plot all
three curves p, q, and r for 0 ≤ t ≤ 1. (Do this part by
hand.)

(c) Find r′(t) in terms of p(t), q(t), p′(t), and q′(t).
(d) Show that r(0) = p(0) and r(1) = q(1).
(e) Show that r′(0) = p′(0) and r′(1) = p′(1).

7. Let p, q, and r be defined as in the previous exercise. (In
particular, the parameter interval is always 0 ≤ t ≤ 1.)
(a) Let p and q represent the line segment from (0, 0) to

(2, 4) and the parabolic arc y = x2 between the same
two points. Find formulas for p, q, and r; plot all three
curves. (Be sure to use the parameter interval 0 ≤ t ≤ 1.)

(b) Let p represent the counter clockwise circular arc from
(1, 0) to (−1, 0) on the unit circle; let q represent the
straight line from (1, 0) to (−1, 0). Find formulas for p,
q, and r; plot all three curves.

15.315.315.3 C U R V A T U R E

This section builds on ideas developed in Sections 12.6 and 12.7.

Anyone who has driven a winding road, even on flat terrain and at moderate speeds, knows
the strain that is put on the engine, the brakes, and the passengers. The tightest curves,
with the smallest “turning radius,” are worst—negotiating them spills coffee, shifts cargo,
and throws passengers into each others’ laps.

Curvature, which we define and calculate in this section, is a mathematical measure
of how fast a plane curve “turns” near a given point. � The automotive analogy shows The curve might be a road.
that there are good practical reasons for measuring curvature, such as designing roads and
tracks of various kinds.

For an arbitrary curve, such as the parabola y = x2, we will see that curvature varies
from point to point: It is largest at the vertex and becomes smaller far away from the vertex,
where the parabola becomes more and more like a straight line. On a circle, by contrast,
the curvature is the same at all points: The smaller the radius, the larger the curvature. On
a straight line, the curvature is everywhere zero. Our first task will be to define curvature,
using vector ingredients, in a way that captures these intuitive properties.

D e f i n i n g c u r v a t u r e
Let a curve C be given by a position function p(t) = (

x(t), y(t)
)
. We will define the curvature

of C at the point p(t0) = (
x(t0), y(t0)

)
. First, recall that, for any t , the velocity vector v(t) =(

x ′(t), y′(t)
)

is tangent to C at the point p(t). Our definition of curvature, therefore, will
measure how fast the velocity vector turns with respect to distance traveled along the
curve. For this purpose, the length of the velocity vector (i.e., the speed of the curve) is
immaterial—we are interested only in the direction. With this in mind we write the velocity
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vector in the form

v(t) = s(t)T(t) =
√

x ′(t)2 + y′(t)2

(
x ′(t), y′(t)

)
√

x ′(t)2 + y′(t)2
,

where s(t) is the speed at time t (a scalar quantity) and T(t) is called the unit tangent vector
to C at t . (The name is appropriate because T(t) is a unit vector and points in the direction
of the curve at t .)

The curvature at t = t0 tells how fast the tangent direction, given by T(t), varies “with
respect to arclength,” that is, with respect to distance traveled along the curve. Finding
|T′(t0)|, the magnitude of the derivative T′(t0), is a good first step. It tells how much the
tangent direction changes per unit of time. To find the rate of change of the tangent
direction with respect to arclength, we divide by the speed of the curve at t = t0. � TheDoes this seem reasonable?

Convince yourself that it is. formal definition captures these ideas:

D E F I N I T I O N Let the smooth curve C be defined by the position function p(t) =(
x(t), y(t)

)
. The curvature of C at the point p(t0) is the quantity

∣∣T′(t0)
∣∣

s(t0)

wherever s(t0) 	= 0.

We will see by examples that the definition makes good sense.

Curvature of a l ine For a linear position function, the tangent direction T(t) is a constant
vector, and so T′(t) = (0, 0). It follows that (as expected) a line has (constant) curvature
zero.

Curvature of a c i r c le If C is a circle of radius R, then C has position function

p(t) = (x0, y0) + R(cos t, sin t).

It follows that

v(t) = R(− sin t, cos t), s(t) = R, and T(t) = (− sin t, cos t).

Thus, for every t ,

curvature =
∣∣T′(t)

∣∣
s(t)

=
∣∣(− cos t, − sin t)

∣∣
R

= 1
R

.

The result is as expected: The curvature has the same value at every point on a circle, and
the larger the radius the smaller the curvature.

Rad ius of curvature If C has curvature K at a point P , then we say that C has radius of
curvature 1/K at P . The preceding calculation shows that this definition makes sense for
circles. We will see below what it means geometrically.
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Di f ferent speeds , same curvature Curvature is an “intrinsic” property of a curve. It
should not depend on such “extrinsic” factors as the speed of a particular parametriza-
tion; � the denominator in the preceding definition above ensures this.

A road’s “curviness” does not
depend on how fast cars drive.

Suppose, for example, that the circle of radius R mentioned above is parametrized at
twice the speed with the parametrization

p(t) = (x0, y0) + R
(
cos(2t), sin(2t)

)
.

This new and speedier parametrization gives

v(t) = 2R
(− sin(2t), cos(2t)

)
; s(t) = 2R; T(t) = (− sin(2t), cos(2t)

)
.

Thus, for all t ,

curvature =
∣∣T′(t)

∣∣
s(t)

=
∣∣2(− cos(2t), − sin(2t)

)∣∣
2R

= 1
R

,

just as we found earlier.

C a l c u l a t i n g c u r v a t u r e
The definition above explains what curvature is, but the formula is complicated. The fol-
lowing Fact offers a more convenient formula.

F A C T Let the curve C be defined by the position function p(t) = (
x(t), y(t)

)
.

If the speed s(t) 	= 0, then

curvature = |x ′(t)y′′(t) − y′(t)x ′′(t)|(√
x ′(t)2 + y′(t)2

)3 .

More succinctly: curvature = |x ′y′′ − y′x ′′|/s3.

One can prove the Fact by straightforward but tedious calculation, starting from the
definition. A shorter but slightly more subtle calculation is outlined in the exercises. Our
main concern is with using the formula, and so we omit details here.

E X A M P L E 1 Discuss the curvature of the parabola y = x2. Where is the curvature
most and least? How does the curvature behave as x tends to ∞?

S o l u t i o n We can parametrize the parabola as p(t) = (t, t2). Then x ′ = 1, x ′′ = 0,
y′ = 2t , and y′′ = 2, and so applying the formula gives

curvature = 2

(
√

1 + 4t2)3
.

Thus, the curvature has its largest value, 2, at the origin, where t = 0; the radius of
curvature there is 1/2. At the point (1, 1), where t = 1, the curvature is 2/5

√
5 ≈ 0.18;
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the radius of curvature there is the reciprocal 5
√

5/2 ≈ 5.59. Figure 1 shows what these
radii of curvature mean geometrically:
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F IGURE 1
Radii of curvature at two points on a parabola

At each point P in question, a circle is drawn. The circle is (i) tangent to the curve at P
and (ii) has radius equal to the radius of curvature at P . (The center of each circle is on
the line perpendicular to C at P .) Such a circle is called the osculating circle to C at P
because it “kisses” the curve at the given point. � The curvature formula shows, too,
that the curvature tends to zero as t tends to ∞. Equivalently, the osculating circles get
larger and larger as t → ∞.

Mathematicians love vivid
metaphors.

B A S I C E X E R C I S E S

1. Show that the line � through (1, 2) in the direction of (3, 4)
has constant curvature zero. [HINT: First write a position
function for �; then use the definition of curvature.]

2. Suppose that C is the graph of a function y = f (x). Show
that, in this case, the curvature of C at any point

(
x, f (x)

)
has the form

curvature =
∣∣ f ′′(x)

∣∣(√
1 + f ′(x)2

)3 .

3. Explain geometrically why the parabola y = x2 should have
the same curvature at the symmetric points (t, t2) and
(−t, t2). Does the formula guarantee this? How?

4. Use technology to draw your own version of Figure 1. (The
point is to find suitable parametrizations for both osculating
circles.)

5. Find the curvature of the curve y = x3 at the point (0, 0).
Explain your answer geometrically.

6. Find the curvature of the curve y = x3 at the point (1, 1). Use
technology to draw both the curve and the osculating circle
there.

7. The following steps lead (through considerable symbolic
calculation) to the curvature formula in the Fact on
page 855. (Alas, there is no really easy way to derive the
formula.)

Let C be given by p(t) = (
x(t), y(t)

)
. To find the cur-

vature K at a point P , suppose that the tangent vector at
P makes angle φ with the positive x-axis. Let l(t) be the
arclength along C measured from some fixed point P0 (it
doesn’t really matter which point is fixed) to p(t). By defini-
tion, the curvature is the absolute rate of change of φ with
respect to arclength l. That is,

K =
∣∣∣∣dφ

dl

∣∣∣∣ .
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We will show in steps how to calculate this derivative.
(a) For all t with dl/dt 	= 0,

dφ

dl
= dφ/dt

dl/dt
.

Explain why.
(b) Explain why dl/dt = s(t) = √

x ′(t)2 + y′(t)2.
(c) If x ′(t) 	= 0, then

tan
(
φ(t)

) = y′(t)
x ′(t)

.

Explain why this equation holds. [HINT: Draw a typical
tangent vector

(
x ′(t), y′(t)

)
.]

(d) Differentiate both sides of the preceding equation to
show that

sec2(φ(t)
) dφ

dt
= x ′(t)y′′(t) − y′(t)x ′′(t)

x ′(t)2
.

(e) Use the preceding equation to show that

dφ

dt
= x ′(t)y′′(t) − y′(t)x ′′(t)

x ′(t)2 + y′(t)2
.

[HINT: Use the facts (i) sec2
(
φ(t)

) = 1 + tan2
(
φ(t)

)
and

(ii) tan
(
φ(t)

) = (y′(t)/x ′(t).]
(f) Show that the Fact’s formula is true. [HINT: Use the

formulas just derived for dφ/dt and dl/dt .]

15.415.415.4 L A G R A N G E M U L T I P L I E R S A N D C O N S T R A I N E D
O P T I M I Z A T I O N

This section builds on ideas developed through Section 13.4, on gradients and
directional derivatives.

Let f (x, y) be a function defined on a domain in R
2; suppose we want to find maximum and

minimum values of f . We have seen in earlier sections where to look. Stationary points of
f are the candidates, and the second derivative test helps us sort out the possibilities. If,
say, f (x, y) = x2 − 4x + 2y2, then ∇ f (x, y) = (2x − 4, 4y); thus, (2, 0) is the only stationary
point, and it is easy to see that f has a local minimum there.

Sometimes one is interested in finding maximum or minimum values of a func-
tion subject to some “constraint” on legal inputs. For instance, we might ask for the
largest and smallest values of f (x, y) when (x, y) is constrained to lie on the circle
x2 + y2 = 9. Solving the gradient equation ∇ f = (0, 0), as above, will do us no good—the
constraint circle doesn’t pass through the one stationary point (2, 0). As we’ll see, gradi-
ents are still the right tools, but they need to be used in a way appropriate to the present
problem.

N a m i n g t h e p r o b l e m ; a g r a p h i c a l e x a m p l e
Paying close attention to jargon now will save trouble later. The general problem at hand
is called constrained optimization; the function to be maximized or minimized is called
the objective function; and the restriction on inputs is described by a constraint equation.
(Sometimes constraints are given by inequalities or by more than one equation.) Looking
at the situation graphically will suggest the role that gradients play.

E X A M P L E 1 Optimize f (x, y) = x2 − 4x + 2y2 subject to the constraint x2 + y2 = 9.

S o l u t i o n The constraint describes a circle C in the xy-plane; to “see” the objective
function in the same picture, it is natural to look at level curves of f near C , as shown in
Figure 1:
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F IGURE 1
Contour plot of z = x2 − 4x + 2y2

The picture deserves a close look:

The ob jec t ive funct ion Level curves of f are ellipses; they are all centered at (2, 0),
where f has a local minimum. Larger ellipses, therefore, represent larger values of f .

The const ra int Inputs (x, y) that satisfy the constraint are points that lie on the circle
C . If we imagine an ant walking along the surface z = f (x, y) above the curve C , our
problem is to decide where the ant’s “altitude”—described by the level curves—is
largest and smallest.

A graph i ca l answer A close look along C suggests special attention to four points on
the circle: (−3, 0) and (3, 0), where y = 0; and (−2,

√
5) and (−2, −√

5), where x = −2.
At these points, our wandering ant appears to experience highs and lows of altitude;
between these points, the ant travels either uphill or down. � Checking numerical
values of f at these points supports these impressions:

f (3, 0) = −3; f (−3, 0) = 21; f (−2,
√

5) = f (−2, −
√

5) = 22.

We’d estimate, then, that f assumes its (constrained) maximum value, 22, at the points
(−2, ±√

5) and its minimum value, −3, at (3, 0).

A usefu l observat ion At each special point P just mentioned, a crucial property holds:

The level curve of f through P is tangent to the constraint curve.

Do you agree? Look
especially carefully near the
west pole of the circle.

The condition just mentioned—suitably interpreted in terms of gradients—is the main
idea of this section. We will see how to use this property, called the Lagrange condition, �
to solve constrained optimization problems symbolically. First, however, let’s acknowledge

After the Italian-French
mathematician Joseph-Louis
Lagrange (1736–1813)

that other approaches are possible for the problem above; one follows. �The exercises present a third
technique.

E X A M P L E 2 Redo Example 1—this time by parametrizing the constraint curve.

S o l u t i o n The circle x2 + y2 = 9 is easily parametrized; one way is to let

X(t) = (
x(t), y(t)

) = (3 cos t, 3 sin t); 0 ≤ t ≤ 2π.
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Constraining (x, y) to lie on the circle means, in effect, optimizing the composite
function �

h(t) = f
(
X(t)

) = 9 cos2 t − 12 cos t + 18 sin2 t = 9 sin2 t − 12 cos t + 9,

for t in [0, 2π ]. This reduces the problem to an old familiar form; the rest is routine.
Because

h′(t) = 18 sin t cos t + 12 sin t = sin t (18 cos t + 12),

we have h′(t) = 0 if either sin t = 0 (i.e., y = 0) or cos t = −2/3 (i.e., x = −2); these are
the same candidate points as we found earlier.

Observe also that (according to the chain rule) the key derivative is a dot product:

h′(t) = ∇ f
(
X(t)

) · X′(t).

At any maximum or minimum point we must have h′(t) = 0; this means, geometrically,
that at all such points the gradient ∇ f is perpendicular to X′, the tangent vector to the
constraint curve. This is another way of stating the Lagrange condition mentioned
earlier because, at any point P(x, y), the gradient of f is perpendicular to the level
curve of f through P . (We saw this important fact in Section 13.4, on gradients.)

Check our algebra.

G r a d i e n t s a n d t h e L a g r a n g e c o n d i t i o n
The main point so far, illustrated by the last two examples, is as follows:

At a maximum or minimum point for a constrained optimization problem, the
gradient of the objective function must be perpendicular to the constraint set.

This complicated-sounding condition is easiest to understand and use with the help of level
curves. The key fact, which links all the main ideas, is the connection between gradients
and level sets: � Section 13.4 has more details

on this important idea.

F A C T ( G r a d i e n t s a n d l e v e l s e t s ) Let g(x, y) be a differentiable function,
with (x0, y0) a point in the domain of g. Let C be the level curve of g that passes
through (x0, y0). If ∇g(x0, y0) 	= (0, 0), then ∇g(x0, y0) is perpendicular to C at
(x0, y0).

P r o o f The proof is a nice application of the chain rule. Suppose that the curve C is
parametrized by a vector-valued function X(t) with X(t0) = (x0, y0). Then X′(t0) is a vec-
tor tangent to C at (x0, y0). (We’re assuming the slightly more technical fact that such a
parametrization must exist because of our assumption that ∇g(x0, y0) 	= (0, 0).) Because g
is constant on the curve C , the composite function g

(
X(t)

)
is constant in t . Therefore, by

the chain rule,

0 = d

dt

(
g
(
X(t)

))
(t0) = ∇g(x0, y0) · X′(t0).

This means that ∇g(x0, y0) is perpendicular to X′(t0) and therefore also to C .

In h igher d imens ions Though we’ll work mainly in two variables, the preceding Fact
holds just as well for functions of three (or even more) variables except that, in these cases,
the level set is a surface, not a curve. For example, the level set g(x, y, z) = x2 + y2 + z2 = 1
is a sphere in R

3. The Fact says (and it’s not hard to “see”) that, at any point (x, y, z) on
the sphere, the gradient vector (2x, 2y, 2z) is perpendicular to the sphere.



860 C H A P T E R 15 Other Topics

The grad ient of the const ra int func t ion The constraint in an optimization problem is
usually described by an equation. If we write the constraint equation in the form g(x, y) = 0,
where g(x, y) is a function, then the constraint curve becomes the level curve g(x, y) = 0.
The preceding Fact says, moreover, that at any point (x, y) on this level curve, the gradient
vector ∇g(x, y) of the constraint function is either the zero vector or is perpendicular to
the level curve.

The grad ient of the ob jec t ive funct ion Let (x0, y0) be a point on the curve g(x, y) = 0,
and suppose that the objective function f (x, y) assumes either a local maximum or a local
minimum value at (x0, y0) (compared with nearby points on the constraint curve). Then
the following useful fact holds:

The gradient ∇ f (x0, y0) is perpendicular to the constraint curve at (x0, y0).

Figure 1 illustrates this fact. At all four “candidate” points, the level curves of f are parallel
to the constraint curve, and so the gradient ∇ f must be perpendicular to the constraint
curve. The calculation at the end of Example 2 explains why this fact holds.

L a g r a n g e m u l t i p l i e r s
The facts above, taken together, say something striking and useful: If (x0, y0) is a local
maximum or local minimum point for the constrained optimization problem, then both
vectors ∇ f (x0, y0) and ∇g(x0, y0) are perpendicular to the level curve g(x, y) = 0. It fol-
lows, therefore, that these vectors must be parallel to each other, that is, scalar multiples.
The formal result follows; we state it for two variables, but it holds in any dimension.

T H E O R E M 1 ( L a g r a n g e m u l t i p l i e r s ) Let f (x, y) and g(x, y) be continuously
differentiable functions, and consider the problem of optimizing f (x, y) subject
to the constraint g(x, y) = 0. If f assumes a constrained local maximum or local
minimum value at (x0, y0), then for some scalar λ,

∇ f (x0, y0) = λ∇g(x0, y0).

(The scalar λ is called a Lagrange multiplier.)

In simple cases, Theorem 1 makes quick work of finding constrained maxima and
minima.

The gradient equation counts
for two!

E X A M P L E 3 Optimize f (x, y) = x + y subject to the constraint x2 + y2 = 9.

S o l u t i o n We write g(x, y) = x2 + y2 − 9; then the constraint becomes g(x, y) = 0, as in
the theorem. (This trick always works; notice that the constant 9 is “absorbed” into the
function g.) Then ∇ f (x, y) = (1, 1) and ∇g(x, y) = (2x, 2y).

The theorem says that a constrained maximum or minimum occurs, if at all, at a
point (x, y) for which

∇ f (x, y) = λ∇g(x, y)

holds for some scalar λ. In addition, we have the constraint equation g(x, y) = 0. In our
setting, this means

(1, 1) = λ(2x, 2y) and x2 + y2 = 9.

This adds up to three equations � in the three unknowns x , y, and λ.
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There are many ways to solve these equations. One is to observe first that

(1, 1) = λ(2x, 2y) =⇒ x = y;

plugging this into the constraint equation gives 2x2 = 9, or x = ±3/
√

2. (We need not
bother to solve for λ; we care about x and y.) Our candidate points, therefore, are
(3/

√
2, 3/

√
2) and (−3/

√
2, −3/

√
2). Checking values of f gives f (3/

√
2, 3/

√
2) = 3

√
2,

a constrained maximum, and f (−3/
√

2, −3/
√

2) = −3
√

2, a constrained minimum.
Figure 2 suggests the same conclusion:
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F IGURE 2
Contour plot of z = x + y

As in Example 1, contour lines of f are parallel to the constraint curve at the maximum
and minimum points.

C a v e a t s
Theorem 1 is often useful, but several remarks and cautions are in order. It is especially
important to understand what Theorem 1 does not say.

Necessary but not suf f i c i ent The theorem says that the Lagrange condition ∇ f = λ∇g is
necessary for (x0, y0) to be a constrained optimum point—but not, in itself, sufficient. (In the
same spirit, f ′(x0) = 0 is necessary, but not always sufficient, for x0 to be a local maximum
or minimum point.) At a point that satisfies the condition, f might assume a constrained
maximum, a constrained minimum, or neither. Deciding among these possibilities can be
hard; pictures may help.

There may be no so lut ion Not every constrained optimization problem has a solution.
Even in this case, however, the Lagrange condition may be of use.

E X A M P L E 4 Optimize f (x, y) = x + y subject to the constraint g(x, y) = y = 0.

S o l u t i o n It is clear that f (x, 0) = x can be arbitrarily large positive or negative, and so
f has neither a constrained maximum nor a constrained minimum.
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Notice, however, that here ∇ f (x, y) = (1, 1) and ∇g(x, y) = (0, 1). Thus, the
Lagrange condition says (1, 1) = λ(0, 1), which is clearly impossible. Therefore, by
Theorem 1, no constrained maxima or minima exist.

When does a so lut ion ex is t? The optimization problem in the last example had no
solution. The difficulty there was that the constraint set y = 0 is unbounded, and so f (x, y)
was free to blow up in magnitude.

General theory (a little beyond our scope in this book) guarantees, however, that if
f and g are differentiable functions, and the constraint set g(x, y) = 0 is bounded, then f
does indeed assume (finite) constrained maximum and minimum values. In this case, the
theorem guarantees that these values must occur where the Lagrange condition is satisfied.

If the constraint set is unbounded, as in Example 3, then the objective function may or
may not assume constrained maximum or minimum values—it depends on the objective
function, and there is no simple rule for deciding which is the case.

So lv ing may be d i f f i cu l t For a function f (x, y) and a constraint g(x, y) = 0, the Lagrange
condition and the constraint equation produce a total of three equations—not necessarily
linear equations—in three unknowns. � For functions of three variables, four unknownsThe extra unknown is λ.
are involved. Solving such systems can be very difficult, or even impossible. Fortunately,
many problems of interest lead to relatively simple systems of equations. That the particular
value of λ usually does not matter may also save some effort.

E X A M P L E 5 Optimize f (x, y, z) = x + y + z subject to the constraint
g(x, y, z) = x2 + y2 + z2 − 3 = 0.

S o l u t i o n Here the constraint set—a sphere of radius
√

3—is finite, and so we know
that constrained maximum and minimum values do exist. With these data the Lagrange
condition says

∇ f = (1, 1, 1) = λ∇g = λ(2x, 2y, 2z).

It follows (as in a previous calculation) that x = y = z. Plugging this into the constraint
equation gives

x2 + y2 + z2 − 3 = 0 =⇒ 3x2 = 3 =⇒ x = ±1.

Thus, the candidate points are (1, 1, 1) and (−1, −1, −1)—a constrained maximum
point and a constrained minimum point, respectively.

B A S I C E X E R C I S E S

1. In each part, first use the Lagrange multiplier method to
find constrained maximum and minimum values, if they exist.
Then redo the exercise by elementary calculus methods (i.e.,
use the constraint equation to rewrite the objective function
as a one-variable function).
(a) f (x, y) = xy, subject to g(x, y) = x + y − 1 = 0.
(b) f (x, y) = x + y, subject to g(x, y) = xy − 1 = 0.

2. Use the Lagrange multiplier method to find (if they exist)
constrained maximum and minimum values in each part
below. If no such maxima or minima exist, explain why not.
At each constrained maximum or minimum point, calculate
both ∇ f and ∇g.
(a) f (x, y) = x − y, subject to g(x, y) = x2 + y2 − 1 = 0.

(b) f (x, y) = xy, subject to g(x, y) = x2 + y2 − 1 = 0.
(c) f (x, y) = x2 + y2, subject to g(x, y) = x + y − 2 = 0.
(d) f (x, y, z) = 2x + y + z, subject to g(x, y, z) = x2 + y2 +

z2 − 6 = 0.

3. Here is yet another way to optimize f (x, y) = x2 − 4x + 2y2

subject to the constraint x2 + y2 = 9 (Example 1). Carry out
the details as described below.
(a) Substitute y2 = 9 − x2 into the objective function to pro-

duce a new function h of one variable, x .
(b) On what x-interval should h(x) be optimized? Why?
(c) Use single-variable methods to maximize and minimize

h(x) on the appropriate x-interval. Check that your re-
sults agree with those of Example 1.
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4. The following picture shows level curves of f (x, y) = x + 2y
and also the curve g(x, y) = 4x2 + 9y2 − 36 = 0. This exercise
is about optimizing f subject to the constraint g(x, y) = 0.
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(a) Using the picture alone, estimate the points at which
constrained maxima and minima occur and the values
of f at these points.

(b) Use the Lagrange multiplier condition to check your
work in the previous part.

5. The picture below shows several level curves of f (x, y) =
x + 2y. This exercise is about maximizing and minimizing f
subject to the constraint g(x, y) = x2 + y2 − 9 = 0.
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(a) Carefully draw the constraint set g(x, y) = 0 into the pic-
ture. Label some contour lines with their z-values.

(b) Using the picture alone, estimate the points at which
constrained maxima and minima occur and the values
of f at these points.

(c) Use the Lagrange multiplier condition to check your
work in the previous part.

6. The picture below shows several level curves of f (x, y) =
x2 + xy + y2. This exercise is about minimizing f subject
to the constraint g(x, y) = x + y − 2 = 0. (There is no con-
strained maximum.)
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(a) Carefully draw the constraint set g(x, y) = 0 into the pic-
ture. Label some contour lines with their z-values.

(b) Using the picture alone, estimate the points at which the
constrained minimum occurs and the values of f at this
point.

(c) Use the Lagrange multiplier condition to check your
work in the previous part.

7. Farmer Brown has 100 feet of fence and wants to enclose as
much area as possible in a rectangular pig pen. Help Farmer
Brown. (Use the Lagrange multiplier method to reinterpret
and solve this tired old standard.)

8. Farmer Jones has 100 feet of fence and wants to enclose as
much area as possible in (for some reason) a right-triangular
pig pen. (Use Lagrange’s method to assist this eccentric agri-
culturalist.)

9. Consider the problem of optimizing f (x, y) = 2x + 3y sub-
ject to the constraint 4x + 5y = 6. (If g(x, y) = 4x + 5y − 6,
then the constraint is g(x, y) = 0.)
(a) What does the equation of Theorem 1 say in this case?
(b) Does f have a constrained maximum or minimum? Why

or why not?

10. Let a and b be constants (not both zero), and consider the
problem of optimizing f (x, y) = ax + by subject to the con-
straint g(x, y) = 4x + 5y − 6 = 0
(a) For what values of a and b can f (x, y) have a constrained

maximum or minimum value? [HINT: For which a and
b does the equation ∇ f = λ∇g have solutions?]

(b) What does Theorem 1 say if f (x, y) = 400x + 500y?
What are the constrained maximum and minimum
values of f (x, y) in this case?
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11. Consider the problem of optimizing f (x, y) = 2x + 3y sub-
ject to the linear constraint ax + by = c; here a, b, and c are
constants, and (a, b) 	= (0, 0).
(a) For what values of a and b can f (x, y) have a constrained

maximum or minimum value? [HINT: For which a and
b does the equation ∇ f = λ∇g have solutions?]

(b) What does Theorem 1 say if the constraint equation is
4x + 6y = 13? What are the constrained maximum and
minimum values of f (x, y) in this case?

12. Consider the problem of optimizing f (x, y, z) = ax + by +
cz + d subject to the linear constraint x + 2y + 3z = 0; here
a, b, c, and d are constants.
(a) Does f have a constrained maximum or minimum if

f (x, y, z) = 2x + 3y + 4z + 5? Why or why not?
(b) Does f have a constrained maximum or minimum if

f (x, y, z) = x + 2y + 3z + 4? Why or why not? If so, find
the maximum or minimum value.

13. A solid circular cylinder of height h and radius r has volume
V (r, h) = πr 2h and surface area A(r, h) = 2πrh + 2πr 2.
(a) An old standard calculus problem is to maximize the

volume V (r, h) subject to the “fixed-area constraint”
A(r, h) = A0, where A0 is some positive constant. As-
sume that this constrained maximum exists (as indeed it
does). Use Lagrange multipliers to show that the con-
strained maximum occurs when h = 2r . [HINT: Write
the Lagrange multiplier equation and simplify it to ob-
tain the result.]

(b) Another old standard calculus problem is to minimize
the surface area A(r, h) subject to the “fixed-volume con-
straint” V (r, h) = V0, where V0 is some positive constant.
Assume that this constrained maximum exists (as indeed
it does). Use Lagrange multipliers to show that the con-
strained maximum occurs when h = 2r . [HINT: Write
the Lagrange multiplier equation and simplify it to ob-
tain the result.]

(c) How are the answers to the preceding parts related?

15.515.515.5 I M P R O P E R M U L T I V A R I A B L E I N T E G R A L S

This section assumes knowledge of double integrals through Section 14.4, on polar
integration.

Improper in tegra ls in one var iab le Integrals of single-variable functions are called im-
proper if either (i) the domain of integration or (ii) the integrand itself is unbounded.
The following examples—presented as reminders—illustrate both possibilities and the
language used to describe them.

E X A M P L E 1 Let I1 =
∫ ∞

1

1
x

dx and I2 =
∫ ∞

1

1
x2

dx . Does each integral converge or

diverge? If either converges, find its limit.

S o l u t i o n Figure 1 shows both integrands:
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Both functions die out, but one 
more rapidly than the other.

F IGURE 1
Two decreasing integrands: y = 1/x and y = 1/x2

Both I1 and I2 are improper because the domain of integration is the infinite interval
[1, ∞). Nevertheless, one or both of the areas bounded by the integrands may be finite.
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(The graphs suggest that I2 has a better chance to converge.) To decide, we consider
integrals over finite intervals [1, t] and take limits as t → ∞:

I1 = lim
t→∞

∫ t

1

dx

x
= lim

t→∞ ln x
]t

1
= lim

t→∞ ln t = ∞;

I2 = lim
t→∞

∫ t

1

dx

x2
= lim

t→∞
−1
x

]t

1
= lim

t→∞

(
1 − 1

t

)
= 1.

We conclude that I1 diverges to infinity, while I2 converges to 1.

In the following example the integrands, rather than the domains of integration, are
unbounded. �

Plot the integrands for
yourself to suggest which has
the better chance to converge.

E X A M P L E 2 Let I1 =
∫ 1

0

1
x

dx and I2 =
∫ 1

0

1√
x

dx . Does each integral converge or

diverge? If either converges, find its limit.

S o l u t i o n Again we consider an appropriate limit of proper integrals; this time t
approaches the “problem point” 0 from above:

I1 = lim
t→0+

∫ 1

t

dx

x
= lim

t→0+
ln x

]1

t
= lim

t→0+
−ln t = −∞;

I2 = lim
t→0+

∫ 1

t

dx√
x

= lim
t→0+

2
√

x
]1

t
= lim

t→0+
2 − 2

√
t = 2.

Thus, I1 diverges to infinity and I2 converges to 2.

Improper in tegra ls in two var iab les Two-dimensional integrals may be improper for
either or both of the two reasons just illustrated, and a similar strategy applies to handling
them: Express the desired improper integral as an appropriate limit of proper integrals
calculated over smaller domains that converge in the limit to the full domain.

In the one-dimensional case these smaller domains are simply intervals. In Example 1,
for instance, the full domain of integration was [1, ∞), and we found limits of integrals
over [1, t] as t → ∞. In Example 2 the full domain of integration was [0, 1], and we found
limits of integrals over [t, 1] as t → 0+.

For two-dimensional integrals the situation may be more complicated. Domains may
have complicated shapes, for instance, and so it may be difficult to find an appropriate
collection of convenient smaller domains that converge in the appropriate sense to the full
domain of integration. Integrands, too, may interact in complicated ways with the prop-
erties of domains of integration. We can (and will) avoid such difficulties by considering
only nonnegative integrands over geometrically simple domains.

Check details of the
calculation.

E X A M P L E 3 Discuss I1 =
∫∫

R

1
x2 y2

dA and I2 =
∫∫

R

1
xy

dA, where R is the “infinite

rectangle” [1, ∞) × [1, ∞).

S o l u t i o n The integrand is improper because the domain R is infinite. But
R = [1, ∞) × [1, ∞) is in a natural sense the limit as t → ∞ of domains
Rt = [1, t] × [1, t], and so we consider the following limit for I1: �

lim
t→∞

∫∫
Rt

dA
x2 y2

= lim
t→∞

∫ x=t

x=1

∫ y=t

y=1

1
x2 y2

dy dx = lim
t→∞

(
1 − 1

t

)2

= 1.

Thus, I1 converges to the limit 1.
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We approach I2 the same way:

lim
t→∞

∫ t

1

∫ t

1

1
xy

dy dx = lim
t→∞(ln t)2 = ∞;

thus, I2 diverges to ∞.
Figure 2 suggests why I1 and I2 behave differently:
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F IGURE 2
Two decreasing integrands: z = 1

xy
and z = 1

x2 y2

We see that, although both integrands approach zero as x and y tend to infinity, one of
them (the integrand in I1) dies out faster than the other thanks to the higher powers of
x and y.

Improper in tegra ls , areas , and vo lumes Ordinary integrals are often interpreted geo-
metrically, as areas in the one-dimensional case and as volumes in two dimensions. The
same interpretations apply to improper integrals. Each of the integrals I1 and I2 in Ex-
ample 1, for instance, can be thought of as measuring the area under a curve, above the
x-axis, and to the right of the line x = 1. Each of these regions is infinitely long, but has
rapidly decreasing vertical height. The total area may therefore either remain finite, as in
I2, or diverge to infinity, as in I1.

A similar geometric interpretation in two dimensions is as follows: If f (x, y) ≥ 0, then
an integral

∫∫
R f (x, y) dA measures the volume of the region bounded below by the domain

R and above by the graph of f . If the integral is improper, then this region is unbounded in
at least one dimension, and the key question of convergence is whether the total volume is
finite or infinite. For example, Figure 3 shows part of the graph of f (x, y) = exp(−x2 − y2):
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F IGURE 3
The hat-shaped graph of f (x, y) = exp(−x2 − y2)
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The figure suggests that the function dies out quickly away from its peak at the origin, and
so it seems possible that the total volume under the surface and above the entire xy-plane
is finite. We resolve the question in the following example.

E X A M P L E 4 Does the improper integral I =
∫∫

R2
e−(x2+y2) dA converge or diverge?

(Here R
2 is the entire xy-plane.) If the integral converges, what is the limit?

S o l u t i o n Both the symmetry in Figure 3 and the symbolic form of the integrand
suggest we use polar coordinates. Thus, we consider the full domain R

2 as the limit of
finite circular domains Rt , where Rt is the region inside the circle of radius t about the
origin. Then we have

I = lim
t→∞

∫∫
Rt

e−(x2+y2) dA;

the integral converges if (but only if) a finite limit exists. The integral above is easily
calculated in polar coordinates. Here Rt is the polar “rectangle” defined by 0 ≤ θ ≤ 2π

and 0 ≤ r ≤ t , and an easy calculation gives∫∫
Rt

e−(x2+y2) dA =
∫ 2π

0

∫ t

0
e−r2

r dr dθ = π
(

1 − e−t2
)

.

Thus, the limit as t → ∞ is clearly π ; this is also the total volume bounded by the
xy-plane and the cymbal-shaped surface.

Improper in tegra ls with unbounded integrands As in the one-dimensional case, the
integrand of a double integral may be unbounded, and in such cases the integral may
either converge or diverge. We handle such integrals just as the reader might expect: We
choose appropriate smaller domains Rt over which the integral at hand is proper, and take
limits as Rt approaches R.

E X A M P L E 5 Figure 4 shows how f (x, y) = 1√
x2 + y2

behaves over the unit disk R,

where 0 ≤ r ≤ 1 and 0 ≤ θ ≤ 2π .
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F IGURE 4
Graph of f (x, y) = 1/

√
x2 + y2

The integrand spikes upward near the origin, but does it enclose a finite volume?
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S o l u t i o n The question boils down to whether the improper integral
∫∫

R f (x, y) dA
converges or diverges. Because the impropriety occurs at the origin, it is natural to use
washer-shaped smaller domains Rt with inner radius t that converges to 0. These Rt are
the polar rectangles defined by 0 ≤ θ ≤ 2π and t ≤ r ≤ 1. Thus,

∫∫
R

dA√
x2 + y2

= lim
t→0+

∫∫
Rt

dA√
x2 + y2

,

and thanks to the polar-friendly forms of both domain and integrand, the inner integral
is easily calculated:

∫∫
Rt

dA√
x2 + y2

=
∫ 2π

0

∫ 1

t

1√
r2

r dr dθ = 2π · (1 − t),

which clearly approaches 2π as t approaches zero.

Probab i l i ty ca l cu lat ions : us ing improper in tegra ls As in the one-dimensional case, im-
proper double integrals are often applied to calculations in probability. � In the two-Section 10.3 discusses

probabilistic applications of
one-dimensional improper
integrals.

dimensional case we imagine a continuous random variable X (such as the landing point
of a dart aimed at the origin) that takes values in the xy-plane. A function p(x, y) is called
a probability density function (or pdf) for X if, for any region R in the plane, we have

∫∫
R

p(x, y) dA = probability that X lies in R.

Because probabilities are measured on a scale from 0 to 1 and because the value of X is
always somewhere in the plane, a pdf must have two basic properties:

(i) p(x, y) ≥ 0 for all (x, y); (ii)
∫∫

R2
p(x, y) dA = 1.

We illustrate uses of these ideas and properties by example.

E X A M P L E 6 A darts player aims at the origin in the xy-plane. Thanks to imperfect
aim, a not-quite-steady hand, and random breezes, the dart’s landing position is
modeled by the pdf

p(x, y) = 1
2π

exp
(

− x2 + y2

2

)
.

Find the probability that a given dart lands inside the unit circle x2 + y2 = 1 (where
0 ≤ r ≤ 1 in polar coordinates).

S o l u t i o n The desired probability is found by integrating the pdf p(x, y) over the
region R inside the unit circle. Polar coordinates clean up both R and p(x, y), and the
desired integral becomes

∫∫
R

p(x, y) dA = 1
2π

∫ 2π

0

∫ 1

0
e−r2/2 r dr dθ = 1 − e−1/2 ≈ 0.393.

(We substituted u = −r2/2 in the last integral.) We see, therefore, that about 39% of
darts land inside the unit circle.
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B A S I C E X E R C I S E S

1. In the setting of Example 6, show that
∫∫

R2
p(x, y) dA = 1

(as required for a pdf).

2. The function p(x, y) in Example 6 is “independent of θ” in
the sense that p(x, y) can be written in polar form as e−r2/2.
What does the absence of θ mean about the dart-throwing
situation?

3. In the setting of Example 6, find the probability that the dart
lands inside the circle x2 + y2 = 9.

4. In the setting of Example 6, find the probability that the dart
lands in the first quadrant.

5. In the setting of Example 6, find the radius a such that the
dart lands inside the circle x2 + y2 = a2 with probability 1/2.

6. Show that the improper integral I =
∫∫

R
e−(x+y) dA con-

verges, where R = [0, ∞) × [0, ∞). (Let Rt = [0, t] × [0, t],
integrate over Rt , and take the limit as t → ∞.)

7. Show that the improper integral I =
∫∫

R

1
x2 y

dA diverges,

where R = [1, ∞) × [1, ∞).

8. Show that the improper integral I =
∫∫

R

1
x2 y

√
y

dA con-

verges, where R = [1, ∞) × [1, ∞).

9. Show that the improper integral I =
∫∫

R2

1
(1 + x2)(1 + y2)

dA

converges, where R
2 is the entire xy-plane.



I N T E R L U D E Construct ing Pedal Curves
This Interlude extends ideas developed in Section 15.2.

There are many ways to create new curves from old. This Interlude explores one of the
classical ways of doing so.

Given a smooth curve C and a fixed point O , the pedal curve of C with respect to O
is defined as follows. (We will always take O to be the origin, (0, 0).) For a given point P
on C , we draw the tangent line � to C at P . The associated point Q is the point on � such
that O Q is perpendicular to �. (If � passes through O , then Q = O .) As P moves along C ,
the associated point Q traces out the pedal curve.

Figure 1(a), shows two points P and their associated points Q. Figure 1(b) shows a
curve (the circle) and its pedal curve.

Q1

Q2

P1

P2

C

O

1

0.5

0

−0.5

0.5 1 1.5 2

−1

(a) The setup (b) A circle and its pedal curve

F IGURE 1
Constructing a pedal curve

F ind ing a formula Suppose that the curve C is defined by the position vector p(t), with
velocity vector p′(t). Then (some hints for deriving the formula are given below) the pedal
curve is defined by the position vector

q(t) = p(t) − p(t) · p′(t)
|p′(t)|2 p′(t). (1)

P R O B L E M 1 What is the pedal curve of a circle centered at the origin? First, give a
geometric explanation. Then show how Equation 1 agrees with your answer.

P R O B L E M 2 What is the pedal curve of a straight line? (Assume that the line misses the
origin.) First give a geometric explanation for your answer. Then show how Equation 1
agrees with your answer.

P R O B L E M 3 Study Figure 1(b); the pedal curve is the outside curve (in color). Can you
guess the formula for this pedal curve? (HINT: Put your heart into it.) Then find a
formula for the circle, and use Equation 1 to show that your guess is correct.
(HINT: Your guess should be a polar curve; you will need to change it to parametric form.)
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I N T E R L U D EP R O B L E M 4 Study Figure 1(a); observe that the vector joining P(t) to Q(t) is the
component of P(t) in the direction of the velocity vector at P(t). Using this fact,
carefully derive Equation 1.

P R O B L E M 5 For each curve following, find a vector formula for the pedal curve. Then
use technology to plot both the curve and its pedal on the same axes.

1. The parabola y = x2 (NOTE: In this case the pedal curve is a cissoid of Diocles, which
is named for the ancient Greek mathematician who first recognized the special
reflection properties of parabolic mirrors.)

2. The parabola y = x2 − 1/4.

3. The ellipse x = 2 cos t +√
3, y = sin t , 0 ≤ t ≤ 2π.
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C H A P T E R O U T L I N E

16.1 Line Integrals
16.2 More on Line Integrals; A

Fundamental Theorem
16.3 Green's Theorem: Relating

Line and Area Integrals
16.4 Surfaces and Their

Parametrizations
16.5 Surface Integrals
16.6 Derivatives and Integrals of

Vector Fields
16.7 Back to Fundamentals:

Stokes's Theorem and the
Divergence Theorem

161616
V E C T O R C A L C U L U S

16.116.116.1 L I N E I N T E G R A L S

A peek ahead In work so far we have met many variants on the basic single-variable
definite integral

∫ b
a f (x) dx . Now we meet yet another variant: the line integral

∫
γ

f (X) • dX,

where f : R
2 → R

2 is a vector-valued function, and γ is an oriented curve in R
2. (Higher-

dimensional versions exist as well.) As we will see a little later, line integrals have a close
and far from obvious connection to double integrals. This important connection is known
as Green’s theorem. �About which, more soon.

Line integrals are also essential tools in physics. They come with the territory whenever
vector-valued functions are used, as when physicists model such phenomena as forces, fluid
flow, electricity, and magnetism. The mathematical theory of line integrals was developed
in the early 1800’s partly to solve physical problems. Green’s theorem, for example, can
be understood as a quantitative property of fluid flow.

But we are getting far ahead of ourselves. Our first goal is to introduce line integrals
themselves, starting from their basic ingredients.

V e c t o r f i e l d s
The integrand in a line integral � is a vector-valued function f : R

2 → R
2. The functionFor the moment we stick

mainly to line integrals in R
2. f has the general form

f(x, y) = (
P(x, y), Q(x, y)

)
,

where P : R
2 → R and Q : R

2 → R are real-valued functions of two variables. In effect, f is
a pair of scalar functions.

How might we visualize f, which accepts two input variables and produces two output
variables? � The best approach for us will be to think of f as a vector field in R

2: To anyThat’s four in all—too many
to draw. input point (x, y) in R

2, f assigns the two-dimensional vector
(
P(x, y), Q(x, y)

)
, which we

can represent as an arrow based at (x, y). By drawing (or having a machine draw) many
of these arrows, we can get a sense of how f behaves.
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E X A M P L E 1 Consider the vector-valued function f(x, y) = (x − y, x + y) as a vector
field. Plot f on the input domain [−3, 3] × [−3, 3]. Discuss the picture. Where are the
arrows vertical and horizontal? Why?

S o l u t i o n Figure 1 shows a machine-drawn picture:

3

2

1

−1

−2

−3

−3 −2 −1 1 2 3

y

x

F IGURE 1
The vector field f(x, y) = (x − y, x + y)

There is much to see:
� Only a sample As with any plot, this one only samples values of f. The picture

shows 120 output arrows.
� Arrows are scaled down By definition, f(1, 1) = (0, 2)—a vertical arrow of length 2.

In the picture, however, the arrow at (1, 1) is much shorter. This scaling is usually
done (by plotting programs and by humans) to prevent arrows from overlapping
with their neighbors. Although some information is lost in this process, it seldom
matters much. In any event, arrows that look longer are longer.

� Horizontal and vertical arrows An arrow is vertical if its first coordinate (given
here by P(x, y) = x − y) is zero. This occurs along the line y = x ; the picture agrees.
Arrows are horizontal where Q(x, y) = x + y = 0, that is, along the line y = −x .

� Vanishing arrows Since f (0, 0) = (0, 0), the arrow at the origin has zero length and
so “vanishes.” (The origin is the only such point.)

In general, the vector picture suggests something like a “reverse whirlpool” in which
water wells slowly up at the center and then spins around counterclockwise, faster, and
faster.

E X A M P L E 2 Plot g(x, y) = (y, x) as a vector field. Can you “see” a connection to the
scalar function h(x, y) = xy?

S o l u t i o n Figure 2 shows the field, this time in the square [−5, 5] × [−5, 5]:
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1

2
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1 2 3
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−1−2−3
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−3

y

x

F IGURE 2
The vector field g(x, y) = (y, x)

Here, P(x, y) = y vanishes along the x-axis; as the picture shows, arrows there are
vertical. Similarly, Q(x, y) = x is zero along the y-axis; there, arrows are horizontal. As
in the preceding example, g(x, y) = (0, 0) only at the origin. Notice, too, that the vector
field in Figure 2 is strongly reminiscent of the contour map of h(x, y) = xy. (A contour
map appears in Figure 5, page 749.) This connection to h(x, y) is no accident, of course.
In fact,

g(x, y) = (y, x) = ∇h(x, y).

We will pursue this connection carefully in later sections (and briefly in this section’s
exercises).

O r i e n t e d c u r v e s
The other main ingredient in a line integral is the oriented curve over which the integral
is taken. � An oriented curve is, as the name suggests, a curve with a “direction of travel”For curves, “orientation” is

just math-speak for
“direction.” In other settings,
“orientation” refers to
something a little more
complicated.

specified from starting point to ending point. The curve may be either in the plane or in
three-dimensional space. The upper half of the unit circle, for example, can be traversed
counterclockwise from (1, 0) to (−1, 0); the “reversed” curve goes clockwise from (−1, 0)
to (1, 0).

It’s traditional to denote an oriented curve by γ (the Greek letter gamma) and the
reversed curve by −γ . (Notice, however, that γ and −γ are exactly the same set of points;
only the direction is different.) This sign convention turns out to be a convenient aid to
memory. We will see soon that, in line integrals, reversing a curve’s orientation changes
the sign of the integral.

To parametrize a curve γ in the xy-plane means to specify parametric equations and
a parametrizing interval as follows: �We discussed parametrization

of curves at length in
Chapter 12. x = x(t); y = y(t); a ≤ t ≤ b.

Notice that such a parametrization also automatically specifies an orientation: The curve
starts at

(
x(a), y(a)

)
and ends at

(
x(b), y(b)

)
. Therefore, if we want to parametrize a curve
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in a given direction, we may need to choose our parametrization to ensure that this comes
about. (Example 3, below, reviews techniques for reversing a curve’s direction.)

Smooth curves To avoid technical troubles in the calculations that follow it will help to
assume that the curves we consider are smooth. This assumption means, geometrically,
what the name suggests: smooth curves are free of gaps, sharp corners, and other features
that might cause trouble for calculations that involve derivatives and integrals. In analytic
language, a curve γ is smooth if it can be parametrized as just described with coordinate
functions x(t) and y(t) such that the derivatives x ′(t) and y′(t) exist, are continuous func-
tions of t , and are not simultaneously zero except perhaps at the endpoints t = a and t = b.
(If both x ′ and y′ are zero at the same input t , then the parametrization might “stop” or
change direction suddenly.)

E X A M P L E 3 Let γ be the (smooth) curve with parametrization

x = cos t ; y = sin t ; 0 ≤ t ≤ π.

Describe γ and −γ . How would −γ be parametrized?

S o l u t i o n The curve γ is the upper half of the unit circle parametrized
counterclockwise, and so −γ is the same curve parametrized clockwise.

There are several ways to parametrize −γ . One approach is to use the
parametrization

x = cos(π − t); y = sin(π − t); 0 ≤ t ≤ π,

which, in effect, reverses the direction of the parameter interval [0, π ]. �
Another possibility is to think of −γ as the graph of a function:

x = t ; y =
√

1 − t2; −1 ≤ t ≤ 1.

As t moves through the interval [−1, 1], the point
(
x(t), y(t)

)
moves from left to right

along the semicircle.
Observe, finally, that plotting any of these recipes with technology would show the

same semicircle but traversed in different directions.

We described this trick in
Section 12.2.

C a l c u l a t i n g l i n e i n t e g r a l s
With all ingredients at hand we can now calculate line integrals. We will start with a simple
example. Watch both the calculations and the useful shorthands.

E X A M P L E 4 Let γ be the upper half-circle mentioned in Example 3, oriented
counterclockwise, and let f(x, y) = (x − y, x + y) be the vector field shown in the first
example. Evaluate the line integral ∫

γ

f (X) • dX.

S o l u t i o n To evaluate any line integral, the idea is to use a parametrization of γ to
write everything in terms of one variable, say t . To parametrize the given curve γ , we
will use the obvious choice:

X(t) = (
x(t), y(t)

) = ( cos t, sin t ); 0 ≤ t ≤ π.

Along the curve γ —where the integral is taken—we can write

f(X) = f
(
X(t)

) = (x − y, x + y) = (cos t − sin t, cos t + sin t);

this expresses the integrand as a (vector-valued) function of t alone.



876 C H A P T E R 16 Vector Calculus

Now we consider the dX factor. It follow from our parametrization that
dx/dt = − sin t and dy/dt = cos t ; equivalently,

dx = − sin t dt and dy = cos t dt.

We can write the same information in vector form, as

dX = (dx, dy) = (− sin t dt, cos t dt) = X′(t) dt.

Now we have written both f(X) and dX as vector functions of t , and so the dot product
in the integrand makes sense:

f (X) • dX = f
(
X(t)

)
• X′(t) dt

= (cos t − sin t, cos t + sin t) • (− sin t, cos t) dt = 1 dt.

(The last equality comes from a trigonometric identity.) The result is a scalar function
of t ; all that remains is to integrate over the parameter interval. Our conclusion boils
down to just one number:∫

γ

f (X) • dX =
∫ π

0
f
(
X(t)

)
• X′(t) dt =

∫ π

0
1 dt = π.

The definition puts the technique just illustrated in general terms:

D E F I N I T I O N ( L i n e i n t e g r a l ) Let γ be a smooth, oriented curve in R
2, and let

f : R
2 → R

2 be a vector field defined on and near γ . Let X(t) be a differentiable
parametrization of γ , with a ≤ t ≤ b. The line integral of f along γ , denoted by∫

γ

f (X) • dX,

is defined by ∫ b

a
f
(
X(t)

)
• X′(t) dt.

Here are some comments on this important definition:
� An equivalent notation If we write f(x, y) = (

P(x, y), Q(x, y)
)

and X = (x, y), then
the line integral can be written in any of the alternative forms∫

γ

f (X) • dX =
∫

γ

(
P(x, y), Q(x, y)

)
• (dx, dy) =

∫
γ

Pdx + Qdy.

(The last form is often used in print, perhaps for its typographical simplicity.) �

For some reason, the letters P
and Q are often used.

� Different parametrizations, same answer For the definition to make good sense, the
value of a line integral should depend on the vector field and the curve at hand—but
not on the particular parametrization chosen for the curve. �

As we’ve seen, every curve
has many different
parametrizations.

In fact, different parametrizations of a smooth curve do turn out to produce the
same value for a given line integral. � We illustrate the idea in the following example,Otherwise this book would

end right here. but a general proof takes some work, and we return to the matter in Section 16.2.

E X A M P L E 5 As in Example 4, consider the vector field f(x, y) = (x − y, x + y) and the
curve −γ , the upper half-circle oriented clockwise. Evaluate the line integral∫

−γ

f (X) • dX

using each of the two different parametrizations of −γ described in Example 3.
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S o l u t i o n The calculations resemble those in Example 4. Parametrizing −γ using

X(t) = (
cos(π − t), sin(π − t)

)
; 0 ≤ t ≤ π

gives

f
(
X(t)

) = (x − y, x + y) = (
cos(π − t) − sin(π − t), cos(π − t) + sin(π − t)

)
and

X′(t) = (
sin(π − t), − cos(π − t)

)
.

Substituting the pieces into
∫
γ

f (X) • dX gives∫ π

0

(
cos(π − t) − sin(π − t), cos(π − t) + sin(π − t)

)
•
(
sin(π − t), − cos(π − t)

)
dt

=
∫ π

0
−1 dt = −π, (the dot product collapses nicely)

which is the opposite of what we found for the same curve in the opposite direction.
The other parametrization for −γ gives

x = t, y =
√

1 − t2, dx = dt, and dy = −t√
1 − t2

dt ; −1 ≤ t ≤ 1.

Substituting these data into the definition and simplifying symbolically gives the
following integral: �∫

γ

f (X) • dX =
∫

γ

(x − y) dx + (x + y) dy =
∫ 1

−1

−1√
1 − t2

dt = −π,

which is the same result as obtained above.

Notice the alternative
notation; check details.

U n d e r s t a n d i n g l i n e i n t e g r a l s ; f o r c e a n d w o r k
Let’s rewrite the line integral formula in yet another way, as

∫ b

a
f
(
X(t)

)
•

X′(t)
|X′(t)| |X′(t)| dt.

This version leads to a useful and intuitively helpful physical interpretation of the line
integral in terms of work.

To see how, notice first that the vector to the right of the dot product is a unit vector.
Let’s think of f as describing a force field. � Then, for each t , the dot product Gravitational force is one

possibility.

f
(
X(t)

)
•

X′(t)
|X′(t)|

is the scalar component of the force vector f
(
X(t)

)
in the direction of X′(t), that is, in the

direction tangent to the curve γ at the point X(t). Therefore, this dot product measures
the work done per unit of distance by the force f

(
X(t)

)
. � The last factor in the integral, We related work to the dot

product in Chapter 12.|X′(t)|, tells the speed of the curve at the point X(t), that is, the distance traveled per unit
of time. Over a short time interval �t , the force remains essentially constant. Over this
interval, therefore, the work done by f along γ is approximately

f
(
X(t)

)
•

X′(t)
|X′(t)| |X′(t)| �t.



878 C H A P T E R 16 Vector Calculus

(The factor |X′(t)| �t approximates the distance traveled; the other factor measures force.)
From this expression our conclusion follows:

The line integral
∫
γ

f (X) • dX tells the work done by the force f along the oriented
curve γ .

For example, Figure 3 shows the vector field and the curve in Example 4:

1.50.5−0.5
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−1.5

−1−1.5 1

1

1.5

0.5

y

x

F IGURE 3
A path in a vector field

The curve runs counterclockwise—as does the force field. Therefore, the work done is
positive, as we calculated.

Vector f ie lds and l ine integra ls in three d imens ions In this and the next two sections
we focus on two-dimensional vector fields and line integrals. But the ideas, objects, and
definitions of this section transfer almost unchanged from two to three dimensions. A
three-dimensional vector field f in R

3, for example, is a function f : R
3 → R

3 of the general
form

f(x, y, z) = (
P(x, y, z), Q(x, y, z), R(x, y, z)

)
.

As in R
2, a vector field in R

3 might describe a force field or a fluid flow—but now in space
rather than in the plane.

The line integral

∫
γ

f(X) • dX =
∫

γ

P(x, y, z) dx + Q(x, y, z) dy + R(x, y, z) dz

of such a vector field over a curve γ in three-dimensional space is defined as one would
expect from experience with the two-dimensional situation, and the same physical and
geometric intuitions apply. We illustrate with a simple example.
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E X A M P L E 6 Find the line integral
∫

γ

f(X) • dX, for the vector field

f(x, y, z) = (x, y, z) and the spiral curve γ parametrized by

x = cos t, y = sin t, z = t ; 0 ≤ t ≤ 2π.

(The curve is shown in Figure 4, page 624.)

S o l u t i o n The parametrization given implies that

dx = − sin t dt, dy = cos t dt, and dz = dt.

Substituting these data into the line integral gives∫
γ

x dx + y dy + z dz =
∫ 2π

0

(
cos t, sin t, t

)
•
(− sin t, cos t, 1

)
dt

=
∫ 2π

0
t dt = 2π2.

Notice the sign of the answer—it indicates (in the language of flow) a positive net flow
along the spiral curve.

B A S I C E X E R C I S E S

1. Let f(x, y) = (x, 0).
(a) Draw the vector field f in the rectangle [−2, 2] × [−2, 2].

(b) Evaluate
∫
γ

f(X) • dX, where γ is the curve X(t) =
(cos t, sin t), 0 ≤ t ≤ 2π . How does the vector field pic-
ture predict the sign of the answer?

(c) Evaluate
∫
γ

f(X) • dX, where γ is the curve X(t) =
(1 + cos t, sin t), 0 ≤ t ≤ 2π . How does the vector field
picture predict the sign of the answer?

(d) Evaluate
∫
γ

f(X) • dX, where γ is the curve X(t) =
(a + c cos t, b + c sin t), 0 ≤ t ≤ 2π .

2. Repeat Exercise 1 with f(x, y) = (0, x).

Let f(x, y) = (x − y, x + y). (A picture is shown in Figure 1.) In
Exercises 3–6, determine if the scalar component of the vector
field f in the direction tangent to the curve γ at the point (x0, y0)
is positive, negative, or zero.

3. γ is the line segment from (0, 0) to (6, 2); (x0, y0) = (3, 1).

4. γ is the line segment from (6, 2) to (0, 0); (x0, y0) = (3, 1).

5. γ is the curve X(t) = (t, −√
4 − t2 ), −2 ≤ t ≤ 2; (x0, y0) =

(1, −√
3 ).

6. γ is the curve X(t) = (2 sin t, 2 cos t), 0 ≤ t ≤ π/2; (x0, y0) =
(
√

2,
√

2 ).

In Exercises 7–18, evaluate the line integral
∫
γ

f (X) • dX.

7. f(x, y) = (x, y); γ is the curve x(t) = cos t , y(t) = sin t ,
0 ≤ t ≤ π .

8. f(x, y) = (x, y); γ is the curve x(t) = −t , y(t) = √
1 − t2,

−1 ≤ t ≤ 1.

9. f(x, y) = (x, y); γ is the curve x(t) = t , y(t) = √
1 − t2,

−1 ≤ t ≤ 1.

10. f(x, y) = (x, y); γ is the curve x(t) = t , y(t) = 0, −1 ≤ t ≤ 1.

11. f(x, y) = (2x, −y); γ is the curve x(t) = cos t , y(t) = sin t ,
0 ≤ t ≤ π .

12. f(x, y) = (−y, x); γ is the curve x(t) = cos t , y(t) = sin t ,
0 ≤ t ≤ 2π .

13. f(x, y) = (−y, x); γ is the curve x(t) = cos t , y(t) = − sin t ,
0 ≤ t ≤ 2π .

14. f(x, y) = (x, 0); γ is the curve x(t) = at , y(t) = bt , 0 ≤ t ≤ 1.

15. f(x, y) = (y, 0); γ is the curve x(t) = at , y(t) = bt , 0 ≤ t ≤ 1.

16. f(x, y) = (x, y); γ is the curve x(t) = a + t(c − a), y(t) =
b + t(d − b), 0 ≤ t ≤ 1.

17. f(x, y, z) = (yz, xz, xy); γ is the curve X(t) = (t, t2, t3),
0 ≤ t ≤ 2.

18. f(x, y, z) = (xy, ez, z); γ is the curve X(t) = (t2, −t, t), 0 ≤
t ≤ 1.

In Exercises 19–22, evaluate the line integral
∫
γ

P dx + Q dy.

19. (P, Q) = (
x/(x2 + y2), y/(x2 + y2)

)
and γ is the curve x(t) =

cos t , y(t) = sin t , 0 ≤ t ≤ 2π .

20. (P, Q) = (−y/(x2 + y2), x/(x2 + y2)
)

and γ is the curve
x(t) = cos t , y(t) = sin t , 0 ≤ t ≤ 2π .

21. (P, Q) = (x, y); γ is the curve x(t) = cos t , y(t) = sin t , 0 ≤
t ≤ π .

22. (P, Q) = (3xy, x − y2); γ is the line segment from (0, 0) to
(2, 1).
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F U R T H E R E X E R C I S E S

23. Evaluate
∫
γ

f(X) • dX, where f(x, y) = (2, 0) and γ is the

curve X(t) = (t3, t2), −2 ≤ t ≤ 3.

24. Evaluate
∫
γ

f(X) • dX, where f(x, y) = (x, 0) and γ is the

curve X(t) = (1, et ), −2 ≤ t ≤ 3.

25. Evaluate
∫
γ

f(X) • dX, where f(x, y) = (0, −3) and γ is the

curve X(t) = (2t, 5 − t), 1 ≤ t ≤ 4.

26. Evaluate
∫
γ

f(X) • dX, where f(x, y) = (3, e−x2
) and γ is the

curve X(t) = (t2, 3), 1 ≤ t ≤ 4.

27. Let f = (x, y). Evaluate
∫
γ

f(X) • dX, where γ is

(a) the line segment from (0, 0) to (2, 4) parametrized by
X(t) = (t, 2t), 0 ≤ t ≤ 2.

(b) the line segment from (0, 0) to (2, 4) parametrized
by X(t) = (t2, 2t2), 0 ≤ t ≤ √

2.
(c) the curve y = x2 from x = 0 to x = 2 parametrized by

X(t) = (t, t2).
(d) the curve y = x2 from x = 0 to x = 2 parametrized

by X(t) = (t2, t4).

28. Let f = (y, x). Evaluate
∫
γ

f(X) • dX, where γ is

(a) the line segment from (0, 0) to (2, 4) parametrized by
X(t) = (t, 2t), 0 ≤ t ≤ 2.

(b) the line segment from (0, 0) to (2, 4) parametrized
by X(t) = (t2, 2t2), 0 ≤ t ≤ √

2.
(c) the curve y = x2 from x = 0 to x = 2 parametrized by

X(t) = (t, t2).
(d) the curve y = x2 from x = 0 to x = 2 parametrized by

X(t) = (t2, t4).

29. Let h(x, y) = x + 2y, and let f(x, y) = ∇h.
(a) Plot the vector field f in the rectangle [0, 3] × [0, 3].
(b) Add the level curves h(x, y) = 1, h(x, y) = 2, and

h(x, y) = y to the plot you created in part (a). What is
the relationship between the level curves and the vector
field?

(c) Let γ be the curve x(t) = t , y(t) = (k − t)/2, where
k is a real number and −∞ ≤ t ≤ ∞. Show that
f
(
X(t)

)
• X′(t) = 0. How is this result related to part (b)?

(d) Let γ be the curve X(t) = (t, 2 − t/2) for 0 ≤ t ≤ 3. Eval-

uate the line integral
∫
γ

f(X) • dX.

30. Let h(x, y) = y − x2 and let f(x, y) = ∇h.
(a) Plot the vector field f in the rectangle [0, 3] × [0, 3].
(b) Add the level curves h(x, y) = 1, h(x, y) = 2, and

h(x, y) = y to the plot you created in part (a). What is
the relationship between the level curves and the vector
field?

(c) Let γ be the curve x(t) = t , y(t) = k + t2, where k is a real
number and −∞ ≤ t ≤ ∞. Show that f

(
X(t)

)
• X′(t) = 0.

How is this result related to part (b)?
(d) Let γ be the curve X(t) = (t, 2 + t2) for 0 ≤ t ≤ 3. Eval-

uate the line integral
∫
γ

f(X) • dX.

31. Evaluate
∫
γ

f(X) • dX, where f(x, y) =
(

x/|x |,
√

1 + y3
)

and

γ is the curve X(t) = (−t, 2), 0 ≤ t ≤ 4.

32. Suppose that f(X) = ∇X/ |∇X|. Show that
∫
γ

f(X) • dX =
length(γ ).

16.216.216.2 M O R E O N L I N E I N T E G R A L S ; A F U N D A M E N T A L T H E O R E M

In the preceding section we introduced the idea of the line integral
∫
γ

f(X) • dX, or, equiv-
alently,

∫
γ

P dx + Q dy, � where f(x, y) = (
P(x, y), Q(x, y)

)
is a vector field in the planeWe’ll use both notations in

this section. and γ is an oriented curve in the domain of f.
This section continues the story. We add some basic properties of line integrals, most

of them closely analogous to properties of ordinary, single-variable integrals. The anal-
ogy culminates in a fundamental theorem for line integrals, which (like the “ordinary”
fundamental theorem of elementary calculus) relates derivatives to integrals.

B u i l d i n g i n t u i t i o n : f o r c e a n d f l o w — b u t n o t a r e a
Line integrals, unlike ordinary integrals, are not especially easy to visualize geometrically.
In particular, the value of a line integral

∫
γ

f(X) • dX is not in any helpful sense the “area
under a graph.” � This is not to say that pictures are useless—just that they need to beTempting as it is to think so.
interpreted quite differently from the standard pictures of elementary calculus.
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Force Line integrals were developed around problems in physics; not surprisingly, there-
fore, physical intuition is often best for understanding what line integrals say. We gave one
such approach in the preceding section: If we interpret f (or (P, Q), in the other notation)
as a force field in the plane, then the line integral becomes the work done by the force on
an object that moves along the curve, from start to finish. This viewpoint helps explain,
for instance, why reversing the orientation of a curve changes the sign of a line integral:
The work done in moving an object along a curve in one direction is opposite to the work
required in the other direction.

F lu id f low Another physical way of thinking about line integrals is in terms of fluid flow.
From this point of view, a vector field f describes, at each point, the velocity of fluid moving
across the xy-plane. For an oriented curve γ , the line integral

∫
γ

f • dX is called a flow
integral; it measures the net tendency of fluid to flow along the entire curve. If γ is a
closed curve, � with the same starting and ending point, then the line integral is called the That is, a loop.
circulation of f along γ .

Details are left to the
exercises.

E X A M P L E 1 Figure 1 shows two flow fields, each with a curve γ (the unit circle
oriented counterclockwise) superimposed:
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(a) The flow f(x, y) = (x −y, x + y) (b) The flow g(x, y) = (x, y)

F IGURE 1
Two flow fields and a closed curve

What do the pictures suggest about the line integrals (i.e., flow integrals)
∫
γ

f • dX and∫
γ

g • dX? What are their values?

S o l u t i o n In the left-hand picture the fluid appears to be swirling
counterclockwise—in the same direction as γ —and so we would expect the flow
integral to be positive. Indeed it is; a routine calculation � shows that∫

γ

f • dX =
∫

γ

(x − y) dx + (x + y) dy = 2π.
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In Figure 1(b) the flow is everywhere perpendicular to the curve γ , and so we would
expect zero circulation. Again, the calculation agrees:∫

γ

g • dX =
∫

γ

x dx + y dy = 0.

N e w l i n e i n t e g r a l s f r o m o l d
Line integrals have algebraic properties similar to those of ordinary integrals. The following
theorem collects several useful properties.

T H E O R E M 1 ( A l g e b r a w i t h l i n e i n t e g r a l s ) Let f = (P, Q) and g = (R, S)
be vector fields in R

2, let c be a constant, and let γ be an oriented curve. Then

�

∫
γ

(f ± g) • dX =
∫

γ

f • dX ±
∫

γ

g • dX.

�

∫
γ

(cf) • dX = c
∫

γ

f • dX.

� Let −γ be the same curve as γ but with orientation reversed. Then∫
−γ

f • dX = −
∫

γ

f • dX.

� Suppose that γ is the union of two oriented curves γ1 and γ2. Then∫
γ

f • dX =
∫

γ1

f • dX +
∫

γ2

f • dX.

(The last part is mainly of interest when the two curves meet end to end. The upper and
lower halves of the unit circle do so, for example.)

All parts of the theorem should seem reasonable; all are straightforward consequences
of the definition of line integral and of the corresponding properties of ordinary integrals.
We omit most of the proofs. �But one is an exercise in this

section. The theorem lets us combine old line integral results to find new ones.

We’ve intentionally varied the
notation.

E X A M P L E 2 Let f(x, y) = (x − y, x + y) and g(x, y) = (x, y). Use “known” results to
calculate

∫
γ

−y dx + x dy, where γ is the unit circle oriented counterclockwise. �

S o l u t i o n Notice first that f − g = (x − y, x + y) − (x, y) = (−y, x) = h(x, y).
Therefore, ∫

γ

h • dX =
∫

γ

−y dx + x dy

is the integral we seek. We have already discussed line integrals of both f and g; we gave
their values in Example 1. Combining these results produces our answer:∫

γ

h • dX =
∫

γ

f • dX −
∫

γ

g • dX = 2π − 0 = 2π.
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Figure 2 shows the vector field h near γ :
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F IGURE 2
The flow h(x, y) = (−y, x)

The picture suggests why (as the calculation showed) the line integral is indeed a
positive number: the flow points “along” the curve.

The curve matters , not the parametr izat ion Another important property of line
integrals—to which we alluded briefly in Section 5.1—is a little more subtle than those
in preceding Examples. As the notation

∫
γ

f • dX suggests, a line integral certainly depends
on both the vector field f and the curve γ . But any curve can be parametrized in many
ways, and a line integral should not depend on the particular parametrization chosen for
γ . This property, called independence of parametrization, guarantees that the definition
of the line integral makes logical sense.

Fortunately, line integrals do enjoy this property. The next example illustrates why.

E X A M P L E 3 Let γ be the upper half of the unit circle, parametrized counterclockwise.
Consider these two parametrizations of γ :

X(s) = (cos s, sin s); 0 ≤ s ≤ π ;

X(t) = (
cos(t2), sin(t2)

)
; 0 ≤ t ≤ √

π.

(Notice that the two parametrizations traverse the same curve, but at different speeds:
|X′(s)| = 1 while |X′(t)| = 2t .) Show that, despite their differences, both
parametrizations of the curve γ give the same value for the line integral

∫
γ

−y dx + x dy.

S o l u t i o n The first parametrization gives

x = cos s; dx = − sin s ds; y = sin s; dy = cos s ds.

Therefore, ∫
γ

−y dx + x dy =
∫ π

0
(sin2 s + cos2 s) ds = π.
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The calculation is similar for the second parametrization:

x = cos(t2); dx = −2t sin(t2) dt ; y = sin(t2); dy = 2t cos(t2) dt.

This gives � ∫
γ

−y dx + x dy =
∫ √

π

0

(
sin2(t2) + cos2(t2)

)
2t dt = π.

The results are the same, as they should be.

Check the last (easy) step.

The genera l case A general argument for independence of parametrization in line in-
tegrals resembles the specific calculation in Example 3. Suppose we are given any two
differentiable parametrizations

X1(s) = (
x1(s), y1(s)

)
and X2(t) = (

x2(t), y2(t)
)

for the curve γ , where a ≤ s ≤ b and c ≤ t ≤ d. For the line integral
∫
γ

P dx + Q dy, these
parametrizations lead, respectively, to two ugly integrals:

I1 :
∫ b

a

(
P
(
X1(s)

) dx1

ds
+ Q

(
X1(s)

) dy1

ds

)
ds

I2 :
∫ d

c

(
P
(
X2(t)

) dx2

dt
+ Q

(
X2(t)

) dy2

dt

)
dt.

These integrals look complicated, to be sure, and much notation is involved. But here
we care only that I1 and I2 have the same value. To see this one shows first that s is a
differentiable function of t such that X2(t) = X1 ◦ s. In other words,

X2(t) = (
x2(t), y2(t)

) = X1
(
s(t)

) =
(

x1
(
s(t)

)
, y1

(
s(t)

) )
.

(Showing in general that s(t) is differentiable is slightly delicate. In Example 3, we had
simply s = t2, which is clearly differentiable.) In particular, s(c) = a and s(d) = b.

Assuming the foregoing facts, we can make the change of variable s = s(t) in I1, which
(despite its complicated appearance) is an ordinary integral of the single-variable type.
The happy result is that I2 emerges:

I1 =
∫ b

a

(
P
(
X1(s)

) dx1

ds
+ Q

(
X1(s)

) dy1

ds

)
ds

=
∫ d

c

(
P
(

X1
(
s(t)

)) dx1

ds
+ Q

(
X1

(
s(t)

)) dy1

ds

)
ds

dt
dt

=
∫ d

c

(
P
(
X2(t)

) dx2

dt
+ Q

(
X2(t)

) dy2

dt

)
dt = I2.

(We used the ordinary chain rule in the last line, in the form

dx1

ds
· ds

dt
= d

dt

(
x1
(
s(t)

)) = dx2(t)
dt

for the first summand and similarly in y for the second.) We conclude that I1 = I2, just as
desired.
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T h e f u n d a m e n t a l t h e o r e m f o r l i n e i n t e g r a l s
One version of the fundamental theorem of elementary calculus relates the integral and
the derivative: If a function f and its derivative f ′ are continuous on [a, b], then

∫ b

a
f ′(x) dx = f (b) − f (a).

(There are other ways to state the fundamental theorem of calculus; this version is best
for present purposes.)

A similar “fundamental theorem” holds for line integrals. To ensure that all the ingre-
dients exist, we assume that the function h(x, y) has continuous partial derivatives on and
near the curve γ , and that γ is smooth, except perhaps at its endpoints.

T H E O R E M 2 ( F u n d a m e n t a l t h e o r e m f o r l i n e i n t e g r a l s ) Let h(x, y) : R
2 →

R be a function. Let γ be a smooth, oriented curve starting at X0 = (x0, y0) and
ending at X1 = (x1, y1). Then∫

γ

∇h • dX = h(X1) − h(X0).

If γ is a closed curve (i.e., X1 = X0), then∫
γ

∇h • dX = 0.

P r o o f The proof is a pleasing and straightforward exercise with the chain rule. Let the
curve γ be parametrized, as usual, by a function

X(t) = (
x(t), y(t)

)
; a ≤ t ≤ b.

(Because γ is smooth, we can assume that x ′ and y′ are continuous functions, and thus all
the needed integrals exist.) Then the line integral has the form

I =
∫

γ

∇h • dX =
∫ b

a

(
hx

(
X(t)

)
, hy

(
X(t)

) )
• X′(t) dt.

Now the composite h
(
X(t)

)
is a new function of t , and, by the chain rule in several

variables,

d

dt

(
h
(
X(t)

)) = ∇h
(
X(t)

)
• X′(t).

In other words, the integrand in the last integral above is the t-derivative of h
(
X(t)

)
.

Therefore, by the ordinary fundamental theorem of calculus,

I =
∫ b

a

d

dt

(
h
(
X(t)

) )
dt = h

(
X(b)

)− h
(
X(a)

) = h(x1, y1) − h(x0, y0),

as claimed.
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The grad ient advantage The fundamental theorem implies a remarkable property of
any vector field that happens to be a gradient. For such fields, a line integral depends only
on the endpoints of the curve γ —not on the curve itself. (All bets are off, of course, if the
curve wanders outside the domain in which the gradient is defined.) Line integrals with
this property are said to be independent of path. (Don’t confuse this property with another
sort of independence—all line integrals are independent of the particular parametrization
chosen for γ .)

The fundamental theorem makes short work of evaluating line integrals when—but
only when—we can find a function whose gradient is the vector field in the integrand. If
∇h = f, then h is called a potential function for the vector field f.

Think like a mathematician!

E X A M P L E 4 Let g(x, y) = (y, x) and f(x, y) = (x − y, x + y). Let γ1 be the line
segment from (0, 0) to (2, 1), and let γ2 be the part of the parabolic arch y = x2/4
joining the same two points. Calculate the four line integrals

I1 =
∫

γ1

g • dX, I2 =
∫

γ2

g • dX, I3 =
∫

γ1

f • dX, and I4 =
∫

γ2

f • dX.

Do as little work as possible. �

S o l u t i o n Notice first that if h(x, y) = xy, then

∇h(x, y) = (y, x) = g(x, y).

(We found this potential function h purely by guessing; a more systematic approach is
presented in a later example.) We could parametrize γ1 and γ2, but Theorem 2 makes
that work unnecessary, at least for I1 and I2. By Theorem 2 we have∫

γ1

g • dX =
∫

γ2

g • dX = h(2, 1) − h(0, 0) = 2.

In particular, only the endpoints—not the curves themselves—determine the answer.
Now we consider I3 and I4. Guessing a potential function h for which

∇h = f(x, y) = (x − y, x + y)

seems difficult. (In fact, it is impossible, and we will explain why in a moment.) Thus,
Theorem 2 is no help, and so we’ll have to parametrize γ1 and γ2 after all.

For these simple curves the work is easy. We can use

x = 2t ; y = t ; 0 ≤ t ≤ 1

for γ1 and

x = t ; y = t2

4
; 0 ≤ t ≤ 2

for γ2. Substituting these data into our line integrals gives (after a little symbolic work)

I3 =
∫ 1

0
5t dt = 5

2
; I4 =

∫ 2

0

(
t + t2

4
+ t3

8

)
dt = 19

6
.

We omitted some details of calculation because the result is the main point: For the
vector field f, the two line integrals are unequal even though the curves join the same
points.

When is a vector f ie ld a grad ient? Why can’t f(X) in the preceding example be a
gradient? The reason is that if a potential function h existed, then we would have

hx (x, y) = x − y and hy(x, y) = x + y.
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From this it would follow, in turn, that

hxy(x, y) = −1 and hyx = 1.

This, however, is impossible, because the “cross partial derivatives” of a well-behaved
function must be equal. � This example illustrates a useful general fact—in effect, a test We discussed this earlier; See

page 740.for a vector field not being a gradient. (The converse is false, as use will see.)

F A C T ( G r a d i e n t s a n d c r o s s p a r t i a l s ) A vector field f(x, y) =(
P(x, y), Q(x, y)

)
may or may not be a gradient in the vicinity of a

curve γ . If Py 	= Qx along γ , then f(x, y) is not a gradient field.

F i n d i n g p o t e n t i a l f u n c t i o n s
If a vector field passes the test just mentioned, a potential function can often be found by
antidifferentiating in x or y separately. We illustrate by example.

Remember—we’re treating y
as a constant.

E X A M P L E 5 Find a potential function for the vector field

(P, Q) = (
y cos(xy) + 1, x cos(xy)

)
.

Use it to calculate
∫
γ

P dx + Q dy, where γ is the upper half of the unit circle, oriented
counterclockwise.

S o l u t i o n A quick check shows that

Py = cos(xy) − xy sin(xy) = Qx ,

and so it’s worth continuing our search.
Note that if h(x, y) is any potential function, then

hx = y cos(xy) + 1 and hy = x cos(xy).

Therefore, antidifferentiating in x (treating y as a constant) gives

h(x, y) =
∫

(y cos(xy) + 1) dx =
∫

y cos(xy) dx +
∫

1 dx .

Let’s make the u-substitution u = xy (and du = y dx) in the first integral on the right. �
This gives ∫

y cos(xy) dx =
∫

cos u du = sin(xy) + C.

Putting the pieces together gives

h(x, y) =
∫

y cos(xy) dx +
∫

1 dx = sin(xy) + x + C.

Now notice that C may legally depend on y, since our integration was only in the
variable x . Therefore, we can write

h(x, y) =
∫

y cos(xy) dx +
∫

1 dx = sin(xy) + x + C(y),
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where C(y) is some still-to-be-chosen function of y. To help choose C(y), we
differentiate our newly produced function h(x, y) with respect to y: �

hy(x, y) = d

dy

(
sin(xy) + x + C(y)

) = x cos(xy) + C ′(y).

Now the requirement for h to be a potential function is that hy = x cos(xy). Thus,
C ′(y) = 0, and so C can be taken as any real-number constant. We conclude (and it’s
easy to check) that, for any constant C , h(x, y) = sin(xy) + x + C is a potential function
for (P, Q).

All our work in calculating h makes finding the line integral a snap. By the
fundamental theorem, the answer depends only on the endpoints of γ :∫

γ

P dx + Q dy = h(−1, 0) − h(1, 0) = −2.

(Calculating the integral by parametrization would be unpleasant.)

Check details carefully.

T h e f u n d a m e n t a l t h e o r e m r e v i e w e d
The fundamental theorem for line integrals and its associated ideas are important enough
to deserve some review. The theorem says that, if a vector field f happens to be a gradient
(that is, if f = ∇h for some function h), then∫

γ

f • dX =
∫

γ

∇h • dX = h(X1) − h(X0), (1)

where X0 and X1 are the starting and ending points of γ . Several consequences of this
identity will prove especially important:

� Independence of path Equation 1 means that the line integral of a gradient field
depends only on the endpoints X0 and X1—not on the particular curve joining them.
If γ ′ is another curve joining X0 to X1, and γ ′ is also in the domain of h, then∫

γ

f • dX =
∫

γ ′
f • dX.

� Line integrals, closed curves, and gradient fields A curve is called closed if it starts
and ends at the same point. In general, the line integral of a vector field around a
closed curve may be postive, negative, or zero. � The fundamental theorem guarantees,We have seen examples

illustrating all three
possibilities.

however, that integrating a gradient field around a closed curve must give zero: Because
the starting and ending points are identical,∫

γ

∇h • dX = h(X0) − h(X0) = 0.

In physical terms, this result means that, if a force field f happens to be a gradient,
then the force does zero total work in moving a particle around any closed curve. As
we have also seen, a given vector field may or may not be the gradient field associated
with a function.

� Conservative vector fields Physicists use the adjective conservative to describe a
force field with the property that every line integral taken around a closed curve in the
domain of the vector field has the value zero. The term is appropriate because, in such
fields, work and energy are “conserved” as one moves along any curve that returns
to its initial position. The fundamental theorem says (among other things) that every
gradient field is conservative. �

Some conservative fields are
not gradients; we’ll see
examples later.
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E X A M P L E 6 Figure 3 shows several curves joining (−1, 1) to (1, 1); the vector field
f = (P, Q) = (y2, 2xy) is superimposed.

y

x

1.5

1

0.5

0

0.5

−1

1.5

−1.5 −1 −0.5 0 0.5 1 1.5

F IGURE 3
The vector field (y2, 2xy) and three curves

Explain why the line integral has the same value for all three curves. What is this value?

S o l u t i o n It would be unpleasant to parametrize all three curves. Fortunately, we don’t
have to because the vector field (y2, 2xy) is a gradient. We can tell (either by guesswork
or by the method outlined in the previous section) that h(x, y) = xy2 is a suitable
potential function, that is, (y2, 2xy) = ∇(xy2). Therefore, by the fundamental theorem,
the line integral—for all three curves—is∫

γ

∇h • dX = h(1, 1) − h(−1, 1) = 2.

The answer looks reasonable, too; the curves are oriented generally with rather than
against the flow, and so we expect a positive result. �

Take a close look at the
picture to convince yourself.

B A S I C E X E R C I S E S

Let f(x, y) = (x, y). (A picture is shown in Figure 1.) In Exer-

cises 1–6, evaluate the line integral
∫
γ

f(X) • dX for the given curve

γ and explain, briefly, how the sign of the answer (positive, nega-
tive, or zero) could have been predicted from the picture.

1. γ is the unit circle oriented counterclockwise.

2. γ is the upper half of the circle of radius 1 centered at (1, 0)
oriented counterclockwise.

3. γ is the lower half of the circle of radius 1 centered at (1, 0)
oriented counterclockwise.

4. γ is the line segment from (0, 1) to (1, 0).

5. γ is the line segment from (0, 2) to (1, 0).

6. γ is the line segment from (0, 0) to (1, 1).
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Suppose that
∫
γ

f (X) • dX = 17 if γ is the oriented curve X(t) =
(cos t, sin t), 0 ≤ t ≤ π/2. Use this to evaluate the line integrals in
Exercises 7–10.

7.
∫

C
f (X) • dX, where C is the oriented curve X(t) =

(sin t, cos t), 0 ≤ t ≤ π/2.

8.
∫

C
f (X) • dX, where C is the oriented curve X(t) =(

t,
√

1 − t2
)

, 0 ≤ t ≤ 1.

9.
∫

C
f (X) • dX, where C is the oriented curve X(t) =(√
1 − t2, t

)
, 0 ≤ t ≤ 1.

10.
∫

C
f (X) • dX, where C is the oriented curve X(t) =(

cos(π t), sin(π t)
)
, 0 ≤ t ≤ 1/2.

In Exercises 11–16, use the Fact on page 887 to test whether the
given vector field could be a gradient. If the vector field passes the
test, find a potential function h.

11. (P, Q) = (x, y).

12. (P, Q) = (y, x).

13. (P, Q) = (−y, x).

14. (P, Q) = (1, sin x).

15. (P, Q) = (sin x, 1).

16. (P, Q) = (
x/(x2 + y2), y/(x2 + y2)

)
.

17–22. For each vector field (P, Q) in Exercises 11–16, find the

flow integral
∫
γ

P dx + Q dy, where γ is the line segment

from (1, 1) to (2, 2).

In Exercises 23–26, use the fundamental theorem for line integrals

to evaluate
∫
γ

P dx + Q dy.

23. (P, Q) = (ex sin y, ex cos y); γ is the unit circle oriented
counterclockwise.

24. (P, Q) = (3x − 2y, 3y − 2x); γ is the curve x = 4 cos t , y =
4 sin t , 0 ≤ t ≤ π oriented counterclockwise.

25. (P, Q) = (ex sin y, ex cos y); γ is the line segment from the
origin to the point (1, π/2).

26. (P, Q) = (sin y, x cos y); γ is the line segment from the point
(1, π/2) to the origin.

27. Consider the curves and the vector field shown in Example 6.
The vector field is (P, Q) = (y2, 2xy).

(a) Explain why the line integral
∫
γ

P dx + Q dy has the

same value for any curve starting at (0, 0) and ending
at (1, 1).

(b) Let (a, b) be any point in the xy-plane, and let γ be any

curve from (0, 0) to (a, b). Find
∫
γ

P dx + Q dy.

28. Repeat Exercise 27 using the vector field

(P, Q) =
(

2x

1 + x2 + y2
,

2y

1 + x2 + y2

)
.

Exercises 29 and 30 explore the fact that the force of gravity is
conservative (in the sense discussed in this section).

29. Near the surface of the Earth, we can think of the force
of gravity on an object as essentially constant and pointing
straight down. We can model this situation in the xy-plane
by letting (P, Q) = (0, −k), where k is a positive constant.
(a) Show that (P, Q) is a conservative force field by finding

a potential function.
(b) Suppose that an object moves once around a closed

curve. How much work is done by the gravitational
force?

30. For motion on a large scale (e.g., spacecraft flight), gravity is
better modeled as a force whose direction is always toward
the center of the Earth and whose magnitude is inversely
proportional to the square of the distance to the center of
the Earth. This can be modeled in the xy-plane by a force of
the form

(P, Q) = k

(
−x

(x2 + y2)3/2 ,
−y

(x2 + y2)3/2

)
,

where k is any positive constant.
(a) Show that (P, Q) is conservative by finding a potential

function.
(b) Find the work done by this force in moving an object

from the point (1, 1) to (3, 4).
(c) What does the sign of the answer to part (b) mean

physically?

F U R T H E R E X E R C I S E S

Suppose that f(x, y) = (yexy, xexy). In Exercises 31–34, indicate
whether the statement must be true, cannot be true, or might be
true. Justify your answers.

31. f is a gradient field.

32. If γ1 and γ2 are smooth curves with the same starting and

ending points, then
∫
γ1

f • dX =
∫
γ2

f • dX.

33. f is a conservative vector field.

34. If γ is a closed curve, then
∫
γ

f • dX = 0.

Suppose that f = (P, Q) is a conservative vector field. In Exer-
cises 35–38, indicate whether the statement must be true, cannot
be true, or might be true. Justify your answers.

35. There is a function h such that ∇h = f.

36. Py − Qx = 0.
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37. If γ is the path (1 + 2 cos t, 3 + 4 sin t), 0 ≤ t ≤ 2π , then∫
γ

P dx + Q dy = 0.

38. Suppose that
∫
γ1

f • X = 11, where γ1 is the line segment from

(−2, 0) to (2, 0). If γ2 is the path (−t, 4 − t2), −2 ≤ t ≤ 2, then∫
γ2

f • X = −11.

Suppose that f = (P, Q) and that Py 	= Qx . In Exercises 39–42, in-
dicate whether the statement must be true, cannot be true, or might
be true. Justify your answers.

39. There is a function h such that ∇h = f.

40. f is a conservative vector field.

41. If γ is a closed curve, then
∫
γ

f • dX = 0.

42. Suppose that
∫
γ1

f • X = 11, where γ1 is the line segment from

(−2, 0) to (2, 0). If γ2 is the path (−t, 4 − t2), −2 ≤ t ≤ 2, then∫
γ2

f • X = −11.

43. Let f = (P, Q) = (−y/(x2 + y2), x/(x2 + y2)
)
.

(a) Show that Py = Qx for all (x, y) 	= (0, 0).

(b) Evaluate
∫
γ

f • dX, where (i) γ is (cos t, sin t) and

(ii) γ is (cos t, − sin t) for 0 ≤ t ≤ π .

(c) Evaluate
∫
γ

f • dX, where γ is the unit circle oriented

counterclockwise.
(d) Is f a conservative vector field? Justify your answer.

44. Repeat Exercise 43 with (P, Q) = (−x/(1 + x2 + y2), y/(1 +
x2 + y2)

)
.

45. Let f = (
x + ey, x(1 + ey)

)
and γ be a closed path. Explain

why
∮

γ

f • dX =
∮

γ

x dx + x dy.

[HINT:
(
x + ey, x(1 + ey)

) = (ey, xey) + (x, x).]

46. Let f = (
xy + y cos(xy), xy + x cos(xy)

)
and γ be a closed

path. Explain why
∮

γ

f • dX =
∮

γ

xy dx + xy dy.

47. Let f(x, y) be any vector field and γ any curve. Suppose that
γ is parametrized by X(t), for 0 ≤ t ≤ 1.
(a) Explain why −γ is parametrized by X(1 − t) for 0 ≤

t ≤ 1.
(b) Use the previous part to show that

∫
−γ

f (X) • dX = −
∫
γ

f (X) • dX.

(In other words, turning the curve around changes the
sign of the answer.)

16.316.316.3 G R E E N ’ S T H E O R E M : R E L A T I N G L I N E A N D
A R E A I N T E G R A L S

Green’s theorem, like other results we have seen, is in the spirit of the fundamental theorem
of calculus. The fundamental theorem of line integrals (Theorem 2, page 885), for example,
relates a line integral over a curve to values of a potential function at the ends of the curve.
Green’s theorem, by contrast, relates a double integral over a region in the plane to a line
integral over the boundary of the region. �

The endpoints of a curve are,
in a sense, the curve’s
“boundary.”

Green’s theorem says that, under appropriate assumptions that we will soon state
carefully,

∮
γ

P dx + Q dy =
∫∫

R

(
∂ Q

∂x
− ∂ P

∂y

)
dA. (1)

Let’s take a careful look at the equation and its various parts. On the left,
(

P(x, y), Q(x, y)
)

is a vector field on R
2, γ is a simple closed curve, � and the special integral sign (

∮
) We’ll explain “simple” below.

indicates that γ is the boundary of a region. (All curves are oriented counterclockwise
unless stated otherwise.) On the right, the domain of integration, R, is assumed to be the
region inside the curve γ . (In mathematical parlance, γ is the boundary of the region R.)
Notice that the integrand, Qx (x, y) − Py(x, y), is a scalar-valued function of two variables—
the appropriate object to integrate over R.
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The usual geometric relation between γ and R is as illustrated in Figure 1:

y

x

R

1

R
R R

y

x

y

x

y

x

y

x

y

x

R

R

F IGURE 1
Six regions and their boundary curves

The upper left region is the unit disk; it is defined by the inequality x2 + y2 ≤ 1, or, in polar
coordinates, simply by r ≤ 1.

Notice that, in each picture, the boundary curve γ is oriented so that the region R,
shown shaded, remains on the left as one traverses γ . The boundary curves γ , moreover,
are all simple (they have no self-intersections as a Figure-8 does), and they are either
smooth or made up of a few smooth pieces. In full technical regalia, curves like those
above, which bound reasonable areas, are called piecewise-smooth Jordan curves.

Jordan curves. Curves in the plane—even closed curves that don’t intersect
themselves—can be very complicated. Though it seems reasonable that such a
curve should divide the plane into two regions, one inside and one outside, it is
surprisingly difficult to prove this rigorously. The first proof was given by the French
mathematician Camille Jordan (1838–1922). In his honor, curves that bound area
are known as Jordan curves.

Before stating the theorem carefully, we will explore what it asserts in some relatively
simple cases.

E X A M P L E 1 Suppose the vector field (P, Q) is a gradient ∇h; that is,(
P(x, y), Q(x, y)

) = ∇h(x, y)

for some function h defined on and near a region R with boundary curve γ . Does
Equation 1 hold?
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S o l u t i o n Yes. By the fundamental theorem of line integrals,∮
γ

P dx + Q dy =
∮

γ

∇h • dX = 0,

since γ is a closed curve. Now consider the double integral on the right side of
Equation 1. By assumption, (P, Q) = (hx , hy). Thus, for all (x, y),

Qx − Py = hyx − hxy = 0.

(The last equation holds because of the equality of cross-partial derivatives.) We have
shown, therefore, that for any vector field (P, Q) that happens to be a gradient, both
sides of Equation 1 are zero.

E X A M P L E 2 Let (P, Q) = (x − y, x + y) and let R be the unit disk. What does
Equation 1 say in this case? Is it true?

S o l u t i o n The vector field and the boundary curve γ (the unit circle) are shown
together in Example 1, page 881, and the line integral is calculated:∮

γ

P dx + Q dy = 2π.

For the double integral in Equation 1 we have Qx − Py = 2. � Therefore,∫∫
R

(Qx − Py) dA =
∫∫

R
2 dA = 2 area (R) = 2π.

Again, Equation 1 holds true.

Check it!

A third example is a little more subtle.

We leave the important
calculation to you; see the
exercises.

The calculation is worth a
careful check.

E X A M P L E 3 Consider the vector field

(P, Q) =
( −y

x2 + y2
,

x

x2 + y2

)

on the unit disk. What does Equation 1 say now? Is it true?

S o l u t i o n To find the line integral, we use the “usual” parametrization
X(t) = ( cos t, sin t ) for 0 ≤ t ≤ 2π . The result � is

∮
γ

P dx + Q dy =
∫ 2π

0
(sin2 t + cos2 t) dt = 2π.

For the double integral, we get �

Qx = Py = y2 − x2

(x2 + y2)2 ,

and so Qx − Py = 0. Therefore—apparently—
∫∫

R(Qx − Py) dA = 0. In this case, it
seems, Equation 1 fails. Is something wrong?

Actually, no; there’s a simple explanation. The vector field (P, Q) is not defined at
the point (0, 0). Neither, therefore, are Qx and Py , and so there is no guarantee that the
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integral
∫∫

R(Qx − Py) dA even exists. The moral, therefore, is that we need to take care
with domains. We do so in the formal statement of the theorem.

T H E O R E M 3 ( G r e e n ’ s t h e o r e m ) Let R be a region in R
2 whose boundary is

a piecewise-smooth Jordan curve γ . Let P and Q be scalar-valued functions,
having continuous partial derivatives on and near R. Then∮

γ

P dx + Q dy =
∫∫

R

(
∂ Q

∂x
− ∂ P

∂y

)
dA.

Older student makes good. George Green (1793–1841), a miller from Notting-
ham, England, spent only two years in elementary school. Despite this possible
handicap, he published ten mathematical papers, including several on potential
theory. He entered Cambridge University as an undergraduate at age 40, only
8 years before his death. Green’s theorem itself, despite the name, probably
predates George Green.

T h e i d e a o f t h e p r o o f A fully rigorous proof of Green’s theorem is quite subtle. It
would require, among other things, a rigorous definition of “counterclockwise,” and a
careful treatment of domains that can be quite irregular. However, the basic idea of the
proof boils down to several careful applications of the ordinary fundamental theorem of
calculus. To see how, suppose first that R happens to be a region of the special sort shown
in Figure 2:

R

y

x

γ

F IGURE 2
A special region

The region is special in that every horizontal line and every vertical line intersects γ at
most twice. To prove the theorem, we will show two identities:

−
∫∫

R
Py dA =

∮
γ

P dx and
∫∫

R
Qx dA =

∮
γ

Q dy. (2)
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For the first identity, we will think of R as shown in Figure 3:

y

y = g(x)

y = f(x)

x

ba

c

d

R

γ

F IGURE 3
A region bounded by curves

The region is bounded by upper and lower boundary curves y = g(x) and y = f (x), re-
spectively, with a ≤ x ≤ b. Then the double integral becomes

−
∫∫

R
Py(x, y) dA = −

∫ x=b

x=a

(∫ y=g(x)

y= f (x)
Py(x, y) dy

)
dx

= −
∫ x=b

x=a

(
P
(
x, g(x)

)− P
(
x, f (x)

))
dx .

(We used the ordinary fundamental theorem, in the variable y, in the last step.) � This is the key step.
Now consider the line integral

∮
γ

P(x, y) dx . Now γ consists of upper and lower
boundary curves; we can parametrize both in the same way. For the lower curve, we use

x = t ; y = f (t); a ≤ t ≤ b.

For the upper curve, we do almost the same thing:

x = t ; y = g(t); a ≤ t ≤ b.

Notice that, in both cases, dx = dt . Also, since the upper curve is oriented from right to
left, we attach a minus sign to the integral. Using these parametrizations, we obtain∮

γ

P(x, y) dx =
∫

γbottom

P(x, y) dx −
∫

γtop

P(x, y) dx

=
∫ b

a
P
(
t, f (t)

)
dt −

∫ b

a
P
(
t, g(t)

)
dt.

The last expression looks familiar: Except for the difference in variable names, this expres-
sion is exactly what we obtained for

∫∫
Py dA. Thus, the first identity in Equation 2 holds

as claimed. The second identity is proved in a similar way. � See the exercises.
These arguments show that Green’s theorem holds for regions of the special type

shown above. To see that it holds on more general regions, the trick is to break R into
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several smaller regions, each of the special type just mentioned, as shown in Figure 4:

R1 R2

R4R3

F IGURE 4
Breaking up a region

Notice that each “inner” boundary piece is traversed twice, once in each direction. We
have shown that the theorem holds on each subregion Ri , with boundary γi , that is,∫∫

Ri

(Qx − Py) dA =
∮

γi

P dx + Q dy.

Adding these results together for i = 1 . . . 4 gives
∫∫

R(Qx − Py) dA on the left and∮
γ

P dx + Q dy on the right (since the line integrals on inside boundary edges cancel each
other out). This completes the proof of Green’s theorem.

The theorem sometimes saves trouble by trading a messy line integral for a simpler
area integral. �Sometimes the trade goes the

other way.

E X A M P L E 4 Find the work done by the force field (P, Q) = (x − y, x + y) in moving
an object around the square S with corners at (−1, −1), (1, −1), (1, 1), and (−1, 1).

S o l u t i o n Integrating around the square would require four separate parametrizations.
Using Green’s theorem to reduce to a double integral makes things much simpler. Here
Qx − Py = 2, and so Green’s theorem says∮

γ

P dx + Q dy =
∫∫

Ri

(Qx − Py) dA (by Green’s theorem)

=
∫∫

S
2 dA = 2 area (S) = 8. (S has area 4)

G r e e n ’ s t h e o r e m o n a r e g i o n w i t h h o l e s
Green’s theorem, as stated above, applies to regions with only one boundary curve. How-
ever, a simple trick shows that it applies, in slightly different form, to regions like the one
in Figure 5:
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R1

R2

2

1
γ

γ

F IGURE 5
Cutting a donut

If R is the entire donut-shaped region, then we can imagine R as the union of the two
simpler regions R1 (the upper half) and R2 (the lower half); we will call their boundary
curves C1 and C2. (In the picture, γ1 and γ2 are the outer and inner circles, respectively.
Each of C1 and C2 consists of two semicircles and two line segments.) Green’s theorem
does apply to R1 and R2 to give

∫∫
R1

(Qx − Py) dA =
∮

C1

P dx + Q dy

and

∫∫
R2

(Qx − Py) dA =
∮

C2

P dx + Q dy.

Adding these equations together (and keeping track of cancellations along the line seg-
ments, which are traversed twice in opposite directions) gives

∫∫
R

(Qx − Py) dA =
∮

γ1

P dx + Q dy −
∮

γ2

P dx + Q dy,

where, now, both line integrals are taken in the counterclockwise sense. � The minus sign is there
because the inner circle is
traversed clockwise.

Here is the general principle:

F A C T ( G r e e n ’ s t h e o r e m f o r a r e g i o n w i t h h o l e s ) Let the situation be as
in Green’s theorem, but assume that R has outer boundary curve γ1 and inner
boundary curve γ2. Then∫∫

R
(Qx − Py) dA =

∮
γ1

P dx + Q dy −
∮

γ2

P dx + Q dy.
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E X A M P L E 5 Let

(P, Q) =
(

− y

x2 + y2
,

x

x2 + y2

)
,

and let S be a square of side 2, centered at the origin. Let γ1 be the boundary of the
square, oriented counterclockwise. Find

∮
γ1

P dx + Q dy.

S o l u t i o n The line integral would be difficult to work by parametrization, but with
Green’s theorem (as extended) the calculation becomes simple. We will let R be the
region between the outer square γ1 and the unit circle, which we denote here by γ2.
(Using γ2 as the inner boundary avoids problems with zero denominators at (0, 0).) We
calculated in Example 3 that Qx − Py = 0 for all (x, y) in R. Now the preceding Fact
asserts that

0 =
∫∫

R
(Qx − Py) dA =

∮
γ1

P dx + Q dy −
∮

γ2

P dx + Q dy,

which implies in turn that∮
γ1

P dx + Q dy =
∮

γ2

P dx + Q dy.

But we also showed above, in Example 3, that
∮
γ2

P dx + Q dy = 2π , and so this is also
the value of the line integral around the less convenient “curve” γ1.

B A S I C E X E R C I S E S

In Exercises 1–14, use Green’s theorem to evaluate the line integral∮
γ

P dx + Q dy. (All curves are traversed counterclockwise.)

1. (P, Q) = (y2 + x, x + y); γ is the square with vertices at
(0, 0), (1, 0), (1, 1), and (0, 1).

2. (P, Q) = (x − y, x + y); γ is the square with vertices at (0, 0),
(1, 0), (1, 1), and (0, 1).

3. (P, Q) = (y2 + x, x + y); γ is the circle of radius 1 with center
(0, 0).

4. (P, Q) = (x − y, x + y); γ is the circle of radius 1 with center
(1, 0).

5. (P, Q) = (y2 + x, x + y); γ is the boundary of the region
0 ≤ r ≤ 1; 0 ≤ θ ≤ π/2.

6. (P, Q) = (x − y, x + y); γ is the boundary of the region
0 ≤ r ≤ 1; 0 ≤ θ ≤ π/2.

7. (P, Q) = (3xy, x − y2); γ is the boundary of the rectangle
with vertices (0, 0), (2, 0), (2, 1), and (0, 1).

8. (P, Q) = (xy2, x2 y); γ is the boundary of the rectangle with
vertices (0, 0), (2, 0), (2, 1), and (0, 1).

9. (P, Q) = (
2y + e−x2

, 3x − sin(y2)
)
; γ is the circle of radius 2

with center (0, 0).

10. f(x, y) = (
ex2 − y, x + cos(

√
y )

)
; γ is the circle of radius 3

with center (1, 4).

11. (P, Q) = (y2, x2); γ is the boundary of the rectangle [1, 2] ×
[3, 5].

12. (P, Q) = (y2, x2); γ is the circle x2 + y2 = 9.

13. (P, Q) = (cos x, xy); γ is the path from (0, 0) to (3, 0) along
the x-axis, then back to the origin along the curve y =
x2 − 3x , then back to the origin along the x axis.

14. (P, Q) = (ex , xy); γ is curve described by

X(t) =
{

(t, t2) 0 ≤ t ≤ 1
(2 − t, 2 − t) 1 < t ≤ 2.

F U R T H E R E X E R C I S E S

15. Consider the vector field

(P, Q) =
(

− y

x2 + y2
,

x

x2 + y2

)
;

let γ be the unit circle oriented counterclockwise.
(a) Evaluate

∮
γ

P dx + Q dy.

(b) Is (P, Q) a gradient field on IR2? Justify your answer.

(c) Find
∫

S
P dx + Q dy, where S is any closed path that sur-

rounds the unit circle. [HINT: Mimic Example 5.]

(d) Find
∫

C
P dx + Q dy, where C is any closed path that

does not surround the origin.
[HINT: Does the ordinary version of Green’s theorem
apply now?]
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16. Consider the vector field

(P, Q) =
(

x

x2 + y2
,

y

x2 + y2

)
;

let γ be the unit circle oriented counterclockwise.
(a) Evaluate

∮
γ

P dx + Q dy.

(b) Show that Qx (x, y) = Py(x, y) for all (x, y) 	= (0, 0).
(c) Does Green’s theorem apply to (P, Q) on the unit disk?

Justify your answer.

17. Evaluate
∮

γ

−y dx + x dy, where γ is the cardioid with polar

equation r = 1 + cos θ oriented counterclockwise.

18. Evaluate
∮

γ

x dy, where γ is the curve described by the polar

equation r = 2 sin(3θ), 0 ≤ θ ≤ π/3 oriented counterclock-
wise.

19. Let R and γ be as in the statement of Green’s theorem. Show
that the area of R is equal to

(a)
∮

γ

x dy.

(b) −
∮

γ

y dx .

(c)
1
2

∮
γ

−y dx + x dy.

20. Use Green’s theorem to find the area of the ellipse x2/a2 +
y2/b2 = 1. [HINT: Use Exercise 19.]

21. Suppose that the boundary of the region R is described in
polar coordinates as r = f (θ), α ≤ θ ≤ β. Use Green’s theo-

rem to show that the area of R is equal to
1
2

∫ β

α

(
f (θ)

)2
dθ .

[HINT: Use Exercise 19(c).]

22. Let (x1, y1), (x2, y2), and (x3, y3) be the vertices of a trian-
gle in counterclockwise order. Use Green’s theorem to show
that the area of the triangle is

area = 1
2

(
(x2 + x1)(y2 − y1) + (x3 + x2)(y3 − y2)

+ (x1 + x3)(y1 − y3)
)
.

23. Let (x1, y1), (x2, y2), . . . , (xn, yn), (xn+1, yn+1) = (x1, y1) be
points on a counterclockwise path around the boundary of
a polygonal region in the xy-plane (i.e., the boundary of

the region is made up of line segments connecting adjacent
points on the list). Show that the area of the region is

area = 1
2

n∑
k=1

(
(xk+1 + xk)(yk+1 − yk)

)
.

24. Let f be the field f(x, y) = (2xy + x, xy − y) and γ be the
perimeter of the square bounded by the lines x = 0, x = 1,
y = 0, and y = 1. Use Green’s theorem to evaluate the coun-
terclockwise circulation of f around γ .

25. Let R, and γ be as in the statement of Green’s theorem, and
let A be the area of R. Show that the centroid of R is (x̄, ȳ),
where

x̄ = 1
2A

∮
γ

x2 dy and ȳ = − 1
2A

∮
γ

y2 dy.

26. We proved the first identity in Equation 2 by assuming
that the region had a certain special shape. Mimic that

proof to prove the remaining identity:
∫∫

R
Qx dA =

∮
γ

Q dy.

[HINT: Because of its special shape, R can be assumed to
have left boundary x = h(y) and right boundary x = k(y).]

27. Use the following steps to prove Green’s theorem under the
assumption that R is the rectangle [a, b] × [c, d].
(a) By parametrizing all four sides of the rectangle, show

that∮
γ

P dx + Q dy =
∫ b

a
P(t, c)dt −

∫ b

a
P(t, d)dt

+
∫ d

c
Q(b, t)dt −

∫ d

c
Q(a, t)dt.

(b) Explain why
∫∫

R
(Qx − Py) dA =

∫∫
R

Qx dA −
∫∫

R
Py dA.

(c) Show that
∫∫

R
Qx dA =

∫ d

c

∫ b

a
Qx (x, y) dx dy

=
∫ d

c

(
Q(b, y) − Q(a, y)

)
dy.

(d) Show that

−
∫∫

R
Py dA =

∫ b

a

(
P(x, c) − P(x, d)

)
dx .

16.416.416.4 S U R F A C E S A N D T H E I R P A R A M E T R I Z A T I O N S

Calculating line integrals has offered us plenty of practice with parametrizing curves in the
xy-plane. Parametrizations were key, in particular, to proving two fundamental theorems
for line integrals.

The next few sections introduce surface integrals, in which the domain of integration
is a two-dimensional surface in three-dimensional space, such as a plane, the surface
of a sphere or ellipsoid, or the graph of a function z = f (x, y). Surface integrals are
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higher-dimensional versions of line integrals; we will stress this connection whenever possi-
ble. In particular, surface integrals satisfy their own versions of the fundamental theorems
we’ve studied for line integrals. Our goal in the rest of this chapter is to state and understand
two such fundamental theorems relating various types of integrals and derivatives.

Essential to calculating such integrals, as one might expect, is the ability to parametrize
surfaces in space. This brief section illustrates some useful ideas and techniques.

C u r v e s , s u r f a c e s , a n d d i m e n s i o n s
The general setup for parametrizing a curve is as in Figure 1:

X (t) = (x(t), y(t))

(x(b), y(b))

(x(a), y(a))

b
t x

y

a

F IGURE 1
Parametrizing a curve in the plane

The curve is a one-dimensional object in two-dimensional space. It is the image of a
one-dimensional t-interval [a, b] mapped by a vector-valued function X(t). In effect, the
function X “deforms” the one-dimensional t-interval into the one-dimensional curve.

Figure 2, by contrast, is the generic picture for parametrizing a surface:

z

y

x

S

u

D

v

X (u, v) = (x(u,v), y(u,v), z(u,v))

F IGURE 2
Parametrizing a surface in space

In this setting, the vector-valued function X : R
2 → R

3 maps a two-dimensional region D
in the uv-plane onto the two-dimensional surface S in (x, y, z)-space. Roughly speaking,
the function X deforms the two-dimensional flat region D into the two-dimensional sur-
face S. (The small darker rectangle in the domain is mapped to a “near-rectangle” in the
surface.) �The region D need not be

rectangular, but that case
arises often, and may lead to
simpler calculations.

It can happen, by the way, that a function X : R
2 → R

3 maps a two-dimensional set in
the domain into a smaller-dimensional set in xyz-space. For example, the constant function
defined by X(u, v) = (1, 2, 3) maps all of R

2 into a single point. All of the functions we will
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use to parametrize surfaces, however, will “respect” dimensions, mapping two-dimensional
sets to two-dimensional surfaces.

S u r f a c e p a r a m e t r i z a t i o n s : a s a m p l e r
Any given surface in space can be parametrized in many ways (as can any curve in the
plane) by using various domain sets. Some examples will give a sense of the possibilities.

Funct ion graphs The easiest surfaces to parametrize are graphs of functions z = f (x, y)—
or, more often, parts of such graphs. Parametrizing a particular part of a graph may require
fiddling with domains.

E X A M P L E 1 Parametrize S1, the part of the graph of z = x2 + y2 that lies above the
square [0, 2] × [0, 2] in the xy-plane.

S o l u t i o n Points on the surface satisfy the equation z = x2 + y2, and so we can set

X(u, v) = (u, v, u2 + v2); 0 ≤ u ≤ 2; 0 ≤ v ≤ 2.

Plotting this surface (Figure 3) is an excellent way to check whether our
parametrization is correct:

8
7
6
5
4
3
2
1
0
−2 −2

−1

0

1

2

−1 0 1 2

y

x

z

F IGURE 3
Part of the surface z = x2 + y2

The patch shown looks like what we intended.

Another sur face f rom the same graph The surface patch shown in Figure 3 is only a
small part of the full graph z = x2 + y2. Let’s look at another surface carved from the same
graph.

E X A M P L E 2 Parametrize S2, the part of the graph of z = x2 + y2 that lies above the
unit disk in the xy-plane.

S o l u t i o n Exactly the same parametrization works as in Example 1 except that the
domain D is now the unit disk:

X(u, v) = (u, v, u2 + v2), for u and v with u2 + v2 ≤ 1.
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If we prefer to parametrize S2 using a rectangle as the domain set D, we can work in
polar coordinates. With respect to r and θ , the unit disk is the rectangle described by
0 ≤ r ≤ 1 and 0 ≤ θ ≤ 2π . In these coordinates, moreover, x = r cos θ , y = r sin θ , and
x2 + y2 = r2. For consistency of notation, we write u = r and v = θ . Now our desired
parametrization becomes

X(u, v) = (u cos v, u sin v, u2); 0 ≤ u ≤ 1; 0 ≤ v ≤ 2π ;

the domain set is a rectangle. Plotting these data (Figure 4) gives what we expect:

1

0.8

0.6

0.4

0.2

0
−1.5

−1.5

−1

−1

−0.5
−0.50

0

0.5

0.5

1

1

1.5

1.5

z

y
x

The surface lies vertically 
above the gray disk.

F IGURE 4
Another part of the surface z = x2 + y2

Again we see part—but not all—of the graph.

A r e a m a g n i f i c a t i o n
In working with parametrized surfaces and (in the next section) surface areas, it is important
to know how areas in the uv-domain and on the surface itself are related. In Figure 4, for
example, the unit circular disk represents the uv-domain for one possible parametrization
of a paraboloid. As Figure 4 shows, the paraboloid has considerably larger surface area
than the disk below. It also appears that the “stretching” required to map the disk onto
the paraboloid is greater near the outer edge than near the center of the disk. In what
follows we consider how areas in the uv-domain and on the surface are related, first for
the simplest surfaces—planes—and then in the general case.

We have already raised the general question of area magnification in connection with
changing variables in multiple integrals (see Example 10, page 831, for example). There,
the Jacobian determinant turned out to describe the factor by which areas are magnified
under a change of variable. We will see that, in the present setting, area magnification also
involves a certain algebraic combination of derivatives.

Planes and area magn i f i cat ion If a surface S is a plane, or part of a plane, then S can be
parametrized with a linear parametrization function. The next example illustrates. Most
important, the example shows how areas in the uv-domain and on the surface are related.
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E X A M P L E 3 Let S be the part of the graph of z = 2x + 3y that lies above the unit
square [0, 1] × [0, 1]. As Figure 5 shows, S is part of a plane:

5

4

3

2

1

0.2
0.4

0.6

1.4
0.2

0.4

0

0.6
0.8

1
1.2

1.4

0.8
1

1.2
yx

The surface S lies vertically above 
the gray  rectangle.

z

F IGURE 5
A planar surface: part of the graph of z = 2x + 3y

How are the areas of the surface S and the base square [0, 1] × [0, 1] related?

S o l u t i o n The surface S is easily parametrized:

X(u, v) = (u, v, 2u + 3v); 0 ≤ u ≤ 1; 0 ≤ v ≤ 1.

As Figure 5 illustrates, S is the parallelogram spanned by the two edges (thought of as
vectors) that meet at the origin. The picture also shows that these spanning edges are
simply the vectors

X(1, 0) − X(0, 0) = (1, 0, 2) and X(0, 1) − X(0, 0) = (0, 1, 3).

The area of the parallelogram spanned by any two vectors in space is given by the
magnitude of their cross product. � In the present case this gives

area of S = ∣∣(1, 0, 2) × (0, 1, 3)
∣∣ = ∣∣(−2, −3, 1)

∣∣ =
√

14.

Now the base square [0, 1] × [0, 1] has area 1, and so we see that the area of S
represents a magnification by the factor

√
14 ≈ 3.7. � We see, too, that, because our

parametrization is linear, area magnification is constant throughout the base square.

We discussed this property of
the cross product in
Section 12.9.

Figure 5 may suggest a lower
magnification factor; this is
due to the picture’s
compression in the
z-direction.Next we consider a more general linear mapping—but come to a similar conclusion.

E X A M P L E 4 Describe the surface S parametrized by

X(u, v) = (x0 + Au + Bv, y0 + Cu + Dv, z0 + Eu + Fv);

0 ≤ u ≤ �u ; 0 ≤ v ≤ �v,

where all letters except u and v denote constants. The uv-domain D has area �u �v .
What is the area of the corresponding surface S?
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S o l u t i o n The parametrization function can be rewritten in the form

X(u, v) = (x0, y0, z0) + u(A, C, E) + v(B, D, F).

Therefore, the surface S consists of all points of this form, where u and v range from 0
to �u and �v , respectively. From this it follows:

The surface S is the parallelogram spanned by the vectors �u (A, C, E) and
�v (B, D, F); one corner is at (x0, y0, z0).

(Note that �u and �v are scalars, while (A, C, E) and (B, D, F) are vectors.) For
brevity we will write �

Xu = (A, C, E) and Xv = (B, D, F).

Now recall that the area of the parallelogram spanned by any two vectors Xu and
Xv is the absolute value of their cross product. � In this case, therefore, the area of S is

area S = ∣∣(�u Xu) × (�v Xv )
∣∣ = �u �v |Xu × Xv | .

We will explain the link to
partial derivatives in a
moment.

Section 12.9 explains this
property of the cross product;
see especially Figure 1,
page 692.

Area magn i f i cat ion for any parametr izat ion The notation in the preceding example is
no accident: The vector Xu is the partial derivative with respect to u of the parametrization
function:

Xu = ∂

∂u
( x0 + Au + Bv, y0 + Cu + Dv, z0 + Eu + Fv ) = (A, C, E).

Similarly,

Xv = ∂

∂v
( x0 + Au + Bv, y0 + Cu + Dv, z0 + Eu + Fv ) = (B, D, E).

The same notation is convenient for any parametrization function X(u, v) =(
x(u, v), y(u, v), z(u, v)

)
. Thus, we write

Xu =
(

∂

∂u
x(u, v),

∂

∂u
y(u, v),

∂

∂u
z(u, v)

)
,

and

Xv =
(

∂

∂v
x(u, v),

∂

∂v
y(u, v),

∂

∂v
z(u, v)

)
.

We showed earlier that for a linear parametrization function, the cross product |Xu × Xv |
describes the factor by which X increases areas.

A similar result holds for any differentiable parametrization function X. Near a specific
domain point (u0, v0), each coordinate function of X is closely approximated by its linear
approximation function, which has the same derivatives Xu(u0, v0) and Xv (u0, v0) as does
X. An important result follows:

F A C T Near any point (u0, v0) in the domain, the parametrization X magnifies
areas by a factor of approximately

∣∣Xu(u0, v0) × Xv (u0, v0)
∣∣.
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E X A M P L E 5 Discuss area magnification for the parametrization

X(u, v) = (u, v, u2 + v2)

for the surface in Example 2; see also Figure 4.

S o l u t i o n By the preceding Fact, the area magnification near a domain point (u0, v0) is∣∣Xu(u0, v0) × Xv (u0, v0)
∣∣. Here we have Xu(u0, v0) = (1, 0, 2u0) and Xv (u0, v0) =

(0, 1, 2v0); this calculation gives∣∣Xu(u0, v0) × Xv (u0, v0)
∣∣ = ∣∣(1, 0, 2u0) × (0, 1, 2v0)

∣∣ =
√

1 + 4u2
0 + 4v2

0 .

This formula helps explain what Figure 4 shows. At the origin, where (u0, v0) = (0, 0),
the magnification factor is 1, and no magnification occurs. Magnification increases as
(u0, v0) approaches the edge of the unit circle; at the edge, u2

0 + v2
0 = 1, and areas are

magnified by a factor of
√

5.

We will use the preceding Fact and the idea of area magnification in the following
section, where we calculate surface areas of nonplanar surfaces.

B A S I C E X E R C I S E S

In Exercises 1–6, find a parametrization of the given surface S over
a rectangular domain D in the uv-plane. (If possible, use technol-
ogy to plot the surface to see whether your parametrization is
correct.)

1. S is the part of the plane z = 5 above the rectangle [−1, 2] ×
[0, 4].

2. S is the part of the plane z = 2x + 3y above the rectangle
[0, 1] × [4, 5].

3. S is the part of the cone z =
√

x2 + y2 that lies above the
square [−1, 1] × [−1, 1] in the xy-plane.

4. S is the part of the plane z = 2x + 3y + 4 that lies above the
square [0, 1] × [0, 1] in the xy-plane.

5. S is the part of the cone z =
√

x2 + y2 that lies above the unit
disk in the xy-plane. [HINT: Use cylindrical coordinates.]

6. S is the part of the plane z = 2x + 3y + 4 that lies above the
unit disk in the xy-plane.

In Exercises 7–10, a parametrization of a surface is given.
Describe the surface and compute the area magnification∣∣Xu(u0, v0) × Xv (u0, v0)

∣∣ at the specified point (u0, v0).

7. X(u, v) = (u, v, 2u − 3v); D = [−2, 1] × [−3, 0]; (u0, v0) =
(−1, −2).

8. X(u, v) = (u, v, v2); D = [1, 3] × [2, 5]; (u0, v0) = (2, 4).

9. X(u, v) = (u cos v, u sin v, u2); D = [0, 2] × [0, π ]; (u0, v0) =
(1, π/2).

10. X(u, v) = (u cos v, u sin v, u); D = [0, 3] × [π, 2π ]; (u0, v0) =
(2, 5π/4).

F U R T H E R E X E R C I S E S

11. A surface S has the parametrization X(u, v) = (sin v cos u,

sin v sin u, cos v), with 0 ≤ u ≤ 2π and 0 ≤ v ≤ π .
(a) Use technology to plot the surface S. What is the surface?
(b) Explain the link to spherical coordinates.

12. Let S be the upper half of the unit sphere x2 + y2 + z2 = 1.
(a) Parametrize S; let D be the unit disk u2 + v2 ≤ 1 in the

uv-plane.
(b) Parametrize S; let D be a rectangle in the uv-plane.

[HINT: See the previous exercise.]

In Exercises 13–24, find a parametrization of the given surface S
over a rectangular domain D in the uv-plane.

13. S is the part of the cylinder z = x2 between the planes y = −3,
y = 2, z = 0, and z = 4.

14. S is the part of the cylinder x2 + y2 = 4 that is between the
planes z = 0 and z = 1.

15. S is the part of the paraboloid z = x2 + y2 that is below
the plane z = 9.

16. S is the part of the paraboloid z = x2 + y2 that is between the
planes z = 4 and z = 16.

17. S is the part of the plane z = 5 above the portion of the disk
x2 + y2 = 4 that lies in the first quadrant

18. S is the part of the plane z = x − y that is inside the cylinder
x2 + y2 = 1.

19. S is the part of the sphere x2 + y2 + z2 = 1 that is above the
plane z = 1/

√
2. [HINT: Use spherical coordinates.]
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20. S is the part of the sphere x2 + y2 + z2 = 1 that is between
the planes z = 0 and z = 1/

√
2.

21. S is the ellipsoid x2/a2 + y2/b2 + z2/c2 = 1, where a, b, and c
are positive constants.

22. S is the elliptic paraboloid x2/a2 + y2/b2 = z that is be-
tween the planes z = 0 and z = 1, where a and b are positive
constants.

23. S is the elliptic cylinder x2/a2 + y2/b2 = 1, that is between the
planes z = 0 and z = 2, where a and b are positive constants.

24. S is the elliptic cone z =
√

x2/a2 + y2/b2 that is between
the planes z = 0 and z = 2, where a and b are positive
constants.

16.516.516.5 S U R F A C E I N T E G R A L S

Surface integrals differ from line integrals in that, for the former, the domain of integration
is a surface in space, not a curve in the plane. Line and surface integrals are similar, on the
other hand, in that calculating both types of integrals begins with parametrizing the curve
or surface in a convenient way. Once this is done, line and surface integrals reduce (albeit
in somewhat different ways, as we will see) to “ordinary” integrals in one or two variables.

Line and surface integrals are also similar because both help answer natural physical
questions about vector phenomena. If f is a vector field in the plane, representing the
velocity of a flow near a closed oriented curve γ , then we have seen that the line integral∫
γ

f • dX measures the circulation of the flow, that is, the tendency of the fluid to flow
around γ with (or against) the direction of orientation. In a similar spirit, we will see that,
if a vector field f represents a three-dimensional flow near a surface S, then we can use
a special type of surface integral, called a flux integral, to measure the flow through the
surface S. � We will see flux integrals in the next section.We think of the surface as

permeable, like a fish net, so
that fluid flows freely through
it. D e f i n i n g t h e s u r f a c e i n t e g r a l

Let S be a surface in R
3, and let f (x, y, z) be a scalar-valued function defined on S. How

might we sensibly define ∫∫
S

f dS,

the surface integral of f on S? A “good” definition should, among other things, allow us
to calculate the surface area of a surface as the integral

∫∫
S 1 dS. (The mnemonic symbol

dS is analogous to dA for area integrals and dV for volume integrals.)
Parametrization is the key. Suppose that S is parametrized by a well-behaved function

X(u, v) = (
x(u, v), y(u, v), z(u, v)

)
defined on a convenient domain D (a rectangle, say, or a disk) in the uv-plane. Composing
f with X gives

f
(
X(u, v)

) = f
(

x(u, v), y(u, v), z(u, v)
)
,

a function of u and v defined on D. It is tempting, perhaps, simply to integrate this function
over D and call the result the surface integral. But that’s a little too naive. After all, it is
possible to parametrize a surface in various ways using uv-domains of various sizes and
shapes. A “good” definition of surface integral, therefore, must somehow take account of
how X maps D onto S.

Area magnification—the factor by which the parametrization X shrinks or stretches
areas in mapping D onto S—turns out to be the important idea.

E X A M P L E 1 In Figure 1, S is the part of the surface z = 5 − x2 − y2 that lies above the
rectangle [−1.5, 1.5] × [−1.5, 1.5] in the xy-plane. (This rectangle is shown, too, as are
some vectors we will discuss in a moment.)



16.5 Surface Integrals 907

−3

−2

−1

0

1

2

33
2

1
0

−1
−2

−3

6

5

4

3

2

1

0

z

x

y

F IGURE 1
A surface and some normal vectors

The surface is parametrized by

X(u, v) = (x, y, z) = (u, v, 5 − u2 − v2)

for (u, v) in the rectangle [−1.5, 1.5] × [−1.5, 1.5] in the uv-plane. (In this case, we can
consider the uv-plane and the xy-plane as the same, but that’s only because the present
surface happens to be a graph.) Discuss how X magnifies areas.

S o l u t i o n The picture shows both the domain and the range of the parametrization X.
The domain D is the flat rectangle in the xy-plane (or the uv-plane as we’re thinking of
it); the range S is the curved surface.

Notice especially the grids on both D and S. The rectangular grid on D is mapped
by X to the grid of curves on S—each grid line in D is “lifted” straight up to a
corresponding curve on S. In the same way, X lifts each small grid rectangle in D to a
slightly curved, parallelogram-shaped grid element in S.

Now compare the relative areas of grid elements in D and S. As the picture shows,
the degree of area magnification varies from place to place. The magnification is least at
the vertex of S, where the surface is essentially horizontal; it is greatest at the “corners”
of S, where the surface is steepest. Everywhere on this surface, however, the
magnification factor appears to be greater than one.

Normal vectors How can we calculate the magnification factor of a parametrizing func-
tion at various points (u, v) in the domain? We found the answer symbolically in the
preceding section. According to the Fact on page 904, this factor is the magnitude

|Xu × Xv|,

where

Xu = (
xu(u, v), yu(u, v), zu(u, v)

)
and Xv = (

xv (u, v), yv (u, v), zv (u, v)
)

are the vectors found by partial differentiation of the parametrizing function.
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Let’s see how this works for the surface shown in Figure 1. First,

X(u, v) = (u, v, 5 − u2 − v2) =⇒ Xu = (1, 0, −2u) and Xv = (0, 1, −2v).

Next, routine calculations show that

Xu × Xv = (2u, 2v, 1) and |Xu × Xv| =
√

4u2 + 4v2 + 1.

The last result agrees with what we observed earlier: The magnification factor is never
less than one, and is least at (u, v) = (0, 0), that is, at the vertex of the paraboloid. As u and v
increase, so does the magnification factor. At (u, v) = (1, 1), for instance, the magnification
factor is 3—a plausible result, judging from the picture. �Find the point on the surface

corresponding to
(u, v) = (1, 1). Does it seem
plausible that the area
magnification is 3 there?

The calculation also explains the vectors that appear in the picture. We calculated
the perpendicular vector Xu × Xv = (2u, 2v, 1) at each (u, v) with integer coordinates; the
vectors are shown based at X(u, v). As expected, each vector looks perpendicular to the
surface at the given point.

The def in i t ion There is still more to be seen in Figure 1. Given a grid of subdivisions in
the uv-domain D, � the mapping X produces a corresponding grid of subdivisions on SThe square grid at the bottom.
itself. �The curved grid on the

surface. Let’s use such a grid on S to define the surface integral. Given a function f (x, y, z)
defined on S, the surface integral is approximated by a sum of the form

n∑
i=1

f (xi , yi , zi ) · area(Si ),

where (xi , yi , zi ) is a point in the ith subdivision Si . But thanks to the parametrization,
(xi , yi , zi ) = X(ui , vi ) for some point (ui , vi ), and

area(Si ) ≈ |Xu(ui , vi ) × Xv(ui , vi )| · area(Di ),

where Di is the subdivision of D that corresponds to Si . Therefore,
n∑

i=1

f (xi , yi , zi ) · area(Si ) ≈
n∑

i=1

f
(
X(ui , vi )

) |Xu(ui , vi ) × Xv(ui , vi )| · area(Di ).

Now the right side is an approximating sum for the integral∫∫
D

f
(
X(u, v)

) |Xu × Xv| du dv .

As the grid becomes finer and finer, the approximating sums tend to their respective
integrals.

This analysis motivates the following definition:

D E F I N I T I O N ( S u r f a c e i n t e g r a l o f a f u n c t i o n ) Let S be a surface in xyz-
space parametrized by a function X(u, v) defined on a domain D in the
uv-plane. Let f (x, y, z) be a function defined on S. The surface integral of
f on S is defined by∫∫

S
f dS =

∫∫
D

f
(
X(u, v)

) |Xu × Xv| du dv,

if the integral exists.

An important special case occurs when the integrand is the constant function
f (x, y, z) = 1:
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D E F I N I T I O N ( S u r f a c e a r e a ) Let S, D, and X be as in the previous definition.
The surface area of S is defined as∫∫

S
1 dS =

∫∫
D

|Xu × Xv| du dv .

Surface area of a graph If a surface has the form z = f (x, y) for (x, y) in a domain D, then
the preceding definition has an especially simple form. Here we can use the parametrization
function

X(u, v) = (
u, v, f (u, v)

)
,

and so Xu = (1, 0, fu) and Xv = (0, 1, fv ). Taking the cross product gives � Check the calculation.

Xu × Xv = (− fu, − fv , 1) and |Xu × Xv| =
√

1 + f 2
u (u, v) + f 2

v (u, v).

Therefore, the area of S is given by the integral

area =
∫∫

D

√
1 + f 2

u (u, v) + f 2
v (u, v) du dv .

Notice the resemblance to the arclength formula for a one-dimensional curve y = f (x)
from x = a to x = b:

length =
∫ b

a

√
1 + f ′(x)2 dx,

Notice, finally, that in the simplest case of all, in which f (x, y) is constant, the surface
S is parallel to D, and the surface area formula reduces simply to

area(S) =
∫∫

D

√
1 + f 2

u (u, v) + f 2
v (u, v) du dv =

∫∫
D

1 du dv = area(D).

E X A M P L E 2 Find the area of the part of the paraboloid z = x2 + y2 that lies above the
unit disk x2 + y2 ≤ 1.

S o l u t i o n By the formula just found, the area is
∫∫

D

√
1 + 4x2 + 4x2 dx dy, where D is

the unit disk. � This integral is best handled in polar coordinates. With

x = r cos θ, y = r sin θ, and dx dy = r dr dθ,

we obtain

area =
∫ 2π

0

∫ 1

0

√
1 + 4r2 r dr dθ =

π
(

5
√

5 − 1
)

6
≈ 5.33.

We use x and y, not u and v ,
because still another set of
coordinates is coming.

Surface area for nongraphs The same formula works—sometimes with a bit more
mess—for surfaces that are given parametrically rather than as graphs of functions.

E X A M P L E 3 The sphere of radius a is not the graph of a function z = f (x, y). Find its
surface area anyway, using the spherical coordinate parametrization

X(u, v) = (a sin u cos v, a sin u sin v, a cos u),

for 0 ≤ u ≤ π and 0 ≤ v ≤ 2π .
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S o l u t i o n In this case we get

Xu = a(cos u cos v, cos u sin v, − sin u); Xv = a(− sin u sin v, sin u cos v, 0).

Straightforward but slightly messy calculations now show that

Xu × Xv = a2(sin2 u cos v, sin2 u sin v, sin u cos u)

and that

|Xu × Xv| = a2 sin u.

Now the area formula gives

area = a2
∫ v=2π

v=0

∫ u=π

u=0
sin u du dv = 4πa2,

as the classical formula says.

Nonconstant in tegrands ; mass and center of mass In surface area integrals the inte-
grand function is always constant. In other integrals, of course, the integrand need not be
constant.

An important physical application of nonconstant integrands concerns the mass and
the center of mass of a surface. We have already calculated mass and center of mass of
objects in the plane and in space; see, Example 1, page 798, for example. The formulas and
methods in the context of surfaces are not much different.

Suppose, then, that a surface S has variable density with density function ρ(x, y, z) at
different points (x, y, z). � In this case, the mass of the surface is given byRecall: Density is mass per

unit area. ∫∫
S
ρ(x, y, z) dS.

The surface’s center of mass is the point (x̄, ȳ, z̄), with coordinates given by

x̄ =
∫∫

S x ρ(x, y, z) dS

mass
; ȳ =

∫∫
S y ρ(x, y, z) dS

mass
; z̄ =

∫∫
S z ρ(x, y, z) dS

mass
.

(Each coordinate of the center of mass is, in effect, the “weighted average” of that coor-
dinate over the surface.)

We’re being informal about
units; density would be
measured in units of mass per
unit of area.

E X A M P L E 4 Suppose that the paraboloid of Example 2 has constant density
ρ(x, y, z) = 1. � Find the mass and the center of mass.

S o l u t i o n Because the density is one, the mass is found from the same integral as in
Example 2; we got

π
(

5
√

5 − 1
)

6
≈ 5.33.

Symmetry considerations suggest that the center of mass lies somewhere along the
z-axis, and so we will search only for the z-coordinate. By definition,

z̄ =
∫∫

S z ρ(x, y, z) dS

mass
.

Applying the definition to the integral in the numerator leads (by the same process as in
Example 2) to the uv-integral∫∫

D
(u2 + v2)

√
1 + 4u2 + 4v2 du dv,
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and from there, using polar coordinates, to∫ 2π

0

∫ 1

0
r3
√

1 + 4r2 dr dθ.

This last integral can be calculated by standard symbolic methods, or even left to
technology. The answer turns out to be∫ 2π

0

∫ 1

0
r3
√

1 + 4r2 dr dθ = 2 π

(
5

√
5

24
+ 1

120

)
≈ 2.98.

Therefore, the z-coordinate of the center of mass is

z̄ =
∫∫

S z ρ(x, y, z) dS

mass
≈ 2.98

5.33
≈ 0.56.

Thus, the center of mass is a little above the geometric center of the paraboloid, as we
might expect given its shape.

B A S I C E X E R C I S E S

In Exercises 1–6, use the given parametrization X to find expres-
sions for (a) the area magnification factor at the domain point
(u, v) and (b) a vector normal to the surface at that point. (Answers
will involve u and v .)

1. X(u, v) = (u, v, u2 + v2).

2. X(u, v) = (u, v,
√

u2 + v2).

3. X(u, v) = (u cos v, u sin v, u2).

4. X(u, v) = (u cos v, u sin v, u).

5. X(u, v) = (sin u cos v, sin u sin v, cos u).

6. X(u, v) = (
(R1 + R2 cos u) cos v, (R1 + R2 cos u) sin v, R2 sin u

)
,

where R1 and R2 are constants such that R1 > R2 > 0.

In Exercises 7–12, use the vector Xu × Xv to find the tangent plane
to the surface at the given point X(u0, v0). (If possible, use technol-
ogy to plot both the surface and the tangent plane in an appropriate
window.)

7. X(u, v) = (u, v, u2 + v2) at (u0, v0) = (1, 1).

8. X(u, v) = (u, v,
√

u2 + v2) at (u0, v0) = (1, 1).

9. X(u, v) = (u cos v, u sin v, u2) at (u0, v0) = (
√

2, π/4).

10. X(u, v) = (u cos v, u sin v, u) at (u0, v0) = (
√

2, π/4).

11. X(u, v) = (sin u cos v, sin u sin v, cos u) at (u0, v0) = (π/2, 0).

12. X(u, v) = (5 cos u cos v, 5 cos u sin v, 2 sin u) at (u0, v0) =
(π/4, 0).

In Exercises 13–18, use the integral formula to find the surface
area both of the given surface and of the region it lies above
(or below).

13. The part of the plane z = 3 that lies above the rectangle
[−1, 4] × [2, 6].

14. The part of the plane z = 3 that lies above the unit disk
0 ≤ r ≤ 1.

15. The part of the plane z = 2x + 3y + 4 that lies above the unit
disk 0 ≤ r ≤ 1.

16. The part of the plane z = 2x + 3y + 4 that lies above the unit
square [0, 1] × [0, 1].

17. The part of the surface z = x2 − y2 that lies above (or below)
the disk x2 + y2 ≤ 1.

18. The part of the surface z = x2 − y2 that lies above (or below)
the disk x2 + y2 ≤ a2.

19. Use cylindrical coordinates r , θ , and z to find the area
of the part of the cone z = r that lies between z = 1
and z = 2. [HINT: Parametrize the cone using X(u, v) =
(u cos v, u sin v, u).]

20. Repeat Exercise 19 using the paraboloid z = r2 rather than
the cone z = r . [HINT: Parametrize the paraboloid using
X(u, v) = (u cos v, u sin v, u2).]

F U R T H E R E X E R C I S E S

21. Use a surface integral to find the area of the portion of the
plane 2x + 3y + 4z = 12 that lies in the first octant.

22. Evaluate
∫∫

S
xy dS, where S is the surface of the cylinder

x2 + y2 = 4 between the planes z = 0 and z = 3.

23. Evaluate
∫∫

S

√
1 + x2 + y2 dS, where S is the surface of the

helicoid (u cos v, u sin v, v), 0 ≤ u ≤ 2, 0 ≤ v ≤ 2π .

24. Evaluate
∫∫

S
yz dS, where S is the hemisphere x2 + y2 + z2 =

1, z ≥ 0.
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25. If S is a graph parametrized by X(u, v) = (
u, v, f (u, v)

)
for

(u, v) in D, then it turns out that

area(S) =
∫∫

D
sec α du dv,

where α is the angle between the normal vector Xu × Xv and

the vertical vector k. Show this fact. (This fact gives some
insight into how and why area magnification changes with
the “steepness” of the surface.)

26. Let S be the cone z =
√

x2 + y2 between z = 0 and z = 4.
Find the center of mass of S if the density function is
ρ(x, y, z) =

√
x2 + y2.

16.616.616.6 D E R I V A T I V E S A N D I N T E G R A L S O F V E C T O R F I E L D S

The next section presents our last two analogues of the fundamental theorem of calculus:
the divergence theorem and Stokes’s theorem. Whereas the elementary fundamental the-
orem relates derivatives and integrals of scalar-valued functions, these higher-dimensional
theorems involve certain derivatives and integrals of vector fields.

We saw earlier in this chapter how to integrate a vector field f in R
2 along an oriented

curve γ , � using the line integral
∫
γ

f • dX. We interpreted the result physically either asThe idea is exactly the same
in R

3. work done along γ (if f is thought of as a force) or as circulation around γ (if f is thought
of as the velocity field of a flow). In this section we will meet another type of vector
integral. The flux integral of a vector field f over a surface S measures how much fluid
flows across (i.e., perpendicular to) the surface in unit time. We will also see two ways of
differentiating a vector field in space; each type of derivative has its own geometric and
physical significance. In short, this section introduces the objects and operations needed
to state our final theorems.

F l u x i n t e g r a l s
Let f(x, y, z) = (

P(x, y, z), Q(x, y, z), R(x, y, z)
)

be a vector field in R
3; we’ll think of f as

the velocity field of a moving fluid. Let S be a surface in R
3; imagine S as a permeable

membrane suspended within the flow, like a fish net in a moving stream. Consider the
problem of measuring the flux across S, that is, the rate of flow per unit of time across S.
(In fish net terms, the question is: How much water flows through the net per unit of time?)

It is clear from physical intuition that the answer depends on the angle at which the
surface S meets the flow. The flux will be greatest (in absolute value) if the surface is
perpendicular to the flow and least if the surface is parallel to the flow. This means, in
other words, that the flux at any point (x, y, z) on the surface is the component of the flow
vector (P, Q, R) in the direction perpendicular to the surface. If n = n(x, y, z) is a unit
vector perpendicular to the surface at (x, y, z), then the dot product

n • f = n • (P, Q, R)

gives the component in question. � Integrating this component over the surface gives theRecall: Taking the dot
product with a unit vector
gives the component in that
direction.

flux we are aiming for:

D E F I N I T I O N ( F l u x i n t e g r a l ) Let f be a vector field and S a surface in R
3,

and let n(x, y, z) denote a unit vector normal to S at each point (x, y, z). The
surface integral ∫∫

S
f • n dS,

called the flux integral, measures the flow per unit time across S in the direction
of n.
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Observe:

Not rea l ly d i f ferent The flux integral involves two vectors (f and n), but taking their dot
product produces a scalar-valued function. Thus, the flux integral is really just a particular
form of the surface integral we studied in the last section.

Two cho i ces of normal vector A two-dimensional surface in R
3 has two normal directions

at any point; they are opposite to each other. That is why the flux integral definition includes
the proviso about flow in the direction of the normal vector. (In practice, the two directions
are often easy to sort out.)

For some surfaces, however, there is no consistent choice of normal direction. (The
Möbius strip is the simplest example.) Surfaces with this property are called nonorientable.
We won’t need to worry about this problem in this book. To be fully rigorous, however,
the preceding definition would need to require that S be orientable.

Easy to ca l cu late Flux integrals are calculated exactly like any other surface integral.
Recall that if the surface S is parametrized by a function X(u, v) defined on a domain D
in uv-space, then the vector

Xu × Xv

is normal to S at X(u, v). For a unit normal vector n, therefore, we may as well use

n = Xu × Xv

|Xu × Xv | .

This may look formidable, but a pleasant surprise is in store. By our definition of the surface
integral, � Recall it from the preceding

section.∫∫
S

f • n dS =
∫∫

S
f •

Xu × Xv

|Xu × Xv | dS

=
∫∫

D
f
(
X(u, v)

)
•

Xu × Xv

|Xu × Xv | |Xu × Xv | du dv

=
∫∫

D
f
(
X(u, v)

)
• (Xu × Xv ) du dv .

The bottom line is that the flux integral may be even easier to calculate than a surface
integral.

Convince yourself that the
answer is right.

E X A M P L E 1 Let S be the part of the surface z = x2 + y2 above the unit disk, and let
f = (x, y, z). Find the flux integral. In which direction does the normal vector n point?

S o l u t i o n We can parametrize S as a graph, using X(u, v) = (u, v, u2 + v2) with (u, v) in
the unit disk D. We showed in the preceding section that, for this parametrization,

Xu = (1, 0, 2u), Xv = (0, 1, 2v), and Xu × Xv = (−2u, −2v, 1).

Therefore, the flux integral is∫∫
S

f • n dS =
∫∫

D
(u, v, u2 + v2) • (−2u, −2v, 1) du dv

=
∫∫

D
(−u2 − v2) du dv = −π

2
.

(The last integral is easily calculated in polar coordinates.) �
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Notice that our choice of normal vector n has positive z-coordinate, and so it points
upward (or toward the inside of the paraboloid bowl). The sign of the answer means
that, for the given flow field, more fluid flows “out of the bowl” than into it.

D i v e r g e n c e a n d c u r l : d e r i v a t i v e s o f a v e c t o r f i e l d
A vector field f(x, y, z) = (

P(x, y, z), Q(x, y, z), R(x, y, z)
)

can be thought of as a function
f : R

3 → R
3, with Jacobian matrix

⎛
⎜⎜⎝

Px Py Pz

Qx Qy Qz

Rx Ry Rz

⎞
⎟⎟⎠ .

Many possible combinations of derivatives can be formed from all these data. The two
following combinations turn out to have special physical interest:

D E F I N I T I O N ( D i v e r g e n c e a n d c u r l ) Let f = (P, Q, R) be a vector field on
R

3. The divergence of f is the scalar function defined by

div f = Px + Qy + Rz .

The curl of f is the vector field defined by

curl f = (Ry − Qz, Pz − Rx , Qx − Py).

Notice:

From the Jacob ian matr ix Both the divergence and the curl are formed in regular ways
from the entries of the Jacobian matrix above: The divergence is the sum of the diagonal
entries (called the trace of the matrix). Each component of the curl field is the difference
of two Jacobian entries that are symmetric with respect to the diagonal.

Easy to ca l cu late Calculating the divergence and curl of a vector field is a mechanical
matter—indeed, Maple and other such programs have commands that do so. It is more
interesting to see what the answers mean.

What d iv means If we think of f as a flow, then at any given point (x, y, z) in R
3, the

divergence Px + Qy + Rz measures the total tendency of fluid to flow away from the point.
To get some feeling for why this is so, notice first that P(x, y, z) describes the flow’s

velocity in the x-direction. Thus, Px is the acceleration in the x-direction: If Px (x, y, z) > 0,
the fluid is speeding up in the x-direction at (x, y, z) and so tends to “diverge” from
(x, y, z). If Px (x, y, z) < 0, the fluid is “slowing down” and so tends to “converge,” or pile
up, at (x, y, z). Adding up the similar contributions in the y- and z-directions gives the
bottom line on whether the fluid diverges or converges at (x, y, z).

Cur l and grad If f happens to be a gradient field, that is, if f = ∇h = (hx , hy, hz) for some
function h(x, y, z), then a simple but important calculation (left to the exercises) shows
that

curl ∇h = (0, 0, 0).
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In words:

Every gradient field has curl (0, 0, 0).

Thus, the curl of a vector field f measures, in some sense, the extent to which f differs from
being a gradient field. As we have already seen, vector fields that are not gradients do
appear to “curl” around certain points (compare Figures 1(a) and 1(b), for instance).

Pi c tur ing d ivergence and cur l We defined divergence and curl for vector fields in R
3.

Unfortunately, three-dimensional vector fields are quite difficult to draw accurately on a
flat page—too much detail is lost in projecting three dimensions onto two. In the following
pictures, therefore, we will think mainly of the two-dimensional versions of divergence and
curl. The idea is that a two-dimensional vector field can, when convenient, be thought of
as a three-dimensional field that happens to be independent of z. The vector field f(x, y) =
(x − y, x + y), for instance, can be thought of as the “slice” at z = 0 of the three-dimensional
field f(x, y, z) = (x − y, x + y, 0). It’s natural, therefore, to define the divergence and curl
of a two-dimensional field f(x, y) = (

P(x, y), Q(x, y)
)

as follows: � Check that this definition of
curl is consistent with the
earlier one.div f = Px + Qy ; curl f = ( 0, 0, Qx − Py ) .

Notice a property of the curl vector: It points in the z-direction, perpendicular to the
xy-plane. The curl vector is in effect a perpendicular axis around which the flow “curls.”

But check details for yourself.

E X A M P L E 2 Discuss the divergence and curl of the vector fields

f(x, y) = (x − y, x) and g(x, y) = (x2, 2y)

shown in Figure 1.
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−2

−1 1 2−2

1

2

−1

−2

−1 1 2−2

(a) The field f(x, y) = (x − y, x ) (b) The field g(x, y) = (x2, 2y)

F IGURE 1
Two vector fields

S o l u t i o n All the symbolic calculations are easy. � Let us start with divergence;
calculating Px + Qy gives the scalar-valued functions

div f = 1; div g = 2x + 2.

Both results can be seen, at least qualitatively, in the pictures. Look first at f. At every
point (x, y), incoming arrows are shorter than outgoing arrows. Thus, the
divergence—which measures outflow—is everywhere positive for f. For the field g, the
formula div g = 2x + 2 means that the divergence changes sign at x = −1. This can be
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seen in the picture, too: Where x < −1, comparing lengths of incoming and outgoing
arrows reveals a net inflow, or negative divergence. Where x > −1, the same feature
shows a net outflow, or positive divergence.

Calculating the curl is easy, too; here are the results:

curl f = (0, 0, 2); curl g = (0, 0, 0).

These results also appear (qualitatively) in the pictures. The field f does appear to curl
counterclockwise around a vertical axis. (A clockwise curl would produce a negative
z-coordinate.) The field g, by contrast, does not seem to curl around on itself, and so the
curl vector appears to be zero. There’s a good reason for this: g is a gradient field.
Specifically,

g = (x2, 2y) = ∇
(

x3

3
+ y2

)
.

As we observed earlier, every gradient field has zero curl.

B A S I C E X E R C I S E S

In Exercises 1–4, let S be the part of the surface z = x2 + y2 that lies
above the unit disk, as in Example 1. (Use the same parametriza-
tion as was used there.)

1. Let f(x, y, z) = (x, 0, 0). Find the flux across S; discuss the
sign of the answer (as in Example 1).

2. Let f(x, y, z) = (0, 1, 0). Find the flux across S; discuss the
sign of the answer.

3. Let f(x, y, z) = (0, 0, z). Find the flux across S.

4. Let f(x, y, z) = (0, y, 0). Find the flux across S.

5–8. Repeat Exercises 1–4 using the cylindrical coordinate
parametrization X(u, v) = (u cos v, u sin v, u2).

9. Let the surface S be the triangle with corners at (1, 0, 0),
(0, 1, 0), and (0, 0, 1).
(a) Use an appropriate cross product to find the area of S

without integration.
(b) Parametrize S as the graph of a function z = f (x, y) for

(x, y) in an appropriate region D.
(c) Use the parametrization of part (b) to find the surface

area of S.
(d) Let f(x, y, z) = (x, y, z). Find the flux across S.
(e) Let f(x, y, z) = (a, b, c); a, b, and c are all constants. Find

the flux across S.
(f) Under what conditions on a, b, and c is the flux in part (e)

zero?

10. Let S be the part of the cylinder x2 + y2 = 1 from z = 0 to
z = 1.
(a) Find the surface area of S by elementary means.

[HINT: Imagine cutting the cylinder and unrolling it.]
(b) Parametrize S using cylindrical coordinates. Use the re-

sult to evaluate the surface area of S by integration.
(c) Let f(x, y, z) = (x, 0, 0). Find the flux across S.

(d) Let f(x, y, z) = (
0, 0, R(x, y, z)

)
. Show that the flux

across S is zero regardless of the function R(x, y, z).

In Exercises 11–14, find the divergence and the curl of the vector
field.

11. f = (x, y, z).

12. f = (y, z, x).

13. f = (−y, x, z).

14. f = (−y/(x2 + y2), x/(x2 + y2), 0
)
.

In Exercises 15 and 16, f is the vector field f(x, y) = (
sin(xy),

cos(x)
)
. A picture of f is shown below.

−2

−2

−1

−1

1

1

2

2

15. (a) Find a formula for the divergence of f.
(b) Show that the divergence of f is zero everywhere along

the x-axis. How does this appear in the picture?
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(c) Find the divergence of f at the points (1, 1), (−1, 1),
(−1, −1), and (1, −1). How do the signs of the answers
appear in the picture?

16. (a) Find a formula for the curl of f.
(b) Find the curl of f at the points (π/2, 0) and (−π/2, 0).

Relate the sign difference to the direction of curl.

In Exercises 17–20, calculate the divergence and the curl of the
vector field and then plot the given vector field in the rectangle

[−2, 2] × [−2, 2] in the xy-plane. (When plotting each field, sim-
ply ignore the z-coordinate.) In each case, try to “see” where the
divergence is positive and negative and look for the presence or
absence of curl.

17. f = (1, 0, 0).

18. f = (x, 0, 0).

19. f = (x2, 0, 0).

20. f = (x − y, x + y, 0).

F U R T H E R E X E R C I S E S

In Exercises 21–28, show that the given identity is true for any
differentiable vector fields f and g, any real numbers a and b, and
any functions h and j from R

3 to R.

21. div(af + bg) = a div f + b div g.

22. curl(af + bg) = a curl f + b curl g.

23. div(h · f) = h · (div f) + (∇h) • f.

24. curl(h · f) = h · (curl f) + (∇h) × f.

25. div(curl f) = 0.

26. curl(∇h) = 0.

27. div(∇h × ∇ j) = 0.

28. div(f × g) = (curl f) • g − f • (curl g).

29–36. The notations ∇• and ∇× are sometimes used to denote
div and curl, respectively. Rewrite the identities in Ex-
ercises 21–28 using this alternate notation.

37. Let f be a differentiable vector field. Show that

div(∇f) = ∂2 f

∂x2
+ ∂2 f

∂y2
+ ∂2 f

∂z2
.

38. Let f be the field f(x, y) = (2xy + x, xy − y) and γ be the
perimeter of the square bounded by the lines x = 0, x = 1,
y = 0, and y = 1. Use Green’s theorem to evaluate the out-
ward flux of f through γ .

16.716.716.7 B A C K T O F U N D A M E N T A L S : S T O K E S ’ S T H E O R E M A N D T H E
D I V E R G E N C E T H E O R E M

A calculus course traditionally ends with a “fundamental theorem,” one that links the main
concepts of differentiation and integration. We will adhere to that tradition. In fact, we’ll
raise the ante by stating no fewer than five fundamental theorems. We have developed all
the necessary objects and processes, and it is time to assemble the pieces.

F i v e f u n d a m e n t a l t h e o r e m s
We will collect all five theorems for comparison. Notation is as follows (bold symbols
indicate vector quantities):

γ : an oriented smooth curve in R
2 or R

3,
D: a region in R

2,
S: a two-dimensional surface in R

3,
V : a three-dimensional solid in R

3,
n: a unit vector field, normal to a surface S at each point of S,
f: a vector field in R

2 or R
3,

f : a scalar-valued function of one or more variables,
a, b: fixed points in R,
a, b: fixed points in R

2 or R
3.

Techn i ca l hypotheses To avoid sidetracks, we make several technical assumptions. We
state these assumptions mainly for the record—all are satisfied in typical simple examples.
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We should add, however, that the assumptions are genuinely important; in their absence
there is no guarantee that the objects in question even exist. For a nonorientable surface,
for instance, there is no suitable choice of normal vector, and so the surface integrals in
question don’t make sense. �We discussed orientability

briefly in the preceding
section; see page 912.

We will assume, then, that all functions and derivatives mentioned in the following
theorems exist and are continuous; this ensures, in turn, that the integrals exist. Curves
are assumed to be either smooth or piecewise-smooth (i.e., the union of several smooth
curves or surfaces, with “kinks” only where the pieces join). Surfaces are orientable, and
smooth except perhaps along edges where smooth pieces join.

F ive theorems With these provisos, here are the theorems; the last two are new.

T H E O R E M 4 ( F u n d a m e n t a l t h e o r e m o f c a l c u l u s )∫ b

a
f ′(x) dx = f (b) − f (a).

T H E O R E M 5 ( F u n d a m e n t a l t h e o r e m f o r l i n e i n t e g r a l s ) If γ starts at a and
ends at b, then ∫

γ

∇ f • dX = f (b) − f (a).

T H E O R E M 6 ( G r e e n ’ s t h e o r e m ) Let f = (P, Q) be a vector field in R
2, γ a

closed curve (oriented counterclockwise), and D the region inside γ . Then∫∫
D

(Qx − Py) dA =
∫

γ

P dx + Q dy.

T H E O R E M 7 ( S t o k e s ’ s t h e o r e m ) Let f = (P, Q, R) be a vector field in R
3.

Let S be a surface in R
3, bounded by a closed curve γ , with unit normal n. Then∫∫

S
(curl f) • n dS = ±

∮
γ

f • dX.

(The sign depends on the direction of n.)

T H E O R E M 8 ( D i v e r g e n c e t h e o r e m ) Let f = (P, Q, R) be a vector field in R
3.

Let V be a solid region in R
3, bounded by a surface S, with outward unit normal

n. Then ∫∫∫
V

div f dV =
∫∫

S
f • n dS.

All five theorems have the same theme: A function or vector field f is given. On the
left side of each equation, some sort of derivative of f is integrated over some domain in
R, R

2, or R
3. On the right side of each equation, the expression involves f itself, evaluated

on a lower-dimensional set—the boundary of the original domain.
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M o r e o n S t o k e s ’ s t h e o r e m
Let’s see first, by example, what the theorem says.

E X A M P L E 1 Let S be the part of the surface z = x2 + y2 above the unit disk, and let
f = (P, Q, R) = (−y, x, z). What does Stokes’s theorem say in this case? Is it true?

S o l u t i o n We will calculate the integrals on both sides of Stokes’s theorem and see that
they are equal.

Notice first that the boundary of S is a circle of radius 1 in R
3—the intersection of

the paraboloid and the plane z = 1. We can parametrize this boundary using

X(t) = ( cos t, sin t, 1 ) ; 0 ≤ t ≤ 2π.

The line integral
∫
γ

f • dX is now easy to calculate: �

∫
γ

P dx + Q dy + R dz =
∫ 2π

0

(
sin2 t + cos2 t

)
dt = 2π.

To handle the surface integral, recall that we used the same surface in Example 1,
page 913. There we used the parametrization X(u, v) = (u, v, u2 + v2) with (u, v) in the
unit disk D; we found the normal vector Xu × Xv = (−2u, −2v, 1).

For the vector field f = (−y, x, z), calculation gives � curl f = (0, 0, 2). Therefore,
the flux integral is∫∫

S
(curl f) • n dS =

∫∫
D

(0, 0, 2) • (−2u, −2v, 1) du dv =
∫∫

D
2 du dv .

The last integral is twice the area of the unit disk, or 2π .
Thus, the line and surface integrals are the same in this case; Stokes’s theorem

holds. (With the opposite choice of normal vector the flux integral would change sign,
but Stokes’s theorem permits that.)

But check details.

Check it!

It is easy (and amusing) to
check this for oneself.

E X A M P L E 2 Let S be the part of the surface z = x2 + y2 above the unit disk (as in
Example 1), let h(x, y, z) be a smooth function, and let f = ∇h = ( hx , hy, hz ). What
does Stokes’s theorem say in this case? Is it true?

S o l u t i o n The curl of every gradient field is the zero vector field. � That is,

curl ∇h = (0, 0, 0)

regardless of the function h. Thus, the left side of Stokes’s theorem is trivially zero.
Now the right side of Stokes’s theorem involves the line integral

∮
γ

∇h • dX, where
γ is the upper boundary curve of our surface S. The fundamental theorem of line
integrals guarantees that ∮

γ

∇h • dX = h(b) − h(a),

where a and b are the beginning and ending points of γ . But γ is a closed curve, and so
b = a. Thus, the right side of Stokes’s theorem vanishes, as does the left, and so the
theorem’s claim holds true.

From Stokes to Green Stokes’s theorem is, in a natural sense, an extension to R
3 of

Green’s theorem, which “lives” in R
2. (Indeed, Stokes’s theorem is sometimes known
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as “Green’s theorem for surfaces.”) We will not prove Stokes’s theorem since its proof
involves the same main ideas (appropriately translated) as appear in the proof of Green’s
theorem.

Instead of proving Stokes’s theorem, let’s see exactly how Green’s theorem is a special
case. First, recall that a vector field f = (

P(x, y), Q(x, y)
)

in R
2 can be thought of, when

convenient, as a special three-dimensional vector field (P, Q, 0), which depends only on
x and y and has zero for the last coordinate. � For this new vector field, an easy calculationWe discussed this viewpoint

in the preceding section; see
page 915.

shows that

curl(P, Q, R) = (Ry − Qz, Pz − Rx , Qx − Py) = (0, 0, Qx − Py).

Thus, the third coordinate of curl f turns out to be the area integrand in Green’s theorem.
The second step is to think of the domain D in Green’s theorem as a very simple

surface in R
3. Since D lies flat in the xy-plane, the upward-pointing vector k can be taken

as a unit normal to D. (The downward-pointing vector −k could also have been chosen;
doing so would change the sign of the surface integral.)

Taken together, these remarks mean that, in the present situation,∫∫
D

(curl f) • n dS =
∫∫

D
(0, 0, Qx − Py) • k dS =

∫∫
D

(Qx − Py) dA.

In other words, the flux integral in Stokes’s theorem boils down, in this special case, to the
area integral of Green’s theorem.

In a similar way, the boundary curve γ —which lies in the plane z = 0—can be
parametrized either as a curve in R

2 or as a curve in R
3. If the function

X(t) = (
x(t), y(t)

)
; a ≤ t ≤ b

parametrizes γ in R
2, then

X(t) = (
x(t), y(t), 0

)
; a ≤ t ≤ b

parametrizes γ in R
3. In the latter case, the line integral becomes∫

γ

P dx + Q dy + R dz =
∫

γ

P dx + Q dy

because dz = 0. Thus, the line integrals in Stokes’s theorem and Green’s theorem turn out,
in this special case, to be identical.

We’ve shown what we wanted to show: For domains in the plane, each side of Stokes’s
identity reduces to the corresponding side of Green’s identity.

Cur l , f lux , and c i r cu lat ion : a phys i ca l in terpretat ion The mathematical theory of line
and surface integrals grew up around physical problems, and the terms “curl,” “flux,” and
“circulation” are all borrowed from physics. Naturally enough, therefore, Stokes’s theorem
can be interpreted, at least intuitively, in the physical language of flow.

We start by imagining a three-dimensional fluid flow f defined on and near a surface
S. At each point (x, y, z) on the surface S, the derivative curl f is a new vector, which
measures the tendency of the flow to “curl” at (x, y, z). (The vector curl f acts as an axis
around which the curling occurs.) It follows that if n is a unit normal to S at (x, y, z),
then the dot product (curl f) • n—the left-hand integrand in Stokes’ theorem—tells how
much of the fluid’s rotation occurs along the surface (rather than, say, perpendicular to it).
Therefore, the surface integral ∫∫

S
(curl f) • n dS

measures, in some sense, the total rotation of the flow along the surface. �

The reasoning here is rough
and ready, but it can be made
mathematically precise.
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The line integral ± ∮
γ

f • dX is easier to interpret: It measures the fluid’s circulation
around the boundary of S. Stokes’s theorem asserts, then, that two quantities are equal:
(i) the fluid’s circulation around the boundary of S, and (ii) the total rotation of fluid along
S itself. That (i) and (ii) are equal seems physically believable, since each phenomenon
can be thought of as causing the other.

M o r e o n t h e d i v e r g e n c e t h e o r e m
The divergence theorem asserts that, under appropriate hypotheses,∫∫∫

V
div f dV =

∫∫
S

f • n dS. (1)

Let’s pick the equation apart, thinking in physical terms.

On the le f t : a t r ip le in tegra l The left side of Equation 1 is a triple integral over the solid
region V ; the integrand is the scalar-valued function div f. If f represents a flow, then we
have seen that, at any domain point (x, y, z), the function div f measures the net flow away
from (x, y, z) per unit time. Integrating div f over V , therefore, gives the total net flow out
of V per unit time, that is, the net rate at which fluid “leaves” V .

On the r ight : a f lux integra l The right side of Equation 1 is a flux integral of the type
described in the previous section; it measures the rate at which fluid crosses the boundary
surface S. Because the unit normal n is chosen to point outward from V , the flux integral
measures the flow across S in the outward direction.

Divergence and f lux: why they are equa l The last two paragraphs say, in effect, that the
integrals on both sides of Equation 1 measure the same thing: the flow out of V . From this
point of view, the divergence theorem should sound physically reasonable: Two integrals
that measure the same quantity should have the same value.

E X A M P L E 3 Let V be the solid in R
3 bounded above by the plane z = 1 and below by

the paraboloid z = x2 + y2. Let f be the vector field (P, Q, R) = (x, y, z). Figure 1 shows
the solid and the field:
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F IGURE 1
A vector field and a solid

What does the divergence theorem say in this case? Is it true?
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S o l u t i o n In this case the boundary surface S has two parts: (i) S1, the part of the
paraboloid z = x2 + y2 below the plane z = 1 (the “drum”), and (ii) S2, the part of the
plane z = 1 for which x2 + y2 ≤ 1 (the “drumhead”).

Let’s calculate both sides of Equation 1, starting on the left. It is easy to see, first,
that

div f = div(x, y, z) = 3.

(The picture suggests, too, that the divergence is everywhere positive.) Thus, the volume
integral is ∫∫∫

V
3 dV = 3 × volume of V .

This integral is simplest in cylindrical coordinates; we get �∫∫∫
V

3 dV =
∫ θ=2π

θ=0

∫ r=1

r=0

∫ z=1

z=r2
3 r dz dr dθ = 3π

2
.

Now for the right side of Equation 1. The flux integral has two parts, one for each
part of the surface. We have already handled the surface S1 several times—most
recently in Example 1. There, we parametrized S1 by X(u, v) = (u, v, u2 + v2) with (u, v)
in the unit disk D. Then the vector Xu × Xv = (−2u, −2v, 1) is normal to S1. Notice,
however, that this vector has a positive z-coordinate, and so it points into V . � For an
outward unit normal, therefore, we can take the reversed vector

n = (2u, 2v, −1)√
1 + 4u2 + 4v2

.

With this parametrization, therefore, the flux integral over S1 becomes �∫∫
S1

f • n dS =
∫∫

D
(u, v, u2 + v2) • (2u, 2v, −1) du dv = π

2
.

The surface S2 is even easier to parametrize by using X(u, v) = (u, v, 1), with (u, v)
in the unit disk D. Because S2 is parallel to the xy-plane, moreover, the upward-pointing
vector k is a suitable outward unit normal. Thus, the flux integral over S2 becomes∫∫

S2

f • n dS =
∫∫

D
(u, v, 1) • (0, 0, 1) du dv =

∫∫
D

1 du dv = π.

Therefore, the total flux integral is∫∫
S

f • n dS =
∫∫

S1

f • n dS +
∫∫

S2

f • n dS

= π

2
+ π = 3π

2
.

Here, therefore, the two sides of Equation 1 are indeed equal, as the divergence
theorem asserts.

Some details are left to the
exercises.

Look closely at the picture to
convince yourself.

Some details are left to the
exercises.

E X A M P L E 4 Let V be the solid sphere of radius a, centered at the origin in xyz-space.
The boundary surface S is then the hollow sphere of radius a with equation
x2 + y2 + z2 = a2. Let f be the vector field (P, Q, R) = (x, y, z), which is shown in
Figure 1 (along with a different surface). What does the divergence theorem say now?

S o l u t i o n As in Example 3, we have div f = 3, and so the left side of Equation 1 is
simply ∫∫∫

V
3 dV = 3 × volume of V = 4πa3.
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To evaluate the right side of Equation 1 we notice that the vector field f = (x, y, z)
is itself normal to S (and outward-pointing) at each point of S and has length√

x2 + y2 + z2 =
√

a2 = a at each such point. Thus, we can use

n = 1
a

(x, y, z)

as the needed outward unit normal, and so the right side of Equation 1 becomes∫∫
S

f • n dS =
∫∫

S

1
a

(x, y, z) • (x, y, z) dS =
∫∫

S

1
a

(
x2 + y2 + z2) dS.

But
(
x2 + y2 + z2

) = a2 for (x, y, z) on S, and so∫∫
S

f • n dS =
∫∫

S

a2

a
dS = a × surface area of S.

We calculated the surface area of S to be 4πa2 in Example 3, page 909. Thus, both sides
of Equation 1 have the value 4πa3.

Prov ing the d ivergence theorem: the idea The proof of the divergence theorem is similar
to that for Green’s theorem. Notice first that, if f = (P, Q, R) and the outward unit normal
to S has the form n = (n1, n2, n3), then the divergence theorem says that∫∫∫

V
(Px + Qy + Rz) dV =

∫∫
S
( P n1 + Q n2 + R n3 ) dS.

Thus, it is enough to prove, separately, three simpler identities:∫∫∫
V

Px dV =
∫∫

S
P n1 dS;

∫∫∫
V

Qy dV =
∫∫

S
Q n2 dS;

∫∫∫
V

Rz dV =
∫∫

S
R n3 dS.

We will prove the third identity, assuming that the boundary S of V has two parts:
a lower surface S1 and an upper surface S2 (as in the preceding example) and that both
S1 and S2 are graphs of functions z = g(x, y) and z = h(x, y), respectively, for (x, y) in a
region D in the xy-plane. Then, as we’ve seen, the vectors (−gx , −gy, −1) and (hx , hy, 1)
are normal to the surfaces S1 and S2. (We used the downward-pointing normal for the
lower surface S1.)

Finally, we write out both sides of the third identity and compare results. On the right,
the preceding parametrizations imply that∫∫

S1

R n3 dS = −
∫∫

D
R
(
x, y, g(x, y)

)
dA

and ∫∫
S2

R n3 dS =
∫∫

D
R
(
x, y, h(x, y)

)
dA.

(The two integrals have opposite signs because of their different normal directions.) Adding
these results gives the total surface integral:∫∫

S
R n3 dS =

∫∫
D

(
R
(
x, y, h(x, y)

)− R
(
x, y, g(x, y)

) )
dA.
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On the left, the triple integral can be written in iterated form, as follows:∫∫∫
V

Rz dV =
∫∫

D

(∫ z=h(x,y)

z=g(x,y)
Rz dz

)
dA.

Applying the ordinary fundamental theorem to the inner integral (i.e., antidifferentiating
in z) gives ∫∫∫

V
Rz dV =

∫∫
D

(
R
(
x, y, h(x, y)

)− R
(
x, y, g(x, y)

) )
dA.

Thus, the surface and volume integrals are equal. Similar arguments apply to the
integrals involving P and Q; they complete the idea of proof.

B A S I C E X E R C I S E S

In Exercises 1–4, use Stokes’s theorem to find the value of the
surface integral

∫∫
S
(curl f) • n dS.

Do so by transforming the surface integral into an equivalent line
integral and then calculating the line integral.

1. Let S be the upper half of the sphere x2 + y2 + z2 = 1, and
let f = (x, y, z).

2. Let S be the upper half of the sphere x2 + y2 + z2 = 1, and
let f = (−y, x, z).

3. Let S be the part of the paraboloid z = x2 + y2 with z ≤ 1,
and let f = (y, z, x).

4. Let S be the part of the plane z = y + 1 above the disk
x2 + y2 ≤ 1, and let f = (2z, −x, x).

5. Carefully work out each of the volume and surface integrals
in Example 3.

6. Consider the situation in Example 3, but use the vector field
f = (x, 0, 0).

(a) Calculate the volume integral
∫∫∫

V
div f dV.

(b) Calculate the surface integral
∫∫

S
f • n dS.

7. Let V be the cube in R
3 defined by 0 ≤ x ≤ 1, 0 ≤ y ≤ 1,

0 ≤ z ≤ 1. Let f be the vector field f = (x, y, z). Let S be the
boundary of V ; note that S has six faces.
(a) What does the divergence theorem say in this case?

(b) Calculate the triple integral
∫∫∫

V
div f dV. [HINT: Very

little calculation is involved!]

(c) Calculate the flux integral
∫∫

S
f • n dS. [HINTS: There

are six parts, but all are quite simple. Notice that for
each face of S, i, j, or k can be used as a unit normal. Be
careful with signs!]

8. Let V be a solid in R
3 with smooth boundary S. Let f be

a smooth vector field (P, Q, R) in R
3. Use the divergence

theorem to show that

∫∫
S
(curl f) • n dS = 0.

In Exercises 9–12, use the divergence theorem to evaluate the flux

integral
∫∫

S
f • n dS, where S is the unit sphere x2 + y2 + z2 = 1

with outward unit normal.

9. f = (x, 2y, 3z).

10. f = (x, y2, 0).

11. f = (0, y2, 0).

12. f = (−ex cos y, ex sin y, 1).

13. Let γ be the unit circle, oriented counterclockwise, in the
xy-plane, and consider the vector field f = (−y, x, z). (Think
of γ as a curve in 3-space.)

(a) Calculate the line integral
∫
γ

f • dX.

(b) Let the surface S be the upper half of the unit sphere.
Then γ is the boundary of S. What does Stokes’s theo-
rem say in this case? Is it true? [HINT: No calculation
is needed; use the fact that the unit sphere has surface
area 4π .]

(c) Now let the surface S be the part of the paraboloid
z = 1 − x2 − y2 that lies above the xy-plane. Again, γ

is the boundary of S. What does Stokes’s theorem say
now? Is it true? [HINT: This time a surface integral cal-
culation is needed, but it is relatively easy.]

14. Let f(x, y, z) = (z − x, x − y, y − z), and let T be the sphere
x2 + y2 + z2 = 4.
(a) Evaluate curl f.
(b) Evaluate div f.

(c) Is
∫∫

T
f • n dS positive, negative, or zero? Justify your an-

swer.

15. Let S be the portion of the surface z = x2 + y2 that lies above
the region R: 1 ≤ x ≤ 2, 2 ≤ y ≤ 3.
(a) Find a vector normal to S at the point (1, 2, 5).
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(b) Find an equation for the plane tangent to S at the point
(1, 2, 5).

(c) Find the area of S.
(d) Find the area of the portion of the tangent plane in

part (b) that lies above R.

16. Let f, S, γ , and n be as in the statement of Stokes’s theorem,
and assume that f = ∇h for some smooth function h defined
in R

3.
(a) Show that curl f = (0, 0, 0).
(b) Use Stokes’s theorem to show that

∮
γ

f • dX = 0. (The
direction of γ doesn’t matter.)

(c) Use the fundamental theorem for line integrals—not
Stokes’s theorem—to show that

∮
γ

f • dX = 0.

17. Let f be a vector field in R
3 such that, on the surface of the

unit sphere, f(x, y, z) = (0, 0, z3). If div f = a is a constant in
all of R

3, what is the value of a?

18. Suppose that f is a vector field such that curl f = (1, 2, 5)
at every point in R

3. Find an equation of a plane through

the origin with the property that
∮

γ

f • dX = 0 for any closed

curve γ lying in the plane.
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M A T R I C E S A N D M A T R I X

A L G E B R A : A C R A S H C O U R S E

This appendix assumes basic familiarity with vectors, including vector addition,
scalar multiplication, and the dot product.

W h a t i s a m a t r i x ?
A matrix is a rectangular array of real numbers or symbols. � Here are some examples: The symbols stand for real

numbers.

A = [
1 2 3

]
X =

⎡
⎢⎣

x

y

z

⎤
⎥⎦ B =

⎡
⎢⎣

a b c

d e f

g h i

⎤
⎥⎦ C =

[
1 2 3

4 5 6

]
I2 =

[
1 0

0 1

]
.

As the examples suggest, matrices may have any number of rows and any number of
columns. A little vocabulary and notation will help us navigate among the possibilities:

Dimens ions An m × n matrix has m rows and n columns. Among the matrices above, A
is a 1 × 3 matrix, X is 3 × 1, and C is 2 × 3. An m × m matrix, such as B and I2 above, is
called square.

Rows, co lumns , and ind i ces Matrix notation uses two index variables, � one for rows The letters i , j , and k are
popular—but not
sacred—choices.

and one for columns. Keeping clear which is which is essential. Fortunately, there is an
unbreakable rule:

First rows, then columns.

For instance, M23 is the entry in row 2, column 3, and a 4 × 7 matrix has 4 rows and 7
columns—not the other way around.

Matr i ces and vectors Matrices and vectors are closely related. An m × 1 matrix is some-
times called a column vector; a 1 × m matrix is a row vector. (See the matrices X and A
above.) In fact, we can think of any matrix—regardless of its dimensions—as being built
up either from column vectors or from row vectors. Which point of view is more useful
depends on the circumstances; we’ll find uses for both.

Entr ies The numbers or symbols in any matrix M are called entries; the i , jth entry,
denoted Mi j , is the one in row i and column j . Above, for instance, A12 = 2, X31 = z, and

A-1
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B23 = f , while A21, X13, and B45 are not defined. In general, of course, Mi j and M ji need
not be equal, even if both quantities are defined. �Matrices B and C illustrate

this possibility.

Diagona ls and ident i ty matr i ces The main diagonal of a matrix M consists of all entries
of the form Mii . In an m × m (square) matrix, the main diagonal starts at the upper left
corner and ends at the lower right corner. � The m × m matrix that has ones along theIn a nonsquare matrix, the

main diagonal does not end
at the lower right corner.

main diagonal and zeros everywhere else is called the m × m identity matrix; it is denoted
Im (I2 appears above). (The name is appropriate because Im behaves, as we will see in a
moment, as an “identity” for matrix multiplication.)

W h a t a r e m a t r i c e s f o r ?
Like tables, arrays, and spreadsheets, matrices are used to store information concisely and
efficiently—especially when the information has, like the matrix itself, a natural “two-
dimensional” structure. For instance, the following table gives road mileage between sev-
eral pairs of Texas cities:

Austin Dallas Houston San Antonio

Austin 0 195 161 78
Dallas 195 0 240 272
Houston 161 240 0 199
San Antonio 78 272 199 0

All the numerical information fits naturally into a 4 × 4 matrix, say T : �“T” is For Texas—the cities
are now understood, not
explicitly stated.

T =

⎡
⎢⎢⎢⎢⎣

0 195 161 78

195 0 240 272

161 240 0 199

78 272 199 0

⎤
⎥⎥⎥⎥⎦ .

How much does it cost, in dollars, to drive from one Texas city to another? If we multiply
every entry in T by 0.31 (some companies reimburse employees for auto expenses at $0.31
per mile), we get a new matrix

E =

⎡
⎢⎢⎢⎢⎣

0 60.45 49.91 24.18

60.45 0 74.40 84.32

49.91 74.40 0 61.69

24.18 84.32 61.69 0

⎤
⎥⎥⎥⎥⎦ ;

each entry of E tells the mileage reimbursement associated with the given trip. Under
these circumstances, it is reasonable to write, simply, E = 0.31 T . �More below on other matrix

operations. The matrices T and E have some special properties, such as having all zeros along the
main diagonal. (The distance from any city to itself is zero!) Notice, too, that each entry
has an identical twin in the “mirror” position across the main diagonal. This property has
a formal name:
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D E F I N I T I O N An n × n matrix M is symmetric if, for all i and j from 1 to n,

Mi j = M ji .

Not every useful matrix is symmetric, but enough are to have spawned a considerable
mathematical theory. In multivariable calculus, symmetric matrices occur in the context of
second derivatives of functions of several variables.

M a t r i x a l g e b r a
Add i t ion , subtrac t ion , and sca lar mu l t ip l i ca t ion Matrices can be added, subtracted, and
multiplied by scalars in exactly the same way as vectors, their close cousins. The following
simple examples illustrate what this means; all the symbols stand for real numbers:[

a b

c d

]
+

[
e f

g h

]
=

[
a + e b + f

c + g d + h

]
; r

[
a b

c d

]
=

[
ra rb
rc rd

]
.

(The Texas mileage expense matrix is another example of scalar multiplication.) The ex-
amples show that matrices—just like vectors—can be added, subtracted, and multiplied
by scalars in the simplest possible way, “entry-by-entry.” � (In particular, A ± B can make Vectors are special types of

matrices, and so the similarity
in behavior is no surprise.

sense only if A and B have the same dimensions.) The formal definitions say the same
thing, but in full symbolic regalia:

D E F I N I T I O N Let A and B be m × n matrices and let r be a scalar. Then A + B,
A − B, and r A are new m × n matrices defined respectively by

(A + B)i j = Ai j + Bi j ; (A − B)i j = Ai j − Bi j ; (r A)i j = r Ai j .

Like their vector counterparts (and for the same reasons), these matrix operations enjoy
pleasant algebraic properties, such as commutativity of addition (i.e., A + B = B + A) and
distributivity (i.e., r(A + B) = r A + r B).

E X A M P L E 1 In multivariable calculus, matrices are often associated with linear
equations and linear functions. Consider the following system of three linear equations
in three unknowns:

1x + 2y + 3z = 7

2x + 3y + 1z = 8

3x + 2y + 1z = 9.

Rewrite this system using matrices.

S o l u t i o n The system suggests three different matrices:

D =

⎡
⎢⎣

1 2 3

2 3 1

3 2 1

⎤
⎥⎦ , X =

⎡
⎢⎣

x

y

z

⎤
⎥⎦ , and E =

⎡
⎢⎣

7

8

9

⎤
⎥⎦ .

Here D is called the coefficient matrix of the system, B contains the “right side” of the
system of equations, and X stores the variable names. (We will see shortly why it’s
convenient for X to have the shape of a column, not a row.)
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Solving linear systems of equations (including very large ones) is an important
mathematical problem, but it can be tedious and error prone. Storing information in
matrices as one goes along helps avoid errors and unnecessary duplication. The system
in this example can be written entirely in matrix notation as⎡

⎢⎣
1 2 3

2 3 1

3 2 1

⎤
⎥⎦
⎡
⎢⎣

x

y

z

⎤
⎥⎦ =

⎡
⎢⎣

7

8

9

⎤
⎥⎦ ;

written entirely in symbols, the equation is simply D X = E .
Notice especially the left side of the preceding equation: D X is a matrix

product—an idea to which we now turn.

Matr ix mul t ip l i ca t ion How can two matrices A and B be multiplied to form a third matrix,
AB, that deserves to be called the matrix product? One reasonable guess, following the
pattern for addition, is simply to multiply element-by-element. It turns out, however, that
another definition of matrix multiplication is much more useful. We will first state the
definition formally and then explore what it means.

D E F I N I T I O N ( M a t r i x m u l t i p l i c a t i o n ) Let A be an m × p matrix and B a
p × n matrix. The product AB is an m × n matrix with entries given by

(AB)i j =
p∑

k=1

Aik Bkj = Ai1 B1 j + Ai2 B2 j + · · · + Aip Bpj .

This somewhat forbidding-looking definition is best unpacked through simple examples.
Consider these carefully:

[
a b

c d

][
x

y

]
=

[
ax + by

cx + dy

] [
2 3

] [ x

y

]
= [

2x + 3y
]

⎡
⎢⎣

1 2 3

2 3 1

3 2 1

⎤
⎥⎦
⎡
⎢⎣

x

y

z

⎤
⎥⎦ =

⎡
⎢⎣

1x + 2y + 3z

2x + 3y + 1z

3x + 2y + 1z

⎤
⎥⎦

[
a b

c d

][
x z

y w

]
=

[
ax + by az + bw

cx + dy cz + dw

]
.

Here are some lessons the definition and examples teach:

Poss ib le shapes The product AB makes sense if (but only if) A has the same number of
columns as B has rows. Equivalently, the rows of A must be exactly as long as the columns
of B. In particular, A, B, and AB may all have different shapes. At the other extreme, if
both A and B are (square) n × n matrices, then so is AB.

Order matters Matrix multiplication is not commutative. More often than not, AB 	=
B A—even if both products happen to make sense. � For example, reversing the factors inOf which there is no

guarantee. the last example above gives

[
x z

y w

][
a b

c d

]
=

[
ax + cz bx + dz

ay + cw by + dw

]
.
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Matr ix mul t ip l i ca t ion and dot products Matrix multiplication is closely linked to the dot
product. Indeed, if A is a 1 × n row vector and B is an n × 1 column vector, then the matrix
product AB has just one entry: the dot product of A and B, thought of as vectors. In fact,
every matrix product AB is found by taking appropriate dot products. More precisely: � Read this carefully—it’s a nice

way to remember the recipe
for matrix multiplication.The i jth entry of AB is the dot product of the ith row of A and the jth column of B.

Zero and ident i ty matr i ces The n × n matrix O with all entries zero is called the zero
matrix. It behaves as any self-respecting zero should: For every n × n matrix A, AO =
O = O A and A + O = A = O + A. In a similar vein, the n × n identity matrix In (with ones
on the main diagonal and zeros elsewhere) � is a multiplicative identity: For every n × n See I2 at the beginning of this

appendix.matrix A, AIn = A = In A.

Matr ix a lgebra i c express ions With various matrix operations understood, we can make
sense of algebraic expressions and equations that involve matrices. In Example 1, for
example, we expressed the system of linear equations as the matrix equation DX = E ,
where all the symbols represent matrices of appropriate shapes and sizes. Similarly, we can
now understand more complicated matrix equations such as

P AQ = B, A(3B + C) = 3AB + AC, and AB = I3.

For these expressions to make good sense requires, of course, that the various matrices
have compatible dimensions.

Mult ip l i ca t ive inverses Two real numbers a and b are called multiplicative inverses if
ab = 1, that is, if their product is the multiplicative identity for real numbers. Thus, 3 and
1/3 are inverses, as are −17/12 and −12/17; in fact, the real numbers a and 1/a are inverses
for any a 	= 0.

Similar ideas hold for square matrices. � Two n × n matrices A and B are called inverses Square matrices work best
since they can be multiplied
in either order.

if AB = In , that is, if their product is an identity matrix. In this case, we write A = B−1 and
B = A−1. For instance, it is easy to check that if

A =
[

3 2

2 1

]
and B =

[
−1 2

2 −3

]
, and I2 =

[
1 0

0 1

]
,

then AB = B A = I2, and so B = A−1 and A = B−1.
(To be fully rigorous about inverses, we should require both AB = In and B A = In . It

turns out, however, that for square matrices the two conditions are equivalent. This can
be shown using techniques from linear algebra.)

Not every square matrix has an inverse. For example, the n × n zero matrix O certainly
does not since, for every n × n matrix A, AO = O 	= In . But O is not the only square matrix
without an inverse. The next example—which applies to any 2 × 2 matrix—suggests why
some square matrices have inverses and some do not.

E X A M P L E 2 Consider the 2 × 2 matrices

A =
[

a b

c d

]
and B =

[
d

ad−bc − b
ad−bc

− c
ad−bc

a
ad−bc

]
.

How are A and B related?

S o l u t i o n For B to make any sense, the common denominator ad − bc must be
nonzero. But if the denominator isn’t zero, then straightforward calculation � shows
that AB = I2, and so A and B are inverses.

Try it—the result is satisfying!
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More to the story . . . The general theory of matrices and their inverses and how (if
possible) to find one from the other is studied in much more detail in linear algebra
courses. For multivariable calculus we need only basic ideas and definitions.

Matrices through the ages. Matrices have a long history. Ordered tables of
numbers and recipes for manipulating them go back as far as the ancient
Babylonian and Chinese mathematicians, who may have used matrices in solving
practical problems that led to linear equations. The modern abstract theory of
matrices (and the word “matrix”) dates back to the mid-1800’s. The English lawyer
and mathematician Arthur Cayley first defined the matrix operations of addition,
scalar multiplication, and inversion.

D e t e r m i n a n t s
The quantity ad − bc in Example 2 is called the determinant of the matrix A = [

a b
c d

]
; it is

denoted by det A. The determinant turns out to . . . well . . . determine whether or not A has
an inverse.

Def in ing determinants Determinants can be defined for square matrices M of any size.
In all cases, det M is a number (not a vector or a matrix) calculated from the entries of M ;
it tells (among other things) whether M has an inverse. The general definition of det M is
a bit complicated; fortunately, we will need the idea only in dimensions two and three.

D E F I N I T I O N ( D e t e r m i n a n t ) For a 2 × 2 matrix, the determinant is

det

[
a b

c d

]
= ad − bc.

For a 3 × 3 matrix, the determinant is

det

⎡
⎢⎣

a b c

d e f

g h i

⎤
⎥⎦ = aei − a f h + b f g − bdi + cdh − ceg.

Observe that, in both cases, the determinant involves several summands, having al-
ternating positive and negative signs. Each summand is the product of one factor from
each row and each column. � There are six such summands for a 3 × 3 matrix. One wayThis is easy to see for the

2 × 2 case; the 3 × 3 case
needs a closer look.

to organize the summands and keep track of signs in the 3 × 3 case is to write the matrix
in a “double” array:

a b c a b

d e

g h i g h

e f d .

Then the determinant is the sum of six threefold diagonal products with “southeast-
pointing” diagonals counted positive and “northeast-pointing” diagonals negative. �Try it.
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For larger matrices, determinants are normally calculated (if at all) with help from tech-
nology. However they are calculated, determinants have a useful relationship to inverses.

F A C T An n × n matrix M has an inverse if and only if det M 	= 0.

Example 2 showed what the Fact means (and why it’s true) for 2 × 2 matrices. � More The exercises pursue the
matter a little further, too.general discussion can be found in any linear algebra text.

Determinants geometr i ca l ly : area and vo lume What else can determinants tell us about
matrices? For multivariable calculus purposes there are good geometric answers.

For a 2 × 2 matrix M = [
a b
c d

]
, the determinant measures the area of a certain paral-

lelogram. To see why this is so, think of the rows of M as vectors (a, b) and (c, d) in the
xy-plane; the parallelogram in question is “spanned” by these two vectors, as shown in
Figure 1:

d

x

b

y

a c

w = (c, d)

v = (a, b)

w

v

F IGURE 1
Two vectors span a parallelogram

Similarly, for a 3 × 3 matrix we can regard the rows as vectors in xyz-space and consider
the three-dimensional solid (called a parallelepiped) spanned by these three vectors, as
shown in Figure 2:

u

w

v

F IGURE 2
The solid spanned by three vectors

This time, the determinant measures the volume. Here are the precise statements:
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F A C T ( W h a t t h e d e t e r m i n a n t t e l l s ) For a 2 × 2 matrix M ,

|det M | = area of parallelogram spanned by rows of M .

For a 3 × 3 matrix M ,

|det M | = volume of parallelepiped spanned by rows of M .

We will not pause to prove this Fact here; further discussion of its two claims appear in
Section 12.9 in connection with the cross product. Observe:

Determinant zero If det M = 0, then the rows of M span zero area or zero volume. In
the 2 × 2 case, this means that the two row vectors of M are collinear—one is simply a
multiple of the other. In the 3 × 3 case, spanning zero volume means that the three row
vectors of M are coplanar. (In linear algebra jargon, these conditions say that the rows of
M are “linearly dependent.”)

Pos i t ive or negat ive? The Fact refers only to the magnitude |det M |; determinants may
be either positive or negative. For our purposes, the sign of the determinant is usually less
important than its magnitude.

E X A M P L E 3 Let P be the parallelogram with adjacent edges determined by the
vectors (1, 1) and (2, 0). Let S be the solid parallelepiped with edges determined by the
vectors (1, 0, 0), (0, 1, 0), and (1, 1, 1). Find the area of P and the volume of S.

S o l u t i o n Consider the matrices

M =
[

1 1

2 0

]
and N =

⎡
⎢⎣

1 0 0

0 1 0

1 1 1

⎤
⎥⎦ .

Easy calculations show that det M = −2 and det N = 1. Therefore, P has area 2 � and
Q has volume 1.

Remember, it’s the absolute
value that counts.

Determinants—how important? Determinants were especially popular in the
18th and 19th centuries, when their theory was developed by such famous mathe-
maticians as Leibniz, Maclaurin, Gauss, Lagrange, and Cauchy. But mathematical
fashions change. More recently, the importance of determinants (as opposed to
other mathematical tools for addressing similar questions) has been questioned. As
evidence, consider the title of a recent journal article: “Down with determinants!”
by S. Axler, American Mathematical Monthly, February 1995, pp. 139–154.

E X E R C I S E S

NOTES: Several problems below use the following matrices:

A =
[

1 2

3 5

]
; B =

[−5 2

3 −1

]
; C =

⎡
⎢⎣

0 1 2

0 0 1

1 0 2

⎤
⎥⎦ ;

D =
[

0 1 4

2 0 1

]
; E =

⎡
⎢⎣

x u

y v

z w

⎤
⎥⎦ ; X =

[
x

y

]
; U = [

u v
]

;

1. (a) Calculate AB, AD, AX , UA, and UX .
(b) For each product M N in the preceding part, consider the

reversed product N M . Compute those that make sense.
(c) Are there any pairs of inverses among the matrices

above?

2. (a) Calculate CE , C2, DC , UD, EX .
(b) For each product MN in the preceding part, consider the

reversed product NM . Compute those that make sense.
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3. (a) Find the determinants of A, B, AB, C , and C2.
(b) How is the determinant of AB related to the determi-

nants of A and B?
(c) How is the determinant of C2 related to the determinant

of C?

4. For real numbers a and b, ab = 0 implies that at least one of
a and b is zero. Matrices do not have this property. To illus-
trate this, find two 2 × 2 matrices A and B with all nonzero
entries such that AB = [ 0 0

0 0 ].

5. Consider the 2 × 2 matrices M = [ a b
c d ] and N = [ e f

g h

]
. Show

that det(M N) = (det M)(det N). (Use “brute force”—i.e.,
just crank out both sides of the equation.)

6. This exercise is about Example 3, page A-8.
(a) Draw the parallelogram P . Convince yourself by ele-

mentary methods (e.g., areas of triangles) that P has
area 2, as the determinant formula says.

(b) Consider the matrix M in Example 3. Let M ′ be the
same as M but with the first and second rows reversed.
Show that det M ′ = −det M . What does det M ′ mean
geometrically?

(c) Draw the parallelepiped Q. (Do this by hand.) Can you
convince yourself by elementary methods that Q has
volume 1 as the determinant formula says?

7. Consider the Texas mileage matrix T on page A-2; we ob-
served that T is symmetric. What property of the real world
guarantees this symmetry?

8. Recall that a square matrix M is symmetric (see page A-3)
if Mi j = M ji for all index values i and j . Similarly, a square
matrix M is called skew-symmetric if Mi j = −M ji for all i and
j . In each of the following parts, write out the 3 × 3 matrix
M determined by the given rule and decide whether the
matrix is symmetric, skew-symmetric, or neither.

(a) Mi j = i + j .
(b) Mi j = i − j .
(c) Mi j = i2 + j2.
(d) Mi j = i2 − j .

9. Let M be a 3 × 3 matrix. (See the previous problem for the
definition of a skew-symmetric matrix.)
(a) Show that if M is skew-symmetric, then all the diagonal

entries of M must be zeros.
(b) Can M be both symmetric and skew-symmetric? If so,

give an example. If not, why not?

10. Let A and B be matrices, both of dimension m × n. We will
denote by A � B the new m × n matrix formed by multiplying
element-by-element, that is, (A � B)i j = Ai j Bi j . (The matrix
A � B is called the Hadamard product of A and B after the
French mathematician Jacques Hadamard.)
(a) Calculate the Hadamard products[

1 2 3

4 5 6

]
�

[
7 8 9

10 11 12

]
and

[
a b

c d

]
�

[
e f

g h

]
.

(b) Ordinary matrix multiplication is not commutative. Is
Hadamard multiplication commutative? Why or why
not?

(c) Among all 2 × 2 matrices, which matrix I deserves to be
called an identity for Hadamard multiplication? Why?

(d) Let A and B be 2 × 2 matrices. We will say that A and
B are Hadamard inverses if A � B = I , where I is the
matrix of the previous part. Which 2 × 2 matrices have
Hadamard inverses? If A has a Hadamard inverse, how
is it calculated?

11. Let M be a 2 × 2 matrix and suppose that M N = N M for
all 2 × 2 matrices N . Show that M is a scalar multiple of the
identity matrix.



KKK
T H E O R Y O F M U L T I V A R I A B L E
C A L C U L U S : B R I E F G L I M P S E S

This appendix offers a brief sampler of definitions and proofs in the theory of multivariable
calculus. These samples are intended to be read “as needed.” But some readers may enjoy
the material for its own sake as an introduction to some formal ideas and methods of
analytic mathematics.

T h e l i m i t o f a f u n c t i o n : a f o r m a l d e f i n i t i o n
The rigorous theory of calculus—in any number of variables—is based firmly on a clear
and unambiguous notion of limit. Continuous functions, derivatives, integrals, and other
standard objects of calculus are all defined in terms of limits. Recall the formal definition
of limit for functions of one variable:

D E F I N I T I O N ( L i m i t o f a f u n c t i o n o f o n e v a r i a b l e ) Let f (x) be defined for
x in an interval containing a except perhaps at x = a. Suppose that, for every
positive number ε (epsilon), no matter how small, there is a corresponding
positive number δ (delta) so that∣∣ f (x) − L

∣∣ < ε whenever 0 < |x − a| < δ .

Then, lim
x→a

f (x) = L .

The corresponding definition for functions of two (or more) variables is as follows:

D E F I N I T I O N ( L i m i t o f a f u n c t i o n o f t w o v a r i a b l e ) Consider a function
f : R

2 → R defined for (x, y) in an interval containing (a, b) except perhaps at
(x, y) = (a, b). Suppose that for every positive number ε, no matter how small,
there is a corresponding positive number δ such that

∣∣ f (x, y) − L
∣∣ < ε whenever 0 <

√
(x − a)2 + (y − b)2 < δ .

Then lim
(x,y)→(a,b)

f (x) = L .

A-10
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Observe some similarities and differences between the two definitions:

� A missing value? A close look reveals that neither f (a) (in the first case) nor f (a, b)
(in the second case) plays any role in the definitions. � This is no accident—indeed, The inequality 0 < |x − a|

specifically excludes x = a.the function f need not even be defined at the “target” point x = a or (x, y) = (a, b)
to have a limit there.

� What they say Both versions of the definition say that outputs from f are “near”
the number L whenever inputs are “near” the domain point (x = a or (x, y) = (a, b))
at which the limit is taken. The two definitions differ mainly in how “nearness” is
measured.

� Measuring distance In the first definition, distance is measured using absolute values,
and so

∣∣ f (x) − L
∣∣ is the distance between f (x) and L , while |x − a| is the distance

between x and a. In the second definition, f (x, y) and L are ordinary numbers, and so∣∣ f (x, y) − L
∣∣ measures distance exactly as in the first definition. But inputs to f (x, y)

are two-dimensional points, and so distance is measured using the two-dimensional

distance formula
√

(x − a)2 + (y − b)2, which involves a square root.

Using the def in i t ion Next we apply the definition directly to verify a simple two-variable
limit. The claim itself is hardly surprising; the point is to see the definition in action. There
is a moral to draw as well: Even the simplest multivariate limits may take some effort to
verify rigorously.

E X A M P L E 1 Let f (x, y) = x + y. Show that lim
(x,y)→(0,0)

f (x, y) = 0.

S o l u t i o n In this case we have∣∣ f (x, y) − L
∣∣ = |x + y| and

√
(x − a)2 + (y − b)2 =

√
x2 + y2.

Thus, the definition requires that, for a given ε > 0, we need to find some δ > 0 so that

|x + y| < ε whenever
√

x2 + y2 < δ.

To this end, we notice that

|x + y| ≤ |x | + |y| ≤
√

x2 + y2 +
√

x2 + y2 = 2
√

x2 + y2.

This chain of inequalities implies that δ = ε/2 “works” in the sense of the definition. In
other words,√

x2 + y2 < δ implies that |x + y| ≤ 2
√

x2 + y2 < 2
ε

2
= ε,

as desired.

New l imi ts f rom old To avoid the work of using the limit definition directly, we usually
find new limits by combining a few basic “known” limits in allowable algebraic ways.
The expected rules for combining limits do indeed hold (but must themselves be proved
using the definition!) for multivariable functions. � For instance, it can be shown by basic The limit of a sum is the sum

of the respective limits, for
instance.

arguments like the one above that

lim
(x,y)→(2,1)

x = 2 and lim
(x,y)→(2,1)

y = 1.
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Combining these limits tells us, for example, that

lim
(x,y)→(2,1)

x2 + 2y

3x2 + 4y
= 22 + 2 · 1

3 · 22 + 4 · 1
= 6

16
.

C o n t i n u i t y
Continuity can be understood informally, but the formal definition involves a limit: A
function f : R

2 → R is continuous at a domain point (a, b) if

lim
(x,y)→(a,b)

f (x, y) = f (a, b).

The function f is discontinuous at (a, b) if the limit above either fails to exist or has some
other value than f (a, b).

For example, the function f (x, y) = x + y is continuous at (0, 0) because

lim
(x,y)→(0,0)

(x + y) = f (a, b) = 0,

as we proved above in Example 1. We also showed in Example 1 that the function f (x, y) =
(x2 + 2y)/(3x2 + 4y) is continuous at (2, 1) because its limit and its value coincide at that
point.

E X A M P L E 2 Suppose that f (x, y) = xy

x2 + y2
for (x, y) 	= (0, 0) and f (0, 0) = 0. Is f

continuous at (0, 0)? (Further discussion of this function, and a useful picture, appear in
Example 1, page 765.)

S o l u t i o n The question boils down to whether or not

lim
(x,y)→(0,0)

xy

x2 + y2
= 0.

The answer turns out to be no because the definition of limit is not satisfied in this case.
To see why, suppose we choose, say, ε = 0.1. If the limit were indeed 0, there would be
some δ > 0 such that ∣∣ f (x, y) − 0

∣∣ = xy

x2 + y2
< 0.1

for all (x, y) inside a circle of radius δ about (0, 0).
But a look at the formula for f shows that, for every input (x, y) with x = y, we have

f (x, y) = f (x, x) = x2

x2 + x2
= 0.5.

(In other words, f (x, y) = 0.5 for all (x, y) on the line y = x .) Because part of this line
lies inside every circle centered at (0, 0), no matter how small, it follows that no suitable
positive δ can be chosen.

We conclude that the limit at (0, 0) is not 0, and so setting f (0, 0) = (0, 0) makes f
discontinuous at (0, 0). Indeed, our argument can be extended to show a little more: the
function f has no limit at the origin. Thus, there is no way to “repair” the discontinuity
of f at (0, 0) by choosing f (0, 0) cleverly.
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D i f f e r e n t i a b i l i t y a n d t h e t o t a l d e r i v a t i v e
Recall the definition (see page 766):

D E F I N I T I O N Let f (x, y) be a function and X0 = (x0, y0) a point of its domain.
Let

L(x, y) = f (x0, y0) + fx (x0, y0)(x − x0) + fy(x0, y0)(y − y0)

= f (X0) + ∇ f (X0) • (X − X0)

be the linear approximation to f at (x0, y0). If

lim
X→X0

f (X) − L(X)
|X − X0| = 0,

then f is differentiable at X0, and the vector ∇ f (X0) is the total derivative of
f at X0.

Showing rigorously that a function is differentiable in this sense depends—like so much
else—on careful work with limits.

E X A M P L E 3 Show carefully that the function f (x, y) = x2 + y2 is differentiable at
(2, 1), and find the total derivative.

S o l u t i o n In Example 1, page 724, we calculated

∇ f (2, 1) = (4, 2) and L(x, y) = 4(x − 2) + 2(y − 1) + 5.

Thus, it remains only to prove that

lim
(x,y)→(2,1)

f (x, y) − L(x, y)√
(x − 2)2 + (y − 1)2

= 0

to show that (4, 2) is the total derivative at (2, 1).
To prove the desired limit, we manipulate the expression inside the limit:

f (x, y) − L(x, y)√
(x − 2)2 + (y − 1)2

= x2 + y2 − (4(x − 2) + 2(y − 1) + 5)√
(x − 2)2 + (y − 1)2

substituting

= x2 − 4x + 4 + y2 − 2y + 1√
(x − 2)2 + (y − 1)2

rearranging terms

= (x − 2)2 + (y − 1)2√
(x − 2)2 + (y − 1)2

completing the square; then canceling

=
√

(x − 2)2 + (y − 1)2.

The result is now clear: As (x, y) → (2, 1), the last quantity clearly tends to zero, as
desired.
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E q u a l i t y o f m i x e d p a r t i a l d e r i v a t i v e s
We met the following theorem in Section 13.5:

T H E O R E M 1 ( E q u a l i t y o f m i x e d p a r t i a l d e r i v a t i v e s ) Let f (x, y) be a
function; assume that the second partial derivatives fxy and fyx are defined
and continuous on the domain of f . Then, for all (x, y),

fxy(x, y) = fyx (x, y).

Perhaps surprisingly, a relatively simple proof of the theorem can be given using an iterated
double integral.

T h e i d e a o f t h e p r o o f We will explain why fxy(0, 0) = fyx (0, 0). (That will suffice be-
cause there is nothing special about (0, 0).) To do so, we show that, for any small square
R = [0, h] × [0, h], ∫∫

R
fxy(x, y) d A =

∫∫
R

fyx (x, y) d A. (1)

Before proving Equation 1, let’s see why it helps our cause. Suppose, for instance, that
fxy(0, 0) > fyx (0, 0). Then, since fxy and fyx are continuous functions (by our technical
assumption), we would have fxy(x, y) > fyx (x, y) for all (x, y) sufficiently near (0, 0). In
particular, we would have fxy(x, y) > fyx (x, y) for all (x, y) on some small rectangle R =
[0, h] × [0, h], and in this case Equation 1 could not possibly hold. It suffices, therefore, to
convince ourselves of Equation 1.

To do this we calculate both sides of Equation 1 as iterated integrals. The left side
(LHS) is

LHS =
∫∫

R
fxy(x, y) d A =

∫ h

0

(∫ h

0
fxy(x, y) dy

)
dx .

Now notice that fxy is (by definition!) the y-derivative of fx , and fx is the x-derivative
of f . This means that we can calculate our integrals by antidifferentiation:

LHS =
∫ h

0

(∫ h

0
fxy(x, y) dy

)
dx integrate first in y, then in x

=
∫ h

0

(
fx (x, y)

]h

0

)
dx =

∫ h

0

(
fx (x, h) − fx (x, 0)

)
dx antidifferentiate in y

= (
f (x, h) − f (x, 0)

)]h

0
antidifferentiate both terms in x

= f (h, h) − f (0, h) − f (h, 0) + f (0, 0).

A similar calculation—but now integrating first in x and then in y—shows that the right-
hand integral in Equation 1 has the same value.
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T A B L E O F D E R I V A T I V E S

A N D I N T E G R A L S

B a s i c F o r m s

1.
d

dx
c = (c)′ = 0

2.
d

dx
x = (x)′ = 1

3.
d

dx
xn = (xn)′ = nxn−1

4.
d

dx
ex = (ex )′ = ex

5.
d

dx
ln x = ( ln x)′ = 1

x

6.
d

dx
sin x = (sin x)′ = cos x

7.
d

dx
cos x = (cos x)′ = −sin x

8.
d

dx
tan x = (tan x)′ = sec2 x

9.
d

dx
sec x = (sec x)′ = sec x tan x

10.
d

dx
arcsin x = (arcsin x)′ = 1√

1 − x2

11.
d

dx
arctan x = (arctan x)′ = 1

1 + x2

12.
∫

xn dx = xn+1

n + 1
, n 	= −1

13.
∫

dx

x
= ln |x |

14.
∫

ex dx = ex

15.
∫

bx dx = 1
ln b

bx

16.
∫

sin x dx = −cos x

17.
∫

cos x dx = sin x

18.
∫

tan x dx = ln |sec x | = −ln |cos x |

19.
∫

cot x dx = ln |sin x | = −ln |csc x |

20.
∫

sec x dx = ln |sec x + tan x | = ln
∣∣∣tan

( x

2
+ π

4

)∣∣∣
21.

∫
csc x dx = ln |csc x − cot x | = ln

∣∣∣tan
( x

2

)∣∣∣
22.

∫
sec2 x dx = tan x

23.
∫

csc2 x dx = −cot x

24.
∫

sec x tan x dx = sec x

25.
∫

csc x cot x dx = −csc x

26.
∫

dx

x2 + a2
= 1

a
arctan

( x

a

)
, a 	= 0

27.
∫

dx

x2 − a2
= 1

2a
ln

∣∣∣∣ x − a

x + a

∣∣∣∣
28.

∫
dx√

a2 − x2
= arcsin

( x

a

)
, a > 0

29.
∫

ln x dx = x(ln x − 1)

A-15
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E x p r e s s i o n s C o n t a i n i n g ax + b

30.
∫

(ax + b)n dx = (ax + b)n+1

a(n + 1)
, n 	= −1

31.
∫

dx

ax + b
= 1

a
ln |ax + b|

32.
∫

x

ax + b
dx = x

a
− b

a2
ln |ax + b|

33.
∫

x

(ax + b)2
dx = b

a2(ax + b)
+ 1

a2
ln |ax + b|

34.
∫

dx

x(ax + b)
= 1

b
ln

∣∣∣∣ x

ax + b

∣∣∣∣
35.

∫
dx

x2(ax + b)
= − 1

bx
+ a

b2
ln

∣∣∣∣ax + b

x

∣∣∣∣
36.

∫ √
ax + b dx = 2

3a

√
(ax + b)3

37.
∫

x
√

ax + b dx = 2(3ax − 2b)
15a2

√
(ax + b)3

38.
∫

dx√
ax + b

= 2
√

ax + b

a

39.
∫

dx

x
√

ax + b
= 1√

b
ln

∣∣∣∣∣
√

ax + b − √
b√

ax + b + √
b

∣∣∣∣∣, b > 0

40.
∫

dx

x
√

ax − b
= 2√

b
arctan

√
ax − b

b
, b > 0

41.
∫

xn
√

ax + b dx = 2
a(2n + 3)

(
xn

√
(ax + b)3 − nb

∫
xn−1

√
ax + b dx

)

42.
∫

dx

xn
√

ax + b
= −

√
ax + b

(n − 1)bxn−1
− (2n − 3)a

(2n − 2)b

∫
dx

xn−1
√

ax + b

E x p r e s s i o n s C o n t a i n i n g ax2 + c , x2 ± p2,
and p2 − x2, p > 0

43.
∫

dx

p2 − x2
= 1

2p
ln

∣∣∣∣ p + x

p − x

∣∣∣∣
44.

∫
dx

ax2 + c
= 1√

ac
arctan

(
x

√
a

c

)
, a > 0, c > 0

45.
∫

dx

ax2 − c
= 1

2
√

ac
ln

∣∣∣∣ x
√

a − √
c

x
√

a + √
c

∣∣∣∣ , a > 0, c > 0

46.
∫

dx

(ax2 + c)n = 1
2(n − 1)c

x

(ax2 + c)n−1 + 2n − 3
2(n − 1)c

∫
dx

(ax2 + c)n−1 , n > 1

47.
∫

x
(
ax2 + c

)n
dx = 1

2a

(
ax2 + c

)n+1

n + 1
, n 	= −1

48.
∫

x

ax2 + c
dx = 1

2a
ln

∣∣ax2 + c
∣∣

49.
∫ √

x2 ± p2 dx = 1
2

(
x
√

x2 ± p2 ± p2 ln
∣∣∣x +

√
x2 ± p2

∣∣∣ )

50.
∫ √

p2 − x2 dx = 1
2

(
x
√

p2 − x2 + p2 arcsin
(

x

p

))
, p > 0
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51.
∫

dx√
x2 ± p2

= ln
∣∣∣x +

√
x2 ± p2

∣∣∣

E x p r e s s i o n s C o n t a i n i n g T r i g o n o m e t r i c
F u n c t i o n s
52.

∫
sin2(ax) dx = x

2
− sin(2ax)

4a

53.
∫

sin3(ax) dx = − 1
a

cos(ax) + 1
3a

cos3(ax)

54.
∫

sinn(ax) dx = − sinn−1(ax) cos(ax)
na

+ n − 1
n

∫
sinn−2(ax) dx, n > 0

55.
∫

cos2(ax) dx = x

2
+ sin(2ax)

4a

56.
∫

cos3(ax) dx = 1
a

sin(ax) − 1
3a

sin3(ax)

57.
∫

cosn(ax) dx = cosn−1(ax) sin(ax)
na

+ n − 1
n

∫
cosn−2(ax) dx

58.
∫

sin(ax) cos(bx) dx = − cos
(
(a − b)x

)
2(a − b)

− cos
(
(a + b)x

)
2(a + b)

, a2 	= b2

59.
∫

sin(ax) sin(bx) dx = sin
(
(a − b)x

)
2(a − b)

− sin
(
(a + b)x

)
2(a + b)

, a2 	= b2

60.
∫

cos(ax) cos(bx) dx = sin
(
(a − b)x

)
2(a − b)

+ sin
(
(a + b)x

)
2(a + b)

, a2 	= b2

61.
∫

x sin(ax) dx = 1
a2

sin(ax) − x

a
cos(ax)

62.
∫

x cos(ax) dx = 1
a2

cos(ax) + x

a
sin(ax)

63.
∫

xn sin(ax) dx = − xn

a
cos(ax) + n

a

∫
xn−1 cos(ax) dx, n > 0

64.
∫

xn cos(ax) dx = xn

a
sin(ax) − n

a

∫
xn−1 sin(ax) dx, n > 0

65.
∫

tann(ax) dx = tann−1(ax)
a(n − 1)

−
∫

tann−2(ax) dx, n 	= 1

66.
∫

secn(ax) dx = secn−2(ax) tan(ax)
a(n − 1)

+ n − 2
n − 1

∫
secn−2(ax) dx, n 	= 1

E x p r e s s i o n s C o n t a i n i n g E x p o n e n t i a l
a n d L o g a r i t h m F u n c t i o n s

67.
∫

xeax dx = eax

a2
(ax − 1)

68.
∫

xneax dx = 1
a

xneax − n

a

∫
xn−1eax dx, n > 0

69.
∫

eax sin(bx) dx = eax

a2 + b2

(
a sin(bx) − b cos(bx)

)
70.

∫
eax cos(bx) dx = eax

a2 + b2

(
a cos(bx) + b sin(bx)

)
71.

∫
xn ln(ax) dx = xn+1

(
ln(ax)
n + 1

− 1
(n + 1)2

)
, n 	= −1
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72.
∫

( ln x)n dx = x( ln x)n − n
∫

( ln x)n−1 dx

73.
∫

dx

a + bepx
= x

a
− 1

ap
ln |a + bepx |

E x p r e s s i o n s C o n t a i n i n g I n v e r s e
T r i g o n o m e t r i c F u n c t i o n s

74.
∫

arcsin(ax) dx = x arcsin(ax) + 1
a

√
1 − a2x2

75.
∫

arccos(ax) dx = x arccos(ax) − 1
a

√
1 − a2x2

76.
∫

arccsc(ax) dx = x arccsc(ax) + 1
a

ln
∣∣∣ax +

√
a2x2 − 1

∣∣∣
77.

∫
arcsec(ax) dx = x arcsec(ax) − 1

a
ln

∣∣∣ax +
√

a2x2 − 1
∣∣∣

78.
∫

arctan(ax) dx = x arctan(ax) − 1
2a

ln(1 + a2x2)

79.
∫

arccot(ax) dx = x arccot(ax) + 1
2a

ln(1 + a2x2)



A N S W E R S
T O S E L E C T E D
E X E R C I S E S

C H A P T E R 1 1

S e c t i o n 1 1 . 1
1. no limit 3. ∞
5. 0 7. π/2

9. 0 11. 1

13. 0 15. 0

17. 1 19. ak = (−1)k/k

21. ak = k 23. ak = e−k

27. 1 29. 1

31. 0 33. x ≤ 0

35. − sin 1 < x ≤ sin 1 39. e−1/2

41. (c) converges 47. no

49. yes 53. yes

55. x ≥ 0

S e c t i o n 1 1 . 2
1. (a) 1/5; 1/25; 1/3125; 1/9,765,625; 6/5; 31/25; 3906/3125;

12,207,031/9,765,625
(d) 5/4
(e) 1/20; 1/100; 1/12,500; 1/39,062,500
(g) 0

7. π 4/90 9. (a) Sn = (n + 1)a

11. 1/8 13. e/(e − 1)

15. π 2/(16 − 4π) 17. −1/48

21. Sn = arctan(n + 1); S = π/2

23. Sn = 1 + 1/
√

2 − 1/
√

n + 1 − 1/
√

n + 2; S = 1 + 1/
√

2

25. (a) 4.97 (b) 5
(c) 0

27. π 2/24 29. π 2/12

31. −1 < x < 1; 1/(1 − x)

33. −1 < x < 1; x10/(1 − x2)

35. −2 < x < 0; −(1 + x)3/x

37. 3/2 39. diverges

41. 3/2 43. diverges

45. 9/16 47. diverges

49. 1/5 51. diverges

53. 20 feet

59. (a) yes; S = 3 (b) lim
k→∞

ak = 0

61. (b) ak = (−1)k

S e c t i o n 1 1 . 3
1. (c) S10 ≈ 1.6963 (d) no

3.
n∑

k=2

ak <

∫ n

1
a(x) dx <

n−1∑
k=1

ak

9. 1/2 < S < 3/2

11. 2e−1 ≤ S ≤ 3e−1 13. (a) no

17. 1/2 < S < 2 19. 1/
√

2 < S < 2

25. (c) no

27. (a) nothing
(b) converges

31. converges; N ≥ 1000

33. diverges; N ≥ 2999

35. converges; N ≥ 4 41. yes

A-19
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45. converges; π/8 < S < π/8 + 3π 2/32

47. diverges 49. 1/3 < S < 1/2

51. converges; 1/2 < S < 5/2

55. N ≥ 6

S e c t i o n 1 1 . 4
1. conditionally

3. 14.902 < S < 14.918

5. (a) S50 ≈ 0.23794
(c) 0.23774 < S < 0.23814

7. no 9. S ≈ −0.94985

11. S ≈ −1.625 13. no

15. p > 1 17. p > 1

19. converges absolutely; 3/4 < S < 1

21. diverges 23. diverges

25. converges absolutely; 0 < S < 1/12

31. ak = (−1)k/
√

k

S e c t i o n 1 1 . 5
3. 2 5. 1

7. 1; (1, 3) 9. 1; [−6, −4)

15.
∞∑

k=1

xk

k4k
17.

∞∑
k=1

(x − 2)k

3k K 2

19.
∞∑

k=1

(12 − x)k

k4k

25. (a) R = 14 (b) b = 3

27. cannot 29. may

31. may 33. may

35. may 37. may

41. 0.820 43. (−∞, ∞)

45. 0.581 47. [−9, 1]

49. 1.198

S e c t i o n 1 1 . 6
1. 2 3. 2

5.
∞∑

k=0

(−1)k xk+2 7.
∞∑

k=1

k(−x)k−1

9.
∞∑

k=0

(−1)k (2x)2k+1

2k + 1
; R = 1/2

11.
∞∑

k=0

(−1)k x2k+3

(2k + 1)!
; R = ∞

13. 29/48

17.
1
2

∞∑
k=0

(−1)k

(
1
2

)k

; R = 2

19.
∞∑

k=0

(−1)k

(
x2k

(2k)!
+ x2k+1

(2k + 1)!

)
; R = ∞

21.
∞∑

k=0

(−1)k+1 (4k2 + 2k + 1)x2k+1

(2k + 1)!
; R = ∞

29. 1 31. 1/2

33. −1/2 35. 2

37. (b) [−1, 1)

41. (a)
∞∑

k=0

(−1)k

(2k + 1) · k!
x2k+1

(b) 26/35

43. 2557/7020 ≈ 0.364

45. x3 + 2x4 + 2x5 + 5
6 x6

47. 1 + 2x + 5
2 x2 + 8

3 x3

49. 1 + x + x2/2 − x4/8

51. (1 − x)−2 53. x/(1 + x)

S e c t i o n 1 1 . 7
1. (b) 9.1 × 10−5 3. 2100/100!

5. (a)
∞∑

k=0

(−1)k xk

2k+1

(b) −259!/2260

9. (b) yes

11. (a)
∞∑

k=0

(−1)k x2k

(2k + 1)!

(b) (−∞, ∞)

(c) f ′′′(1) ≈ 37
210

S e c t i o n 1 1 . 8
1. ∞ 3. ∞
5. 0 7. 0

9. converges absolutely; S < e

11. diverges

13. converges absolutely; S < 1/3

15. converges absolutely; S < 1 + √
π/2

17. diverges

19. converges absolutely; S < 3

21. converges absolutely; S < 1

23. converges conditionally; S < −1/2

25. diverges

27. converges absolutely; S = 583/120

29. diverges 31. diverges

33. diverges
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35. (a) nne1−n < n! (b) N > be

37. [−1, 1] 39. (−1/3, 1/3)

41. [−1/3, 1/3) 43. (1, 5)

45. [−3, 5) 47. [−6, −4]

49. cannot 51. must

53. cannot 55. 0

57. 1/3

59.
∞∑

k=0

(x ln 2)k

k!
; R = ∞

61. −
∞∑

k=0

(
2k+2 + (−1)k

2k+1

)
xk ; R = 1

63. ak = (−1)k+1

65. (a) no
(b) yes

69. f (x) = 1 + 3x4 + 3x8 + x12

71. g(x) ≈ 1 − 3x2/2 + 15x4/8 − 35x6/16

73. 252/625

C H A P T E R 1 2

S e c t i o n 1 2 . 1
1. x2 + y2 + z2 = 4 3. x2 + z2 = 1

5. z = sin x 7. (b) Yes, y-direction.

11. y = −x2, parabola 13. z = y, line

15. z = x2, parabola

17. (a) x2 + y2 = 1 (b) x2 + y2 = 3/4

(c) (0, 0) (d) empty set

19. 2y + 3z = 3 21. y = −x/2

23. y = −z3 25. x-axis

27. parabolic tent 29. (0, 3, 2); r = √
13

31. (a) −A/B (b) B = 0

33. (a) x = C/A (b) A = 0

35. (a) x = D/A (b) y + z = 1

37. x = 3

39. x = 1; y = 1/2

43. (a)
√

50
(b) (x − 1)2 + (y − 2)2 + (z − 3)2 = 50

45. (b)
√

5
(c)

√
14

(d)
√

14

47. z = b2/9 − x2/16

S e c t i o n 1 2 . 2
1. The curve is the upper half of the unit circle.

3. The curve is the right half of the unit circle.

5. The curve is the unit circle.

7. x = t , y = 2t , 0 ≤ t ≤ 1

9. x = cos t , y = − sin t , 0 ≤ t ≤ 2π

11. x = cos(2π t), y = sin(2π t), 0 ≤ t ≤ 1

13. (2, 1), (5, 3), y = 2(x − 2)/3 + 1

15. (0, b), (1, m + b), y = mx + b

17. (x0, y0), (x1, y1), y = y0 + (y1 − y0)(x − x0)/(x1 − x0)

19. (a) quickly: t = 3, t = 4, t = 9, and t = 10; slowly: t = 0, t = 1,
t = 6, and t = 7

(b) ≈3 units per second
(c) ≈1 unit per second

21. (c) x = 2 + √
13 cos t , y = 3 + √

13 sin t , 0 ≤ t ≤ 2π

23. (t,
√

1 − t2/4), −2 ≤ t ≤ 2; (2 cos t, sin t), 0 ≤ t ≤ π

27. (2 + 4 cos t, −3 − 4 sin t), 0 ≤ t ≤ π

29.
(
R cos(2π t), R sin(2π t), Ht/N

)
, 0 ≤ t ≤ N .

S e c t i o n 1 2 . 3
1. (π, 0); (−π, π); (π, 2π)

3. (
√

2, π/4); (
√

2, −7π/4); (−√
2, −3π/4); (−√

2, 5π/4)

5. (
√

5, 1.1071); (
√

5, −5.1760); (−√
5, 4.2487)

7. (
√

17, 1.3258); (
√

17, −4.9574); (−√
17, 4.4674)

9. (
√

2,
√

2) 11. (
√

3/2, 1/2)

13. (0.5403, 0.8415) 15. (
√

2,
√

2)

17. x = 2 19. y = √
3x

21. r = 3 23. tan θ = 2

27. (a) 2; 1.866; 1.5; 1; 0.5; 0.134; 0; 0.134; 0.5; 1; 1.5; 1.866; 2
(c) x-axis
(d) symmetric about θ = π

29. (a) x = √
2t/2, y = √

2t/2
(b) x = cos t , y = sin t

(c) x = t cos t , y = t sin t

31. (b) t = 0, π, 2π, . . . , 10π

(c) t = π/2, 5π/2, 9π/2, . . . ; t = 3π/2, 7π/2, 11π/2, . . .

33. x = 2 cos θ , y = 2 sin θ , 0 ≤ θ ≤ 2π

55.
√

a2 + b2/2, (a/2, b/2)

57. (b)
(
x2 + y2

)3 = x4

59.
√

r 2
1 + r 2

2 − 2r1r2 cos(θ1 − θ2)
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S e c t i o n 1 2 . 4
1. (3, 5) 3. (−4, −5)

5. (1/
√

5, 2/
√

5) 7. (−2/
√

5, 1/
√

5)

9. (−21/5, −28/5)

11. (a) |v| = √
14

(b) u = (1, −2, 3)/
√

14

23. triangle inequality

S e c t i o n 1 2 . 5
1. (a) L(0) = (1, 2); L(1) = (3, 5); L(2) = (5, 8); L(−1) =

(−1, −1)
(b) ray from P = (1, 2) in same direction as the vector (2, 3)
(c) line segment from (−1, −1) to (3, 5)

3.
√

65 5. S(t) = (−2, 1) + t(5, 1)

7. (a) an ellipse
(c) �(s) = (√

3, 1/2
)+ s

(−1,
√

3/2
)

9. �(t) = (1, 2, 1) + t(2, 2, 3);
∣∣f′(1)

∣∣ = √
17

13.
√

10

15. 2π

17. ≈ 80.82

19. l(t) = (√
2/2,

√
2/2

)+ t
(−√

2/2,
√

2/2
)

21. l(t) = (0, −π) + t(−π, −1)

23. no 25. a line

27. (b) g(t) = √
2f(t)/2

29. (b) �(t) = (0, 1, π) + t(−1/2, 0, 1)
(d) 2

√
5π

31. ≈31.312

S e c t i o n 1 2 . 6
3. v(t) = 1, p(t) = t ; v(10) = 1, p(10) = 10

5. v(t) = t2/2, p(t) = t3/6; v(10) = 50, p(10) = 1000/6

7. (b) y = −x (c) 5000
√

2

9. (a) v(t) = (
50, 50

√
3 − gt

)
; p(t) = t(50, 50

√
3) + t2(0, −g/2)

(b) t0 = 100
√

3/g

(d) 50
√

3/g; 7500/2g

(e) 50; (50, 0)

11. (a) yes; t = 1; (−2, −1)
(b) yes; t = −1; (2, 3)
(c) no

13. (a) y = − 1
200 x2g sec2 α + x tan α

(b) 10,000/g meters

15. (−3π/2, 3, π)

17. (a) v(t) = (1/5, −2/5, 2/5)
(b) a(t) = (0, 0, 0)

19. p(t) = (
4 − 3 cos(2t/3), 5 + 3 sin(2t/3)

)
, 0 ≤ t ≤ 3π

S e c t i o n 1 2 . 7
1. (1, 0) 3.

(√
2/2, −√

2/2
)

5. (1, 0) 7. r = 2, θ = 0

9. r = 2, θ = π/6

13. (a) (0, 2) (b) (3, 0)
(c) 0 (d) (3, 2)

15. (a) 50
√

2 foot-pounds
(b) 5

√
2 feet

(c) same

23.
(
6
√

5/5, −3
√

5/5
)
; two 25. yes

27. (a)
√

14
(b) 1/

√
14; 2/

√
14; 3/

√
14

29. 3 31. 3
√

2/2

41. cos θ = √
3/3

47. (a) f(0) = (0, 0), f ′(0) = (1, 1);
f(π/4) = (π/4,

√
2/2), f ′(π/4) = (1,

√
2/2);

f(π/2) = (π/2, 1), f ′(π/2) = (1, 0);
f(π) = (π, 0), f ′(π) = (1, −1);

49. (a) 8
√

65/65; acute
(b) (16/13, 24/13, 0)
(c) (0, 0, 1)

59.
√

13 61.
√

13

S e c t i o n 1 2 . 8
1. X(t) = (0, t, 0)

3. X(t) = (1, 2, 3) + t(2, 3, 4)

5. (4, 5, 6) 7. no intersection

9. 3x + 4y + 5z = 26; (3, 4, 5) •
(
X − (1, 2, 3)

) = 0

11. 3x + 2y + z = 10;
(
X − (1, 2, 3)

)
• (3, 2, 1) = 0

13. 2x + 3y − z = −5; (2, 3, −1) •
(
X − (0, 0, 5)

) = 0

15. x + 2y + 3z = 6 17. X(s, t) = si + tj

19. X(s, t) = (1, 2, 3) + s(1, 0, 0) + t(1, 1, 0)

21. X(s, t) = si + tj, 0 ≤ s ≤ 1, 0 ≤ t ≤ 2

23. no

25. x(t) = t , y(t) = 3 − 2t , z(t) = t

27. yes 29. no

31. 2x − y + z = 6 33. x − 3y + 4z = 7

35. no 39. 10x − 3y + 4z = 11

41. (b) |d1 − d2| /
√

a2 + b2 + c2

43.
√

3561/77

S e c t i o n 1 2 . 9
1. (−3, 6, −3) 3. (−30, 60, −30)

5. (1, −1, 1) 7. (−v3, 0, v1)
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9. x − 5y + 3z = 0. 11. 5x + y − 13z = 4

13.
(−√

6/6,
√

6/3, −√
6/6

)
15.

(√
6/6, −√

6/3,
√

6/6
)

17. (a) ≈0.94 newton-meters; upward
(b) 0 (c) 0

19. π < θ < 2π 23. no, i×(i×j) 	= (i×i)×j

27. (a) 1, yes (b) abc, yes
(c) 0 (d) |v × w|

29. (65/98, 43/98, 54/49)

31. x + y + z = 24 43.
(
0, −6

√
3, 0

)
S e c t i o n 1 2 . 1 0

1. 2x + 3y + 4z = 20. 3. yes

5. x(t) = 1 − t , y(t) = t , 0 ≤ t ≤ 1; x(t) = cos t , y(t) = sin t ,
0 ≤ t ≤ π/2

7. x = 1 + 3 cos t , y = 2 + 3 sin t , π/2 ≤ t ≤ 3π/2

9.
(−√

6/6,
√

6/3, −√
6/6

)
11. (a) �(t) = (1, 2, 3) + t(2, 3, 4)

(b) Yes, �(25) = (51, 77, 103).

13. (a) x − 2y + z = 0 (b) yes

15. (a) v(t) = (2t, 3t2); p(t) = (t, t3)

(b)
∫ 10

0

√
4t2 + 9t4 dt

17. x = 12 + 13 cos t , y = 5 + 13 sin t , 0 ≤ t ≤ 2π

19.
(√

14/14,
√

14/7, 3
√

14/14
)

21. x + y + z = 6 23. 34
√

83/83

25. (3/7, 6/7, 9/7) 27.
√

6

29.
√

6/3 31. (1, 2, 3) • (X − P) = 0

33.
√

13π 35. (4 + t, 5 + 2t, 6 + 3t)

37. y + z = 11.

39. �1(t) = (1, 2, 3) + t(4, 5, 6); �2(s) = (1, 0, 0) + s(4, 5, 6)

43. (x − 1)2 + (y − 2)2 + (z − 3)2 = 50

45. (x − 2)2 + (y − 1)2 = 20

47. x = 2 + √
20 cos t , y = 1 + √

20 sin t , 0 ≤ t ≤ 2π

49. (a) f(2) = (5, 11); v(2) = (4, 3); speed = 5; a(2) = (2, 0)
(b) �(t) = (5, 11) + t(4, 3)

51.
√

2/2 55. 3
√

5/5

57. no 59. yes

61. X(t) = (0, 0, 1) + t(1, −2, 1)

63. no

65. X(t) = (4, 5) + t(3, 2); 7
√

13/13

67. yes, at (3, 5, 8) 69. yes, at (2, 3, 5)

71. x + y + z = 6 73. 3x + 4y + 5z = 26

75. z = 0

77. X(t) = (1, 2, 3) + t(−1, 2, −1)

79. x = t , y = sin t , 0 ≤ t ≤ 2π

81. (a) v(t) = (t, −2t + 10); p(t) = (t2/2, −t2 + 10t)
(b) y = −2x + 10

√
2x

(c) t0 = 10; a(10) = (1, −2); v(10) = (10, −10); s(10) =
10

√
2; p(10) = (50, 0)

83. (a) v(t) = (−e−t + k1, −t + k2); p(t) = (t + e−t − 1, −t2/2)
(b) p(5) = (e−5 + 4, −25/2); a(5) = (e−5, −1); v(5) =

(1 − e−5, −5); s(5) = √
1 − 2e−5 + e−10 + 25

(c) p(t) = (t − te−5 + 6e−5 − 1, −5t + 25/2)

C H A P T E R 1 3

S e c t i o n 1 3 . 1
1. R

2; [0, ∞) 3. R
2 except (0, 0); (0, ∞)

5. surface and interior of the unit sphere; [0, 1]

7. (a) (0, 0); x2 + y2 = 1; x2 + y2 = 2
(c) circles; (0, 0); x2 + y2 = ya; x2 + y2 = 4a

(d) parabolas; z = ax2; z = ax2 + a; z = ax2 + 4a

9. (a) circles (b) circles

11. (a) parabolas (b) parabolas

13. (a) R
2 except (0, 0) (b) R

(c) ellipses

15. (a) lines with slope 2/3 (b) lines with slope 2/3

17. (a) a plane
(b) �(t) = (0, 0, 4) + t(2, 3, −1)
(d) parallel lines

19. sphere of radius
√

c centered at the origin

21. (a) R
2; [0, ∞) (b) a cone

(c) circle of radius 5, center at (0, 0)
(d) circles with center at (0, 0)

23. g(x, y) = g(y) 25. might

27. cannot 29. x = 0; x = 3

31. y = −x ; y = 3 − x 33. x = 0; x = 3

35. x + y + z = 0; x + y + z = 3

S e c t i o n 1 3 . 2
1. fx (x, y) = 2x ; fy(x, y) = −2y

3. fx (x, y) = 2x/y2; fy(x, y) = −2x2/y3

5. fx (x, y) = − sin x cos y; fy(x, y) = − cos x sin y

7. fx (x, y, z) = y2z3; fy(x, y, z) = 2xyz3; fz(x, y, z) = 3xy2z2
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9. fx (x, y, z) = (1 − y2z)/(1 + xyz)2; fy(x, y, z) = (1 − x2z)/
(1 + xyz)2; fz(x, y, z) = −(x + y)xy/(1 + xyz)2

11. −2πr/T 2

13. (3x4 + 10x3 y4) cos(3x4 y + 2x3 y5)

15. −y/
(
x2 + y2 + z2

)3/2 17. −2.01; 3.01

19. −2; 1 21. −4; 4

23. 4; −6 25. (b) 2; −3

27. (b) ≈ 1; 0 (c) ≈0; 0

29. (a) negative (b) ≈4.25; ≈−7.5

31. (b) fx (x, 1) = 2x − 3 (c) 1, −3, −5
(d) z = 10 − 6y (e) fy(2, y) = −6
(f) −6; −6; −6

33. (b) local maximum 37. (b) 5

39. 6 41. no such function

43. no such function 45. g(x, y) = 3(2x − y)/2

47. g(x, y) = 2x − y 51. −96; −16

53. x(t) = t , y(t) = 1, z(t) = √
11 − 2

√
11(t − 2)/11

55. g(y) = e−cy

S e c t i o n 1 3 . 3
1. (b) −1.5; −4.5

(c) L(x, y) = −1.5x − 4.5y + 10.5
3. (a) L(x, y) = x + 2y − 2

5. (a) fx (x, y) = cos x + y; fy(x, y) = 2 + x

(b) L(x, y) = x + 2y

7. L(x, y) = 4x + 2y − 5

9. L(x, y) = x + y

11. L(x, y) = 12x − 20y + 4

13. (a) L(x, y) = 3 + 2y

(b)
(
X − (0, 0, 3)

)
• (0, 2, −1) = 0

15. 4x + 2y − z = 5 17. z = 1

19. X(t) = (2, 1, 5) + t(−4, −2, 1)

21. 4; −2; 3

23. (b) fx (x, y) = 0; fy(x, y) = cos y

(c) L(x, y) = y + 2

25. no

27. (a) L(x, y) = 0.6x + 0.8y

(b) 5.02; 6.4
(c) no

29. −1; 4; 5; −3 31. |R2 − 100| ≤ 2.

S e c t i o n 1 3 . 4
5. (3/5, 4/5) 7. (1, 1/2, 1/3)

9. ∇ f = (1, 0); x = 2

11. ∇ f (2, 1) = (4, −1); y = x2 − 3

13. 4x + 2y − z = 5 15. z = 1

17. x + y − z = −1 19.
(±√

6/2, 0
)
; (0, y)

21. (±2, 0); (1, ±3) 23. 7
√

2/10

25. 0 27. f (x, y) = x2 + xy

29. f (x, y, z) = x2 + 2y2 + 3z2

31. (a) 4; 4
√

2/2; 0; −4
√

2/2; −4; −4
√

2/2; 0; 4
√

2/2
(c) (3/4, ±√

7/4)

33. (a) ax + by = ax0 + by0

37. −
√

9/2 − 2
√

2 + π2/32;
(√

2/2 − 2,
√

2π/8
)

39.
√

84/4

41. (a) (2, −2) (b) −2
√

13/13

43. 17/2 45. (0, −1) or (4/5, −3/5)

S e c t i o n 1 3 . 5
1. fxx = 6xy4; fyy = 12x3 y2

3. fuu = (4u2 − 2)e−(u2+v2); fvv = (4v2 − 2)e−(u2+v2)

9.

( −y2 sin(xy) cos(xy) − xy sin(xy)

cos(xy) − xy sin 6xy) −x2 sin(xy)

)

11.

(− sin x 0

0 −4 cos(2y)

)

13.

(
2 0

0 −2

)

15.

⎛
⎝−2 sin(x + y) − x cos(x + y) − sin(x + y) − x cos(x + y)

− sin(x + y) − x cos(x + y) −x cos(x + y)

⎞
⎠

17.

(
2A C

C 2B

)

19. zero matrix

21. Q(x, y) = xy 23. Q(x, y) = xy

25. Q(x, y) = −1 − 2(y − π/4) + (x + π/2)2/2

27. Q(x, y) = x2 − y2

29. Q(x, y, z) = 3 + 2(x − 2)/3 + 2(y − 2)/3 + (z − 1)/3 +
5(x − 2)2/54 + 5(y − 2)2/54 + 4(z − 1)2/27 − 4(x − 2)
(y − 2)/27 − 2(x − 2)(z − 1)/27 − 2(y − 2)(z − 1)/27

41. Q(x, y, z) = f (0, 0, 0) + fx x + fy y + fz z + (
fxx x2 + fyy y2 +

fzz z2 + 2 fxy xy + 2 fxz xz + 2 fyz yz
)
/2; 10

S e c t i o n 1 3 . 6
1. (a) remains constant

(b) rises all the way; (0.5, 1); 0.5

3. (a) (1, π/2) is a local minimum; (1, −π/2) is a local maxi-
mum
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(b) (0, 0), (2, 0), (1, π/2), and (1, −π/2)
(c) 15; −15

5. (b) saddle point 7. (0, 0); (4/3, 4/3)

9. (0, 0); local maximum 11. (0, 0); local minimum

13. (0, 0) is a local minimum point;
(±2

√
2, 2

)
are saddle points

15. (0, 0) and (−2, 2) are saddle points; (0, 2) is a local minimum
point; (−2, 0) is a local maximum point

19. g(x, y) = y2

21. k(x, y) = (x − 3)2 + (y − 4)2

25. (c) global minimum

S e c t i o n 1 3 . 7

1.

(
1 2

4 5

)
3.

⎛
⎜⎝

0

1

1

⎞
⎟⎠

5.

⎛
⎜⎝

32 43

37 50

42 57

⎞
⎟⎠ 7.

⎛
⎜⎝

11 17
10 16

9 15

⎞
⎟⎠

9.

⎛
⎜⎝

2

1

1

⎞
⎟⎠

11. (a) Lg(x, y) = 4x + 2y − 5
(b) L f (t) = t − 5
(c) ( f ◦ g)(x, y) = x4 + 2x2 y2 + y4 − 9x2 − 9y2 + 20;

(L f ◦ Lg)(x, y) = 4x + 2y − 10

13.
(

6x0
(
x2

0 + y2
0

)2
, 6y0

(
x2

0 + y2
0

)2 )
15.

(
44 + 58x0 + 72y0, 54 + 72x0 + 90y0

)

17. (a)

⎛
⎜⎝

−3t2 sin(t3)

3t2 cos(t3)

3t2

⎞
⎟⎠

19.

(
32 −4

8 0

)

21.
∂u

∂r
= ∂u

∂x

∂x

∂r
+ ∂u

∂y

∂y

∂r
+ ∂u

∂z

∂z

∂r
;
∂u

∂s
= ∂u

∂x

∂x

∂s
+ ∂u

∂y

∂y

∂s
+ ∂u

∂z

∂z

∂s

23. (a) k(x, y) = x2 + y2 (b) k(t) = (t, t2)

25. −0.000288 29. 0

31.
(
16 + 5 cos(1) sin(1)

)
/
√

25 − 5 cos2(1)

37. 4 ◦C; 1◦C 39. (16/25, 4/25)

S e c t i o n 1 3 . 8
1. (a) f (x, mx) = m/(1 + m2)

(c) no
(d) only u = i or u = j

3. L(x, y) = x + y 5. L(x, y) = −1 + 2x + y

7. (6/25, −3/25) 9. no

13. (b) 0 15. yes; ∇ f (0, 0) = (0, 0)

S e c t i o n 1 3 . 9
3. (b) f (x, y) = x2 − y2

(c) g(x, y) = (x − 2)2 − (y − 1)2

7. (a) (1, 2) (b) saddle point
(c) L(x, y) = 3; Q(x, y) = 3 + (x − 1)2 + 2(x − 1)(y − 2)

9. (a) (1, 2) (b) saddle point
(c) L(x, y) = 0; Q(x, y) = (x − 1)(y − 2)

11. 8
√

2 13. 3
√

2/2

15. f (x, y) = −(x2 + y2)

17. Q(x, y) = 2 + x + xy + x2/2

19. (a) (4, 1) (b) 3
√

2/2

29. f (x, y) = y/x ; R
2 except the line x = 0

31. f (x, y) = ∣∣√x2 + y2 − 1
∣∣; R

2

33. (a) κ = ∣∣ f ′′(t)
∣∣ /(1 + (

f ′(t)
)2
)3/2

(b) κ = 2
(c) κ = 1/r

37. (a)
√

17
(b) �(t) = (1, 2) + t(1, −4)
(c) 4x + y − z = 3

39. (a)
(
y cos(x + y), sin(x + y) + y cos(x + y)

)
(b) −7π/5

41. yes; f (x, y) = sin x + sin(x + y) + C

43. (a) −1 (b) −0.90827

47. 5; −3 51. no

55. 5x + 2y − z = 6

57. (a)
(
5
√

29/29, 2
√

29/29
)

(b)
√

29

59. (4 cos 5, cos 5)

63. (2, 1) is a local minimum point; (−2, 1) is a saddle point

65. no

67. (1, 1/2) is a local minimum point; (−1, 1/2) is a saddle point

69. (a) L(x, y) = 2 + y

(b) Q(x, y) = 2 + y − x2/2 + xy

71. (0, 0) is a saddle point; (1, 1) is a local minimum point

73. (a) 2ax + 2by − z = a2 + b2

(b) x = (a2 + b2)/2a; y = (a2 + b2)/2b; z = −a2 − b2

75. (a) (1, −8) (b) x = 2y2 − 7

77. (0, 0) and (−4, 3) are saddle points; (0, 3) is a local minimum
point; (−4, 0) is a local maximum point

79. (a)
(
yexy, xexy + 3y2

)
(b) x + 3y − z = 1
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C H A P T E R 1 4

S e c t i o n 1 4 . 1
1. (a) 0.2133 (b) 0.211498

5. f (x, y) = 1.25; 1875 7. 1562.5

9. (a) 144 (b) 96

(c) 120 (d) 120

11. 60; 20/3 13. 32; 32/9

15. 12 17. 8

19. 81 21. 32π/3

25. (a) 5/4 (b) I = 8/3

27. (c) 21/8 31. [−1, 0] × [0, 1]

37. 1 39. 16

41. 48 43. 69

45. 325π 47. 325π − 104

49. −14

S e c t i o n 1 4 . 2
1. 1 3. 512/3

5. 12
√

3/5 − 32
√

2/15 + 4/15

7. 5 ln 5 − 16 ln 2 + 3 ln 3 9. e5(e3 − e2 − e + 1)/2

11. 1274/5 13. π

15. 3 17. 9/2

19. 28 21. 1073

23. 29(d2 − c2)/2 + 37(b2 − a2)/2

25. 87(d − c) − 111(b − a)

S e c t i o n 1 4 . 3
3. x̄ = 0; ȳ = 3/5.

5. (a) 108 (b) 108
(c) 108

7. 215,000 cubic meters

9. 0 11. 3/20

13. 0 15. 3/20

17. (a) 1 (b) 1

19. 6/35

21. (a)
∫ b

a
f (x) dx

23. (a)
∫ 3

1
(2 + cos x) dx

(b)
∫ 3

1

∫ 2+cos x

0
1 dy dx

25. (0, 4/3) 27. (0, 4/3π)

29.
∫ 1

0

∫ √
y

0
f (x, y) dx dy

31.
∫ 1

0

∫ √
1−x2

0
f (x, y) dy dx

33.
∫ 1

0

∫ πy/2

arcsin y
f (x, y) dx dy

35.
∫ 2

0

∫ y/2

0
x
√

1 + y3 dx dy = 13/18

37.
∫ 3

0

∫ x2

0
sin(x3) dy dx = (

1 − cos(27)
)
/3

39.
∫ 1

0

∫ y2

0

√
1 + y3 dx dy = (

4
√

2 − 2
)
/9

41.
∫ 1

0

∫ x

x2

sin x

x
dy dx = 1 − sin 1

S e c t i o n 1 4 . 4
5. 3π/2 7. 1/2

9.
∫ 1

0

∫ π/2

0
r 3 dθdr = π/8

11.
∫ π/4

0

∫ tan θ sec θ

0
r 3 sin θ cos θdrdθ = 1/24

13.
∫ π

0

∫ 2 cos θ

0
r 3 dr dθ

15. π(e − 1)/4 17. π
(√

2 − 1
)
/2

19. ln
(
1 + √

2
)+ √

2 − 1 21. 2 + π

23. 3π/4 25. 2π(ln 3 − ln 2)

27. 8/9 29. π5/20

31. 3π/4 33. 2 + π/4

35. π/3 + √
3/2 37. π/3

39. 32/9 41. 9π/2

S e c t i o n 1 4 . 5

1. (a)
∫ 6

0

∫ 3−x/2

0

∫ 2−x/3−2y/3

0
1 dz dy dx

(b)
∫ 6

0

∫ 3−x/2

0
(2 − x/3 − 2y/3) dy dx

(c) 6

3. (b) 1/30 5. (b) 1/12

7. (b) 9/4 9. (b) 7/60

11. (b) 1280/3 15. (b) π/32

S e c t i o n 1 4 . 6
7. r cos θ = 1 9. r2 + z2 = 9

11. sphere of radius a centered at the origin; x2 + y2 + z2 = a2
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13. cone; z =
√

x2 + y2

15. plane; z = 3

17. (a) r = √
13; θ = arctan(3/2); z = 1

(b) ρ = √
14; θ = arctan(3/2); φ = arctan

(√
13

)
21.

∫ θ=2π

θ=0

∫ r=a

r=0

∫ z=h

z=0
r dz dr dθ = πa2h

23. 1/3 25. 16π/3

27. a2h2π/2 29. 1/8

31. 4π 35. π
(
2 − √

2
)
/3

37.
∫ 2π

0

∫ π

π/2+arcsin(3/5)

∫ 5

−3 sec φ

ρ2 sin φ dρ dφ dθ

39. (a)
∫ √

3

−√
3

∫ √
3−x2

−
√

3−x2

∫ √
4−x2−y2

√
x2/3+y2/3

y dz dy dx

(b)
∫ 2π

0

∫ √
3

0

∫ √
4−r2

r/
√

3
r 2 sin θ dz dr dθ

(c)
∫ 2

0

∫ 2π

0

∫ π/3

0
ρ3 sin2

φ sin θ dφ dθ dρ

S e c t i o n 1 4 . 7

1. 2
√

2π 3. (b) ≈6.68

5. (a)
∫ 1

−1

∫ 1

x2
x2 y dy dx = 4/21

(b)
∫ 1

0

∫ √
y

−√
y

x2 y dx dy = 4/21

7. (b) π

∫ 1

0
(1 − z)dz = π/2

11. 2; 2 13. 2; 2

15. (a) 5/3 17. (a) 2e2 − 3e4/3 + 1

19.
∫ 2

1

∫ 2

0

∫ 3

0

(
uv + vw

3u

)
dw dv du

S e c t i o n 1 4 . 8
1. 1131 bushels; 1131/9 bushels/acre

3. 3π/2 5. 1/6abc

7. 2π/5 9. π

11. π/30 13. 2/3

15. 2/3

17.
∫ π/2

0

∫ π/2

0

∫ 1

0
ρ2 sin φ dρ dφ dθ

19. 3π/2 23. 2/3

25.
∫ 1/2

0

∫ 2π

0

∫ √
1−r2

√
3r

r dz dθ dr

27. 4π 29. π/3

31. (a) π 33. 5/8

35. (a) 423/4 (b) 108

37. 24/5 39. 256π/3

41. 17π/6 43. 2 +π/4

45. 5π/2 47. −1/40

C H A P T E R 1 5

S e c t i o n 1 5 . 1
1. (a) p(t) = t(1, 2)/

√
5

(b) p(t) = (1, 2) − t(1, 2)/
√

5
(c) p(t) = (1, 2) − t(400, 400)/

√
32

(d) p(t) = (5/9, 14/9) + t(4, 4)/9

3. (c) v(0) = (0, −3)

5. p(t) = (
cos(t) + 0.4 cos(4t), sin(t) + 0.4 sin(4t)

)
7. p(t) = (

cos(4t) + 0.4 cos(t), sin(4t) + 0.4 sin(t)
)

9. (a) v(t) = (1 − sin t, − cos t)
(b) s(t) = √

2 − 2 sin t ; 8
(c)

∣∣a(t)
∣∣ = 1

11. (a) p(t) = (1, 2) + t
(√

2/2,
√

2/2
)
, 0 ≤ t ≤ √

2; q(t) =
(5, 6) + t

(√
2/2,

√
2/2

)
, 0 ≤ t ≤ √

2;
(b) (6, 8); (8, 10); 2
(c) r(t) = (6, 8) + t

(√
2/2,

√
2/2

)
, 0 ≤ t ≤ 4

√
2

13. (a) plong = (4 cos t, 4 sin t); pmedium = (
2 cos(4t), 2 sin(4t)

)
;

pshort = (
cos(8t), sin(8t)

)

(c) v(0) = (0, 20); a(0) = (−100, 0)
(d) v(π/4) = (−2

√
2, 2

√
2
)
; a(π/4) = (−32 − 2

√
2, −2

√
2
)

S e c t i o n 1 5 . 2
3. (a) 3 (b) 3/

√
2

(c) 3/
√

2 (d) |b|/(1 + m2)

5. (a) q(t) = (3 sin t, 3 cos t), 0 ≤ t ≤ 2π

(b) q(t) = (1, t)
(

1 + 1/
√

1 + t2
)

(c) q(t) = (t + 1)(cos t, sin t)

7. (a) p(t) = t(2, 4); q(t) = (2t, 4t2); r(t) = (2t, 4t4 − 4t3 + 4t)
(b) p(t) = (

cos(π t), sin(π t)
)
; q(t) = (1 − 2t, 0); r(t) = (

t2 −
2t3 + cos(π t) − t2 cos(π t), sin(π t) − t2 sin(π t)

)
S e c t i o n 1 5 . 3

3. yes 5. 0

S e c t i o n 1 5 . 4

1. (a) 1/4; none (b) 2; −2

3. (a) h(x) = −x2 − 4x + 18 (b) −3 ≤ x ≤ 3
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7. x = y = 25

9. (a) (2, 3) = λ(4, 5) (b) no

11. (a) (2, 3) = λ(a, b) holds if and only if 3a = 2b

(b) f (x, y) = 13/2 for every point on the line 4x + 6y = 13

S e c t i o n 1 5 . 5
3. 1 − e−9/2

5.
√

2 ln 2

C H A P T E R 1 6

S e c t i o n 1 6 . 1
1. (b) 0 (c) 0

(d) 0

3. positive 5. positive

7. 0 9. 0

11. 0 13. −2π

15. ab/2 17. 64

19. 0 21. 0

23. 70 25. 9

27. (a) 10 (b) 10
(c) 10 (d) 10

29. (d) 0 31. 4

S e c t i o n 1 6 . 2
1. zero 3. positive

5. negative 7. −17

9. 17 11. h(x, y) = (x2 + y2)/2

13. not a gradient 15. h(x, y) = −cos x + y

17. 3 19. 0

21. 1 + cos 1 − cos 2 23. 0

25. e 27. (b) ab2

29. (b) h(x, y) = −ky 31. must

33. must 35. might

37. must 39. cannot

41. might

43. (b) π ; −π

(c) 2π

(d) no

S e c t i o n 1 6 . 3
1. 0 3. π

5. π/4 − 2/3 7. −4

9. 4π 11. −10

13. −81/20

15. (a) 2π (b) no
(c) 2π (d) 0

17. 3π

S e c t i o n 1 6 . 4
1. (u, v, 5); [−1, 2] × [0, 4]

3. (u, v,
√

u2 + v2 ); [−1, 1] × [−1, 1]

5. (u, v) = (u cos v, u sin v, u); [0, 1] × [0, 2π ]

7.
√

14 9.
√

5

11. (a) unit sphere

13. (u, v, u2); [−2, 2] × [−3, 2]

15. (u cos v, u sin v, u2); [0, 3] × [0, 2π ]

17. (u cos v, u sin v, 5); [0, 2] × [0, π/2]

19. (sin u cos v, sin u sin v, cos u); [0, π/4] × [0, 2π ]

21. (a sin u cos v, b sin u sin v, c cos u); [0, π ] × [0, 2π ]

23. (a cos u, b sin u, v); [0, 2π ] × [0, 2]

S e c t i o n 1 6 . 5
1.

√
4u2 + 4v2 + 1; (−2u, −2v, 1)

3.
√

4u4 + u2; (−2 u2 cos(v), −2 u2 sin(v), u)

5. |sin u|; (sin2(u) cos(v), sin2(u) sin(v), cos(u) sin(u)
)

7. 2x + 2y − z = 2 9. 2x + 2y − z = 2

11. x = 1 13. 20

15.
√

14π 17. (5
√

5 − 1)π/6

19. 3
√

2π 21. 3
√

29

23. 28π/3

S e c t i o n 1 6 . 6
1. −π/2 3. π/2

5. −π/2 7. π/2

9. (a)
√

3/2
(b) X(u, v) = (u, v, 1 − u − v), where (u, v) lies in the tri-

angle D with vertices at (0, 0), (1, 0), and (0, 1)
(c)

√
3/2

(d) 1/2
(e) (a + b + c)/2
(f) a + b + c = 0

11. 3; (0, 0, 0) 13. 1; (0, 0, 2)

15. (a) y cos(xy)
(c) cos 1; cos 1; −cos 1; −cos 1



Answers to Selected Exercises A-29

17. 0; (0, 0, 0) 19. 2x ; (0, 0, 0)

29. ∇• (af + bg) = a∇f + b∇g

31. ∇• (h f) = h ∇• f + (∇h) • f

33. ∇• (∇ × f) = 0

35. ∇• (∇h × ∇ j) = 0

S e c t i o n 1 6 . 7
1. 0 3. −π

7. (b) 3 (c) 3

9. 8π 11. 0

13. (a) 2π

(b) 2π

(c) 2π

15. (a) (−2, −4, 1)
(b) 2x + 4y − z = 5
(c) ≈5.945
(d)

√
21

17. 3/5

A P P E N D I X A

1. (a) AB =
[

1 0

0 1

]
; AD =

[
4 1 6

10 3 17

]
;

AX =
[

x + 2 y

3 x + 5 y

]
; U A = [

u + 3 v 2 u + 5 v
]
;

UX = [
ux + vy

]

(b) B A = AB = I2; XU =
[

ux xv

yu vy

]

(c) yes — A and B

3. (a) −1, −1, 1, 1, 1

9. (b) yes, but zero matrix is the only example
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L i n e s i n R
2 ( s e e p a g e 6 4 9 )

Line through P0 = (x0, y0) in direction of v = (a, b):

� Vector form: X(t) = P0 + tv
� Scalar form: x = x0 + at ; y = y0 + bt

(scalar form)

L i n e s i n R
3 ( s e e p a g e 6 8 1 )

Line through P0 = (x0, y0, z0) in direction of v = (a, b, c):

� Vector form: X(t) = P0 + tv
� Scalar form: x = x0 + at ; y = y0 + bt ;

z = z0 + ct

P l a n e s i n R
3 ( s e e p a g e 6 8 4 )

Plane through P0 = (x0, y0, z0), normal to n = (a, b, c):

� Vector form: (X − P0) • n = 0
� Scalar form: ax + by + cz = ax0 + by0 + cz0

n

P0

X − P0

0

x

X
y

z

D o t p r o d u c t ( s e e p a g e 6 6 8 )

For vectors X = (x1, x2) and Y = (y1, y2) or
X = (x1, x2, x3) and Y = (y1, y2, y3):

X • Y = x1 y1 + x2 y2 or X • Y = x1 y1 + x2 y2 + x3 y3

C r o s s p r o d u c t ( s e e p a g e 6 8 8 )

For vectors X = ( x1, x2, x3 ) and Y = ( y1, y2, y3 ):

X × Y = (x2 y3 − x3 y2, x3 y1 − x1 y3, x1 y2 − x2 y1)

A r c l e n g t h ( s e e p a g e 6 5 8 )

For curve x = x(t); y = y(t); a ≤ t ≤ b:

arclength =
∫ b

a

√
x ′(t)2 + y′(t)2 dt

For curve y = f (x) for a ≤ x ≤ b:

arclength =
∫ b

a

√
1 + f ′(x)2 dx .

D e t e r m i n a n t s ( s e e p a g e A - 6 )

� 2-by-2 case: det

[
a b

c d

]
= ad − bc

� 3-by-3 case: det

⎡
⎢⎢⎣

a b c

d e f

g h i

⎤
⎥⎥⎦

= aei − a f h + b f g − bdi + cdh − ceg



M a s s , c e n t e r o f m a s s
( s e e p a g e 7 9 8 )

For mass distributed over a plane region R with density ρ:

� Calculating mass: mass =
∫∫

R
ρ(x, y) dA

� Center of mass: x̄ =
∫∫

R x ρ(x, y) dA

mass
;

ȳ =
∫∫

R y ρ(x, y) dA

mass
.

F u n d a m e n t a l t h e o r e m s ( s e e p a g e 9 1 8 )

� Ordinary fundamental theorem: For f continuously differentiable on [a, b]:

∫ b

a
f ′(x) dx = f (b) − f (a)

� Fundamental theorem for line integrals: For f (x, y) continuously differentiable along a curve γ ,
starting at a and ending at b:∫

γ

∇ f • dX = f (b) − f (a)

� Green’s theorem: For f = (P, Q) a vector field in R
2, γ a closed curve (oriented counterclockwise),

and D the region inside γ :∫∫
D

(Qx − Py) dA =
∫

γ

P dx + Q dy

� Stokes’s theorem: For f = (P, Q, R) a vector field in R
3, S a surface in R

3 with unit normal n and closed
boundary curve γ :∫∫

S
(curl f) • n dS = ±

∮
γ

f • dX

� Divergence theorem: For f = (P, Q, R) a vector field in R
3, V a solid region in R

3, bounded by a surface S
with outward unit normal n:∫∫∫

V
div f dV =

∫∫
S

f • n dS

D i v e r g e n c e a n d c u r l
o f v e c t o r f i e l d s
( s e e p a g e 9 1 4 )

For f = (P, Q, R) a vector field on R
3:

� Divergence: div f = Px + Qy + Rz

� Curl: curl f = ( Ry − Qz, Pz − Rx , Qx − Py )



I N D E X

A
absolute convergence

of infinite series, 576–582
of series, 578

acceleration due to gravity,
664

alternating harmonic series, 577
alternating series, 576–582

definition of, 580
estimating limits, 580
harmonic, 577

alternating series test, 580
approximation

linear, 734
arclength

calculating by integration,
658

area
found by determinant, A-8
of parallelogram, A-8

area magnification
of surface, 902

average value
definition, 785
in three dimensions, 785

axis
polar, 631

B
base point

of a polynomial, 585
of a power series, 583, 585

binomial series, 603
boundary of region, 891

C
cardioid, 633
Cartesian rectangle, 806
center of mass, 798

finding by integration, 838, 847
of a surface, 910

centroid, 805
chain rule, 760
change-of-variables formula, 828
circular paraboloid, 712
closed curve, 888
closed region

optimization on, 752
coefficient matrix, 758
coefficients

of Taylor series, 597
comparison test

infinite series, 567
component

scalar, 675
vector, 672, 675

component function, 648
components of a vector, 641
conchoid, 853
conditional convergence, 577
conservative vector field, 888
constant function

integral of, 781
constant multiple rule, 782
constraint equation, 859

continuity
for multivariable functions,

711
intuitively, 711

convergence
conditional, 577
of power series, graphical,

588
convergence interval

and ratio test, 586
how to find, 586
of power series, 585

convergence of series
definition, 556

convergence testing
of series, 566–573

convergence to limit
Taylor’s theorem, 599

coordinate function, 648
coordinates

cylindrical, 819
polar, 629–637
spherical, 821

coordinates of a vector, 641
cosines

direction, 675
cross partials

equality of, 740
cross product

as determinant, 690
definition, 689
geometry of, 691
torque interpretation, 693

curl, 914
curvature

I-1



I-2 Index

calculating, 857
definition of, 856

curve
closed, 888
in space, 623
oriented, 874
parametric, in space, 620
parametric, in the plane, 620
reversed, 627
smooth, 875
vector form, 851

cycloid, 845, 847
cylindrical coordinates, 819

volume element, 820

D
delta

in limit definition, A-10
derivative

directional, 735
of vector-valued function,

651
partial, 716

derivative matrix, 757
derivatives at zero

Taylor series
and derivatives, 597

determinant, A-6
as area, A-8
as volume, A-8
Jacobian, 829

diameter of a subregion, 780
differentiability

intuitively, 711
directional derivative, 735
direction cosines, 675
displacement, 664
distance

point to line, 673
distance formula, 611, 646
divergence, 914

nth term test for, 563
Divergence theorem, 918
divergent sequence, 547
domain, 704
dot product

algebraic properties, 669
and work, 677
definition, 668
derivative of, 676
geometry of, 671

dot product rule, 676
double integral

in polar coordinates, 805

E
eliminating the parameter, 623
ellipse

major and minor axes, 629
parametric equations for, 629

epsilon
in limit definition, A-10

equality of cross partials, 740
equation

constraint, 859
estimating limits

of alternating series, 580

F
field

conservative, 888
flow integral, 881
flux integral, 912
force field

conservative, 888
Fourier series, 606
function

linear, 709
objective, 859
scalar-valued, 648
vector-valued, 648

fundamental theorem
for line integrals, 885, 918
of calculus, 918

G
geometric series, 560

convergence and divergence of,
560

limits of, 560
partial sums, 560

gradient
and level sets, 861
definition, 731

graph
polar, 632
rectangular, 632

Green’s theorem, 894, 918
Greenwich mean time, 632

H
harmonic series, 559

alternating, 577
helix, 624
hyperbolic paraboloid, 712

I
improper integrals

and infinite series, 569
independence of parametrization,

883, 886
independence of path, 886
infinite sequences, 546–553

definition of, 548
infinite series, 555–600

nth term test, 563
absolute convergence, 576–582
absolute convergence of, 578
alternating series, 576–582
alternating series test, 580
and improper integrals, 569
comparison test, 567
conditional convergence, 577
convergence and divergence,

555–563
convergence of, 556
definition of, 555
geometric, 560
harmonic, 559
integral test, 569
language of, 556
nonnegative, 567
p-series, 571
partial sums, 556
ratio test, 572
remainder, 557
tails, 556
terms, 556
testing for convergence, 566–573
why they matter, 555

initial conditions, 663
integral

constant multiple rule, 782
flux, 912
iterated, 790
limit definition in one variable, 777
limit definition in two variables, 781
line, 872
properties of, 782
surface, 908



Index I-3

integral test
infinite series, 569

inverse matrix, A-5
iterated integral, 790

J
Jacobian

determinant, 829
Jacobian matrix, 757

L
Lagrange

Joseph-Louis, 860
Lagrange condition, 860
Lagrange multipliers, 862
latitude, 632
law of cosines, 674
length

of a 2-vector, 642
of a 3-vector, 646

level curve, 706
level sets

and gradient, 861
level surface, 727
l’Hôpital’s rule

and limits of sequences, 550
limaçon, 633
limit

ε − δ definition, A-10
of sequences, 546–553
of series, 557

limit definition
of vector derivative, 653

limits of sequences
and l’Hôpital’s rule, 550
definition, 549
new from old, 551
squeeze principle, 552

line
parametric equations for, 681
symmetric scalar equations for, 682
vector equation for, 681

linear
locally, 767

linear approximation, 724, 734
definition, 726

linear function, 709
line integral, 872

in three dimensions, 878

lines
parallel, 683
skew, 683

local linearity, 767
local maximum point, 746
local minimum point, 745
longitude, 632

M
Maclaurin series, 598
magnitude

of a 2-vector, 642
of a 3-vector, 646

major axis, 629
mass

center of, 838
finding by integration,

838, 847
of a surface, 910

matrix
coefficient, 758
inverse, A-5
Jacobian, 757
skew-symmetric, A-9
symmetric, A-3

maximum point
local, 746

meridian
prime, 632

minimum point
local, 745

minor axis, 629
multiple integral, 775
multivariable function

average value over a region, 785

N
non-orientable surface, 913
nondecreasing sequence, 553
normal vector, 684
norm of a vector, 642
nth term test

for divergence, 563
infinite series, 563

O
objective function, 859
Ohm’s Law, 763

one-variable limit
formal definition, A-10

optimization
constrained, 859
on closed region, 752

orientable surface, 913
oriented curve, 874

P
p-series

convergent and divergent, 571
paraboloid, 616

circular, 712, 748
hyperbolic, 712

parallelepiped
volume of, A-8

parallel lines, 683
parallelogram

area of, A-8
parallelogram rule, 643
parallels, 632
parameter

eliminating, 623
in parametric curve, 620

parametric curve, 620
parametric equations

for ellipse, 629
for line, 681
for polar curve, 636

parametrization
for a plane, 686
independence of, 883
of surface, 899

partial derivative, 716
partial sum

nth, 557
definition of, 557

partial sums
of geometric series, 560

plane
described by point and normal, 684
normal vector, 684
parametrizations for, 686
parametrizing, 686
scalar equation for, 684
spanning vectors for, 686
tangent, 724
vector equation for, 684

polar axis, 631
polar coordinates, 629–637

non-uniqueness of, 631



I-4 Index

on Earth, 632
trading for rectangular, 635

polar curve
written parametrically, 636

polar form of a vector, 670
polar graph paper, 633
polar graphs, 632

cardioids, 633
limaçons, 633
roses, 634

polar integral, 805
polar rectangle, 806
polynomials

and power series, 584
base point, 585

potential function, 886
power series, 579, 583–589

and polynomials, 584
antidifferentiating term by term,

591
as functions, 585, 590–595
base point, 583, 585
calculus with, 591
convergence interval of, 585
differentiating term by term , 591
domains of, 585
finding from scratch, 595
finding with algebra, 593
finding with calculus, 593
graphical convergence, 588
new from old, 593
radius of convergence, 588
used for integration, 592
why bother with?, 592
writing functions as, 591

projection
one vector onto another, 672
vector, 672

R
radius of convergence

of power series, 588
range, 704
range of a projectile, 666
ratio test

and convergence interval, 586
and geometric series, 572
infinite series, 572

rectangle
Cartesian, 806
polar, 806

rectangular coordinates
trading for polar, 635

remainder
of infinite series, 557

reversed curve, 627
Riemann sums

in one variable, 776
right-hand rule, 691
rose

polar, 634
rotation

of vectors, 852
rule, 705

S
saddle point, 720, 746, 749
scalar, 640
scalar-valued function, 648
scalar equation for a plane, 684
scalar parametrization

for a plane, 686
scalar projection, 675
sequence limits

new from old, 551
sequences, 546–553

as functions, 548
divergent, 547
limits of, 546–553
nondecreasing, 553

series
binomial, 603
convergence and divergence,

555–563
estimating limits, 579
geometric, 560
harmonic, 559

series convergence
definition, 556

skew-symmetric matrix, A-9
skew lines, 683
slope, 654
smooth curve, 875
space curve, 623
spanning vectors, 686
spherical coordinates, 821

volume element, 822
squeeze principle

for limits, 552
standard basis

in 2-d, 645
in 3-d, 646

stationary point, 719
and optimization, 745
in one variable, 744

Stokes’s theorem, 918
sum

of series, 557
surface

level, 727
parametrization of, 899

surface integral, 908
symmetric matrix, A-3
symmetric scalar equations, 682

T
tail

nth, 557
definition of, 557

tangent line, 654
tangent plane, 724
Taylor’s theorem, 599
Taylor polynomials

in one variable, 740
Taylor series, 597–600

and derivatives, 597
coefficients of, 597
definition, 598
help from Maple, 599
Taylor’s theorem, 599

trace, 613, 718
trajectory, 665
transpose of a vector, 742
triangle inequality, 644
triple scalar product, 694

U
unit disk, 892
unit vector, 645, 669

in θ -direction, 670

V
vector

components of, 641
coordinates of, 641
defined as 2-tuple, 641
defined as arrow, 641
length of, 642
magnitude of, 642
norm of, 642



Index I-5

polar form, 670
unit, 645

vector-valued function, 648
vector addition

parallelogram rule for, 643
vector component, 672
vector derivative

defined as limit, 653
vector equation

for line, 681

vector equation for a plane,
684

vector field, 732, 872
in three dimensions, 878

vector form of a curve, 851
vector parametrization

for a plane, 686
vector projection, 672, 675
volume

found by determinant, A-8

volume element
cylindrical coordinates, 820
spherical coordinates, 822

volume of parallelepiped, A-8

W
work

and dot product, 677
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P o l a r c o o r d i n a t e s
( s e e p a g e 6 2 9 , p a g e 6 3 0 )

� Polar → Cartesian: x = r cos θ ; y = r sin θ

� Cartesian → polar: r2 = x2 + y2; tan θ = y

x
� For polar integration: d A = dx dy = r dr dθ

P(4, 3)

1 2 3 4 5

1

2

3

x

y

1 2 3 4 5

1

2

3

x

y
P(5, arctan(3/4))

0.644

r = 5

θ 

C y l i n d r i c a l c o o r d i n a t e s
( s e e p a g e 8 1 9 )

� Cylindrical → Cartesian: x = r cos θ ; y = r sin θ ; z = z
� Cartesian → cylindrical: r2 = x2 + y2; tan θ = y

x
� For cylindrical integration: dV = dx dy dz = r dr dθ dz

y
y-axis

x-axis

z

z-axis

x

r

P � (r, θ, z)

Q � (r, θ, 0)

θ

S p h e r i c a l c o o r d i n a t e s
( s e e p a g e 8 2 1 )

� Changing coordinates: x = ρ sin φ cos θ ;
y = ρ sin φ sin θ ; z = ρ cos φ; ρ2 = x2 + y2 + z2;
r = ρ sin φ

� For spherical integration: dV = dx dy dz
= ρ2 sin φ dρ dθ dφ

y
y-axis

x-axis

z

z-axis

x

r

P(ρ, θ, φ)

Q(ρ sin φ, θ,   /2)

θ

ρ
φ

π
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